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Preface

Given the existing books on electrochemistry and elec­
trochemical engineering, what do we hope to accomplish
with this text? The answer is twofold. First, it is our goal to
provide enough of the fundamentals to enable students to
approach interesting problems, but not so much that new
students are overwhelmed. In doing this, we have
attempted to write with the student in mind, and choices
regarding content, examples, and applications have been
made with the aim of helping students understand and
experience the important and exciting discipline of electro­
chemical engineering. The text has a large number of
worked out examples, includes homework problems for
each chapter, and uses consistent nomenclature throughout
in order to facilitate student learning. Our second objective
is to integrate key applications of electrochemical engi­
neering with the relevant fundamentals in a single book.
We have found applications to be of great interest to
students. Importantly, applications provide students with
the opportunity to practice in a meaningful way the
fundamentals that they have learned. We have made a
deliberate effort to tie the investigation of the applications
directly back to the fundamental principles.

The book is intended for senior-level engineering stu­
dents and entering graduate students in engineering and the
sciences. No knowledge of electrochemistry is assumed,
but an undergraduate training in thermodynamics, trans­
port, and freshman chemistry is needed. A basic knowl­
edge of differential equations is also recommended.
Historically, electrochemical engineering is closely asso­
ciated with chemical engineering and chemistry. However,
the lines between disciplines are becoming increasingly
blurred, and today we find mechanical engineers, material
science engineers, and physicists engaged in electrochem­
ical engineering. We have attempted to broaden our view
of electrochemical engineering both to appeal to a larger
audience and to expand the exposure of students to new
areas and opportunities.

The text is divided into two parts. The first six chapters
cover essential topics in a familiar order: an introduction,
thermodynamics, kinetics, and mass transport. Also
included in these fundamentals is a chapter on electrode
structures and one on electroanalytical techniques. The
remaining chapters cover applications of electrochemical
engineering. It is assumed that the student will have
mastered the fundamental chapters before starting on the
applications. The application-focused chapters comprise
batteries, fuel cells, double-layer capacitors, energy storage
systems for vehicles, electrodeposition, industrial electrol­
ysis, semiconductor electrodes, and corrosion. For the
most part, the instructor can pick and choose which
application chapters to cover; and these applications can
be presented in any order. Although not exhaustive, the
applications selected represent important applications of
electrochemical engineering.

Each chapter begins with a short biography of one of the
founders in electrochemistry and electrochemical engi­
neering from the twentieth century. Even though not
essential to the technical material presented, writing these
short sketches was often personal and deeply satisfying. In
general, our focus was on the accomplishments and impact
of these remarkable individuals. The selection of whom to
profile was also personal and, without question, subjective.
Other than space limitations, there can be no justification
for omitting pioneers such as Alan Bard and Norbert Ibl.

The authors have used this material to teach introductory
electrochemical engineering courses at Georgia Institute of
Technology and Brigham Young University. Many of the
chapters were drastically revised after the first teaching.
Again, our objective was to create a textbook suitable for
classroom teaching. Many of the problems presented at the
end of the chapters have been honed through homework
assignments and on examinations. In fact, these problems
and our lectures guided what content to include in the
text—we sought to eliminate from the book content not

ix
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x Preface

addressed in class or not suitable for practice in the form of
problems. Our experience has been that in a one semester
course only a couple of the application chapters can be
completed in addition to the first six fundamental chapters.
We have purposely included references only sparingly in
the text itself. While important references for each topic are
found at the end of each chapter, we made no attempt to
meticulously ascribe credit—our thinking was a highly
annotated text is not important to beginning students and
actually presents an additional barrier to learning.

The journey of writing this book has been immensely
rewarding and not surprisingly a bit longer than antici­
pated. We have so many colleagues, students, friends, and
family members to thank. Their support and encourage­
ment was beyond heartening.

THOMAS F. FULLER
2017

JOHN N. HARB



LOS 01/31/2018 14:52:7 Page 11

List of Symbols

a specific interfacial area, m�1

ai activity of species i, unitless

A area, m2

Ac cell or electrode area, m2

Ar Archimedes number, unitless

b Tafel slope, V per decade

B Debye constant for solvent, (kg/mol)½ m�1

c total concentration or salt concentration,
mol m�3

c speed of light, 2.99792× 108 m s�1

ci concentration of species i, mol m�3

C capacitance, F

Cd differential capacitance, F

CDL double layer capacitance per unit area, F m�2

Cp battery capacity offset, unitless

d distance, m

dh hydraulic diameter, m

Di molecular diffusivity of species i, m2�s�1

E energy for battery or double layer capacitor,
J or W�h

E elastic modulus, Pa

Ea activation energy, J/mol

Eg energy gap, eV

f frequency, Hz

fi fugacity of species i, Pa

F Faraday’s constant, 96485 C per equivalent

Fx component of force, N

g acceleration of gravity, m s�2

G Gibbs energy, J mol�1

G conductance, Ω�1

Gr Grashof number, unitless

h thickness, gap in electrolysis cells, m

h Planck’s constant, J-s

H Enthalpy, J mol�1

i, i current density, A m�2

I current, A

io exchange current density, A�m�2

I ´´ photon flux, s�1�m�2

Ji molar flux of species i, mol m�2 s�1

ka, kc anodic and cathodic reaction rate constants

kc mass transfer coefficient, m s�1

k thermal conductivity, W�m�1�K�1

K equilibrium constant, unitless

L characteristic length, m

Lp diffusion length, m

m mass, kg

m molality, mol kg�1

_m mass flow, kg s�1

Mi molecular weight, g�mol�1 or kg�mol�1

n number of electrons transferred

n number density of electrons, m�3

ni number of moles of species i, mol

ni number density of electrons in intrinsic
semiconductor, m�3

NAV Avogadro’s number

NA number density of acceptor atoms, m�3

ND number density of donor atoms, m�3

Ni molar flux of species i relative to stationary
coordinates, mol m�2 s�1

p pressure, Pa

p number density of holes, m�3

P power, W

xi



LOS 01/31/2018 14:52:8 Page 12

xii List of Symbols

P perimeter, m

q fundamental charge, 1.602× 10�19 C

q charge per unit surface area, C�m�2

q_ rate of heat generation, W

Q charge, C or A�h
r radius, m

R universal gas constant, 8.314 J mol�1K�1

RΩ ohmic resistance, Ω or Ω-m2

Re Reynolds number, unitless
�1Ri homogeneous reaction rate, mol m�3s

si stoichiometric coefficient, unitless

S electrical conductance, S

S entropy, J mol�1K�1

Sh Sherwood number, unitless

Sc Schmidt number, unitless

t time, s

ti transference number of species i, unitless

T Temperature, K, or °C

U equilibrium potential, V
�1ui mobility of ion, m2 mol J�1s

v velocity, m s�1

V electric potential or voltage, V

vs superficial velocity, m s�1

_V volumetric flowrate m3 s�1

V volume, m3

W work, J

W width of depletion layer, m

w molar flowrate, mol s�1

Wa Wagner number, unitless

xi mole fraction of species i in condensed phase,
unitless

yi mole fraction of species i in gas phase, unitless

zi charge number

Greek Symbols

α Debye constant for solvent, (kg/mol)½

α relative permeability, unitless

α absorption coefficient, m�1

αa, αc transfer coefficient for anodic and cathodic
reactions, unitless

β symmetry factor, unitless

γi activity coefficient, unitless

ε porosity, unitless
�1εo permittivity of free space, 8.854× 10�12 C V�1 m

ε permittivity, C V�1m�1or F m�1

εr relative permittivity, unitless

ϵ strain, unitless

ηc current efficiency

ηcoul coulombic efficiency, unitless

ηf faradaic efficiency, unitless

ηS surface overpotential, V

κ electrical conductivity, S m�1

λ Debye length, or wavelength, m

λi absolute activity

λi equivalent conductance, S m�2equivilent�1

Λ conductance, S m�1

μ viscosity, Pa-s

μi chemical potential, J mol�1

�1ν kinematic viscosity, m2 s

ν scan rate, V s�1

νi stoichiometric coefficient, unitless

ξ electro-osmotic drag coefficient, unitless

ρ mass density, kg m�3

ρ charge density, C m�3
e

σ electrical conductivity of solid, S m�1; or surface
energy, J m�2

τ characteristic time, s

τ tortuosity, dimensionless

ϕ potential, V

Φ quantum yield

φ gas holdup, osmotic coefficient, unitless

ω angular frequency, rad s�1

Subscripts and Superscripts

a anode

avg average value

b bubble

c charge, cathode, or cutoff frequency

cb conduction band

ct charge transfer

d discharge

e electrolyte

eff effective quantity

f formation



LOS 01/31/2018 14:52:8 Page 13

List of Symbols xiii

fb flat band Rx reaction

h electrical portion of hybrid system s solution, separator, or surface

i species sc space charge

int interface vb valence band

lim limiting value 1 bulk value far from electrode

M metal o initial value

o value at standard or reference conditions θ equilibrium potential at reference conditions

ocv open circuit voltage ∗ ideal gas

ph photon



LOS 01/31/2018 14:52:8 Page 14



BABOUT 01/31/2018 13:51:3 Page xv

About the Companion Website

This book is accompanied by a companion website:

www.wiley.com/go/fuller/electrochemicalengineering

The website features:

� Powerpoint slides for figures from the text� Complete solution manual to end of chapter problems� Excel files for data sets used in student problems and chapter illustrations

xv

http://www.wiley.com/go/fuller/electrochemicalengineering


BABOUT 01/31/2018 13:51:3 Page xvi



CHARLES W. TOBIAS
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on November 2, 1920 in Buda­
pest, Hungary and died in
1996 in Orinda, California.
He describes his family as an
“engineering family” and real­
ized that he would be an engi­
neer from the age of 4 or 5.
Music was a lifelong passion,
but engineering was his career.
Tobias was inspired to select
chemical engineering by his

high school chemistry teacher. He attended the University
of Technical Sciences in Budapest, where he obtained his
Ph.D. in 1946. He was part of the Hungarian diaspora,
fleeing Hungary in 1947 as the Communists were taking
over the government. He traveled to Berkeley to pursue
postdoctoral studies at the University of California where
his brother was already working for Ernest O. Lawrence at
the University’s radiation laboratory. W.M. Latimer, a
pioneer in the thermodynamics of electrolytes and Tobias’s
new boss, directed him to “. . . build up engineering
electrochemistry here, and it should be the best in the
world.” By all measures, he succeeded. He began as an
instructor in the newly formed Department of Chemical
Engineering and then became an Assistant Professor in
1950 and Professor in 1960. He also chaired the depart­
ment from 1967 until 1972.

Charles Tobias is considered by many to be the father
of modern electrochemical engineering. He added disci­
pline and rigor, putting many of the principles on a sound
theoretical footing. He studied fluid flow, electric potential
fields, thermodynamic and materials properties, and mass
transfer, linking his findings into a new discipline. Tobias
was instrumental in moving the field from largely empiri­
cal approaches to a quantitative science that addressed
scale-up and optimization. Professor Tobias is also cred­
ited with founding the electrochemical research program at

Lawrence Berkeley National Laboratory, which for deca­
des was the most influential electrochemistry group. He is
reported to have started the first “electrochemical engineer­
ing” course. Professor Tobias joined with Paul Delahay in
1961 to edit a new monograph series entitled Advances in
Electrochemistry and Electrochemical Engineering.

Professor Tobias had a long and productive involve­
ment in the Electrochemical Society. He won several
awards, including the Society’s highest honor, the Ache-
son award. He served as President of the Electrochemical
Society from 1970 to 1971 as well as an editor for the
Journal of the Electrochemical Society for many years. As
a result, he had a large influence on the structure and
operation of the Society. Tobias brought the same philos­
ophy of increasing the scientific rigor and quantitative
engineering to the Society. He was also President of the
International Society of Electrochemistry (1977–1978). In
2003, the Tobias Award of the Electrochemical Society
was established to recognize outstanding scientific and/or
engineering work in fundamental or applied electrochem­
istry by a young investigator.

Although Tobias had an immeasurable impact on the
field of electrochemical engineering and was elected a
member of the National Academy of Engineering, he
was not particularly aggressive in publishing. One of his
most significant findings was the use of propylene and
ethylene carbonates for lithium batteries, but it was never
published beyond a laboratory report. Nonetheless, Dr.
Tobias believed that knowledge should always be
shared—only ignorance needs secrecy. Much of the infor­
mation here was derived from the chemical heritage foun­
dation’s oral history, which delivers an excellent portrait of
his life.

http://www.chemheritage.org/discover/collections/
oral-histories/details/tobias-charles-w.aspx

Image Source: Courtesy of UC Berkeley College of Chemistry.

http://www.chemheritage.org/discover/collections/oral-histories/details/tobias-charles-w.aspx
http://www.chemheritage.org/discover/collections/oral-histories/details/tobias-charles-w.aspx




Chapter 1


Introduction and Basic Principles

Welcome to this introductory text about electrochemical
engineering. If you are like most people, you probably
have little idea of what “electrochemical engineering” is
and why it is important. That’s okay. This book is to help
you answer those questions and to prepare you to work in
this exciting area. Electrochemistry is a branch of chemis­
try that studies the chemical changes that occur due to the
flow of electrical current or, conversely, the production of
electricity from chemical changes. As engineers, we are
interested in the application of scientific knowledge, math­
ematical principles, and economic analyses to the design,
manufacture, and maintenance of products that benefit
society. It’s not surprising, then, that electrochemical
engineering has strong historical ties to the profession
of chemical engineering.

Almost invariably, application of the principles of
electrochemistry to develop products or devices requires
consideration of an electrochemical system. An engineering
system consists of multiple components that work together
in a concerted manner. In addition to electrochemistry,
other topics such as heat transfer, structural analysis, and
materials science are critical to the design and operation of
electrochemical systems. Today, we find engineers and
scientists of all disciplines engaged in electrochemistry
and collaborating in the design of electrochemical systems.

As with any topic, electrochemical engineering
includes a new set of terminology that must be learned.
There are also several conventions of practical importance.
Hence, this chapter will introduce you to the key vocabu­
lary of the discipline, as well as to some of the central
aspects of electrochemical systems. In order to do this, we
begin by looking at an electrochemical cell.

1.1 ELECTROCHEMICAL CELLS

Electrochemical cells, such as the cell illustrated in
Figure 1.1, lie at the heart of electrochemical systems.
A typical electrochemical cell consists of two electrodes:

Electrochemical Engineering, First Edition. Thomas F. Fuller and John N. Harb.

an anode where oxidation occurs and a cathode where
reduction takes place. Electrons move through an external
circuit via an electronic conductor that connects the anode
and cathode. The liquid solution that is between the two
electrodes is the electrolyte. The electrolyte does not
conduct electrons and does not contain any free electrons.
It does, however, contain a mixture of negatively charged
ions (anions) and positively charged ions (cations). These
ions are free to move, which allows them to carry current in
the electrolyte.

The reactions take place at the electrode surface and
are called heterogeneous electron-transfer reactions. For
example, the electrodeposition of copper in the cell shown
in Figure 1.1 can be written as

Cu2� �� � 2e� ! Cu s (1.1)aq � �
Copper ions in solution accept two electrons from the
metal and form solid copper. The reaction is described as
heterogeneous because it takes place at the electrode
surface rather than in the bulk solution; remember, there
are no free electrons in the solution. Importantly, then, we
see that electrochemical reactions are surface reactions.
The metal that accepts or supplies electrons is the elec­
trode. As written, copper ions gain electrons and therefore
are reduced to form copper metal. When reduction occurs,
the electrode is called the cathode.

In the same cell, the reaction that takes place on the
other electrode is

Zn� �s ! Zn2� (1.2)� � � 2e�aq

The zinc metal is oxidized, giving up two electrons and
forming zinc ions in solution. When oxidation occurs at the
surface, the electrode is called the anode.

Both the copper and zinc reactions written above
(Equations 1.1 and 1.2) are half-cell reactions, meaning
that they describe a reaction that takes place at one of the
electrodes. Half-cell reactions always have electrons as
either a reactant or a product. Also, charge is always
balanced in half-cell reactions. Charge balance means

 2018 Thomas F. Fuller and John N. Harb. Published 2018 by John Wiley & Sons, Inc.
Companion Website: www.wiley.com/go/fuller/electrochemicalengineering

1

http://www.wiley.com/go/fuller/electrochemicalengineering


2 Electrochemical Engineering

that the net charge on one side of the equation must equal
the net charge on the other side of the equation. For
example, in the above equation, the net charge on the
Zn (left side of the equation) is zero. This value is equal to
the net charge for the other side, which is (+2)+ 2(�1)= 0.
Charge balance is no surprise since electrochemical
reactions simply add or remove electrons.

The cell illustrated in Figure 1.1 is called a Daniell cell
and is named after John Frederic Daniell, who invented the
cell in 1836. In this cell, the electrodes themselves (solid Zn
and Cu) participate in the electrochemical reactions as either
a reactant or a product. This is not always the case, as we
shall see later. The electrons for the reduction of Cu2+ come
from the other electrode where the oxidation of Zn takes
place. The electrons that are liberated from zinc oxidation at
the anode travel through an external circuit to participate in
the reduction reaction at the cathode. The movement of
electrons corresponds to an electrical current flowing
through the external circuit. The anode and cathode
reactions can be combined to give an overall cell reaction,
also called the full-cell reaction. Note that there are no
electrons in the overall reaction, but charge is still balanced.

Zn� �s � Cu2� � � � Cu s (1.3)� � ! Zn2� � �aq aq

In other words, the exact number of electrons released from
oxidation is used for reduction. Similarly, for each copper
ion that is reduced, one zinc ion is formed. Because there is
a production of charge at the anode and a consumption of
charge at the cathode, there is a net movement of charge in
solution from the anode to the cathode. Thus, there is also a
current flowing in the solution, but the net charge in the
solution is unchanged.

Figure 1.1 A Daniell cell is an
example of an electrochemical cell.
During steady operation, a constant
current flows throughout the cell. For
any given volume, the current enter­
ing and leaving must sum to zero
since charge is conserved.

The flow of current in an electrochemical cell is shown
in Figure 1.1. Note that, by definition, current in the
external circuit is opposite (cathode to anode) to the
direction that electrons flow. As illustrated in the figure,
current flows counterclockwise in a continuous circuit that
includes the solution and the external circuit. The electro­
chemical reactions are the means by which current flows
from the electrode to the solution (anode) and from the
solution to the electrode (cathode) as part of this circuit.
These reactions will not take place if the circuit is broken.
This circuit is most commonly “broken” by disconnecting
the external connection between the electrodes. In the
absence of this external connection, the cell is at open
circuit, and there is no net reaction at either electrode.
Finally, we note that the name “electrochemical” refers to
the fact that the chemical changes are connected to the flow
of electric current. Some of the additional aspects of
electrochemical reactions are discussed in the next section.

1.2 CHARACTERISTICS OF
ELECTROCHEMICAL REACTIONS

Electrochemical reactions are reactions where electrons
are transferred through a conductor from the species
being oxidized to that being reduced. Most of the unique
and important properties of electrochemical reactions are
the result of the way that these electrons are transferred.
These characteristics include the following:

Separation of the oxidation (anodic) and reduction (cath­
odic) reactions. Because electrons are transferred
through a conductor, the oxidation and reduction can
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take place on two different electrodes. This situation is
the most common type of configuration for an electro­
chemical cell, as already illustrated.

Use of electrons to perform work. In cells like the Daniell
cell introduced in Section 1.1, electrons move sponta­
neously from the anode to the cathode when the circuit
is closed (completed), because the energy of electrons in
the anode is higher than the energy of electrons in the
cathode. Some of that extra electron energy can be used
to perform work by passing the electrons (current)
through a load (e.g., an electronic device). Perhaps
the most familiar application of this concept is in the
battery that you use to power your phone or computer,
where you are using electron energy to send messages to
your friends or to complete your homework.

Direct measurement of reaction rates. Typically, it is
difficult to measure directly the rates of chemical
reactions. However, since electron transfer in electro­
chemical reactions takes place through a conductor, the
reaction rate is easy to measure—you just measure the
electric current passing in the wire between the electro­
des. That current is directly related to the reaction rate at
each of the two electrodes. We will explore this later in
the chapter when we discuss Faraday’s law.

Control of the direction and rate of reaction. Because
electrons participate in both the oxidation and reduction
reactions as either a product or a reactant, we can change
the rate of reaction by changing the difference in
potential between the electrodes. The electric potential
is a measure of the electron energy. By adjusting the
potential, we can speed up the reactions, slow them
down, or even make them go in the reverse direction.

This textbook will help you to understand and to use
the powerful properties of electrochemical reactions to
design useful products. In the application chapters of
the book, you will have the opportunity to see what others
have done with electrochemical systems to create devices
and processes that benefit humankind. In preparation, the
next section of this chapter provides a brief overview of
the applications that will be considered in order to illustrate
the importance of electrochemical systems. However,
before doing that, let’s consider some additional aspects
of electrochemical reactions.

In the Zn/Cu cell considered previously, the electrodes
participated directly as either a reactant (Zn) or a product
(Cu). In many instances, the electrodes do not participate
beyond supplying or removing electrons. In these instances,
the electrodes are called inert. Each of the electrochemical
reactions considered in the Daniell cell involved one
solid species and one aqueous species. This is by no
means a requirement or even typical. Reactants and
products in electrochemical reactions can be solids,

liquids, dissolved species, or gases. The evolution of
hydrogen gas, for instance,

2H� � 2e� ! H2 g� � (1.4)aq� �

is a reduction (cathodic) reaction that occurs at an inert
electrode. Here, the reactant is dissolved in solution and the
product is a gas. The oxidation of iron(II) to iron(III)
provides another example:

Fe2� ! Fe3� � e (1.5)� �aq aq� �
In this case, both the reactant and product are dissolved
species.

In looking at the reactions for the Daniell cell, we note
that copper ions gained two electrons, zinc lost two electrons
to form zinc ions, hydrogen ions gained one electron each to
produce hydrogen gas, and a ferrous ion lost an electron to
form a ferric ion. You may be wondering how we know how
many electrons will be transferred and the direction in which
the reaction will go. The direction depends on potential as
we will see in the next two chapters. However, the oxidation
and reduction products are determined by the electronic
structure of the participating species. You undoubtedly
learned about oxidation states in your beginning chemistry
class, and those same principles apply here. Let’s consider a
couple of simple examples just to illustrate the concept.
Sodium is an alkali metal and has a single electron in its outer
electron shell. Whenever possible, sodium tends to give up
that electron, leaving it with a +1 charge and a full outer
shell. Thus, the stable state for a sodium ion is Na+. Similar
logic can be used for the other alkali metals. In the second
column of the Periodic Table you have alkaline-earth metals,
such as magnesium or calcium. These elements have two
electrons in their outer shell and, therefore, yield ions with a
+2 charge such as Mg2+ or Ca2+, using rationale similar to
that used for the alkali metals. Moving to the other side of the
Periodic Table, we find chlorine that has seven electrons in
its outer shell. Chlorine likes to pick up an extra electron in
order to complete that shell. Therefore, it forms Cl�. Finally,
the electronic structure of some elements (e.g., most transi­
tion metals) allows them to form ions with different oxida­
tion states; for example, iron can form Fe2+ or Fe3+.

Fortunately, you don’t need to memorize the Periodic
Table or to look up the electronic structure of an element
every time to determine the relevant oxidation state or half-
cell reaction. Tables of known electrochemical reactions
are available, and a short list appears in Appendix A of this
book. These tables not only show the reactions, but also
give the standard potential for each reaction. This standard
potential is extremely important as we will see in the next
chapter. Note that, by convention, the reactions in Appen­
dix A are written as reduction reactions, but we can treat
them as being reversible.
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ILLUSTRATION 1.1

Use the table in Appendix A to find the two half-cell
reactions and combine them to determine the full-cell
reaction.

a. Corrosion of iron in an oxygen-saturated acid
solution. On one electrode, iron metal is oxidized
to form Fe2+; on the other electrode, oxygen is
reduced. Entry 18 shows the reduction of iron:

Fe2� � 2e� ! Fe � 0:440 V

We reverse the direction to get the oxidation of iron:

Fe ! Fe2� � 2e�

The reduction of oxygen in acid is given by entry 4:

O2 � 4H� � 4e� ! 2H2O

These two reactions are then combined. The iron oxida­
tion reaction isfirst multiplied by two so that the electrons
cancel out when the equations are added together:

O2 � 4H� � 2Fe ! 2H2O � 2Fe2�

b. Deposition of silver from an alkaline solution.

Ag� � e� ! Ag entry 6
4OH� ! O2 � 2H2O � 4e� entry 9

The silver reduction reaction is multiplied by four and
added to the oxidation reaction to provide the full-cell
reaction:

4Ag� � 4OH� ! O2 � 2H2O � 4Ag

1.3 IMPORTANCE OF
ELECTROCHEMICAL SYSTEMS

Electrochemical systems are not only essential for our
society but are also common in everyday life. Imagine a
world without batteries to power your personal electronic
devices. How would travel change without low-cost alumi­
num that is essential for aircraft? What if corrosion of the
steel in bridges, the hulls of ships, superstructures of build­
ings, and pipelines couldn’t be controlled? These examples,
electrochemical energy storage, industrial electrolysis, and
corrosion, are some of the major applications of electro­
chemical engineering. Following development of the fun­
damental principles of electrochemical engineering, these
and other applications are covered in separate chapters.

We all know that the storage of energy using batteries
(Chapters 7 and 8) is an essential feature for countless
technologies. The size of the global battery market is more
than 50 billion dollars annually. Applications of batteries
are widespread in society, ranging from basic consumer
electronics, to automobiles, implanted medical devices,
and space travel. Energy storage is needed where portabil­
ity is required, emergency power is desired, or simply when
electrical demand and supply are not matched. Batteries
store energy chemically and convert that energy to elec­
tricity as needed. For many applications, the conversion
between chemical and electrical energy must be extremely
efficient and, in some cases, nearly reversible in order for
batteries to be practical. Electrochemical double-layer
capacitors (Chapter 11) can also be used to store energy.

The purpose of industrial electrolysis is to use elec­
trical energy to convert raw materials into desired products.
This transformation of raw materials takes place in an
electrochemical reactor. Industrial electrolytic processes
(Chapter 14) consume about of 6% of the U.S. electricity
supply. Although a number of metals and other materials
can be produced electrochemically, the main products of
electrolysis are aluminum, chlorine, and sodium hydroxide
(caustic soda). Low-cost electricity and electrochemical
routes for production transformed aluminum from an
expensive and rarely used metal to a commodity material
that is essential for society. Chlorine and sodium hydrox­
ide, produced simultaneously on a huge scale by electrol­
ysis, are required for the production of a variety of
materials, including plastics, paper, soaps, solvents, and
a large number of other chemicals.

The many desirable properties of metals have led to
their widespread use in industry and, frankly, in nearly
every aspect of our lives. Corrosion (Chapter 16) is the
unwanted attack of metals by their environment. The
manufacture of metals is sometimes done electrochemi­
cally as described above for the production of aluminum.
We can think of corrosion as the reverse process, by which
metals are converted back into their oxide form. This cycle
is illustrated in Figure 1.2. The process of corrosion is
electrochemical in nature. The global economic cost of
corrosion has been estimated to be several trillion dollars
annually. Therefore, it is important that engineers under­
stand the conditions under which corrosion is likely to
occur. They should also be able to measure, predict, and
mitigate the negative impacts of corrosion. Avoidance of
corrosion is incorporated into the appliances found in our
homes. Additionally, corrosion prevention is essential for
maintaining the integrity of the bridges over which we
travel, and an integral part of the design of natural gas and
oil pipelines that supply our energy. These are just a few of
the areas where understanding corrosion is important.

Electrodeposition is the electrochemical deposition of
a metal onto a surface (Chapter 13). Electrodeposition is
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Figure 1.2 Life cycle of metals. Many of the processes are
electrochemical.

used for decoration, to provide protective coatings, and is
essential in the fabrication of interconnects for large-scale
integrated circuits. Most metal fasteners (screws, nails,
clips, and bolts to name but a few) are coated for appear­
ance, to improve their corrosion resistance, or to reduce
friction. Many of these fasteners use electrochemical pro­
cesses to provide these coatings.

Roughly 10% of the world’s population is afflicted
with diabetes. Since treatment requires regular monitoring
of blood glucose levels, the measurement of glucose
concentration is one of the most frequent tests conducted.
Did you know that most of the billions of these tests are
done electrochemically? These sensors work by measuring
the current generated from electrochemical oxidation of
glucose. Modern automobiles use oxygen sensors to allow
efficient operation of the fuel injection system. These
sensors are also electrochemical devices.

We hope that this section has helped you gain an
increased appreciation of the importance of electrochem­
ical systems. In addition to the applications noted above,
there are other promising technologies in development.
These include fuel cells (Chapters 9 and 10), which convert
clean fuels into energy at efficiencies much higher than that
of a combustion engine. Fuel cells have been essential for
manned space flight, but have yet to achieve widespread
commercial success. Semiconductor electrochemistry
(Chapter 15) offers opportunities for photoelectrochemical
processes to convert sunlight into electricity or to produce
useful chemicals through artificial photosynthesis. The list
of developing applications extends well beyond these two
examples, and electrochemistry will undoubtedly continue
to provide new products and processes that will improve
our quality of life and benefit humankind.

Before we can examine applications in detail,
some fundamental principles must be mastered. These
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fundamental principles provide the foundation for all of
the applications mentioned above. We begin by introduc­
ing some basic terminology, as well as reviewing scientific
units and the conventions adopted in this text.

1.4 SCIENTIFIC UNITS,
CONSTANTS, CONVENTIONS

There are seven base units within the International System
of Units (SI system), as shown in Table 1.1 for quick
reference. Except for luminous intensity, all of the quantit­
ies are used extensively in this text. Among the base units
is electric current, I, which is critical for the examination of
electrochemical systems. Electric current is measured in
amperes [A].

Table 1.2 presents derived units that are used widely
in this text and are associated with electrochemical engi­
neering. For each quantity, the name and the SI symbol for
the quantity is presented. Our general practice will be to
place units in brackets, for example, [Pa-s]. When working
problems, dimensional consistency is critical; it will also
help you to avoid calculation errors. Therefore, for conve­
nience, the table provides the dimensions of these derived
quantities written in terms of both the base units and in an
alternative form convenient for calculations. For instance,
the units for capacitance [m�2�kg�1�s4�A2] can be written
more compactly in terms of other derived units [C�V�1],
which will usually be more intuitive and easier to remem­
ber when checking for dimensional consistency. Finally,
the last column provides the variable symbol used in this
text to represent the physical quantity. Where possible, we
have used the most common nomenclature to represent
these quantities. A detailed list of the nomenclature is
provided at the beginning of the book. It is important to
note that sometimes the nomenclature for a variable may be
the same as the unit. To minimize confusion, remember
that variables and fundamental physical constants are in
italics, whereas the units will not be italicized. Thus, V

Table 1.1 The Seven SI Base Units; All Except Candela
Are Used Frequently in This Book

Name of Symbol for Nomenclature
Quantity unit unit used in text

Length meter [m] L

Mass kilogram [kg] m

Mole mole [mol] ni
Time second [s] t

Temperature kelvin [K] T

Current ampere [A] I

Luminous intensity candela [cd] –
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Table 1.2 SI Derived Units That Are Important for This Text

Symbol Expressed in Alternative Nomenclature
Quantity Name of unit for unit SI base units expression used in text

Electric charge coulomb [C] A�s [F�V] Q

Potential volt [V] m2�kg�s�3�A�1 [A�Ω], [J�C�1] V, ϕ

Capacitance farad [F] m�2�kg�1�s4�A2 [C�V�1] C

Resistance ohm [Ω] m2�kg�s�3�A�2 [V�A�1] RΩ

Electrical siemens [S] m�2�kg�1�s3�A2 [A�V�1], [Ω�1] S
conductance

Force newton [N] m�kg�s�2
– Fx

Pressure pascal [Pa] kg�m�1�s�2 [N�m�2] p

Energy joule [J] m2�kg�s�2 [N�m] E

Power watt [W] m2�kg�s�3 [J�s�1] P

Frequency hertz [Hz] s�1
– f

represents the potential of an electrochemical cell, whose
units are volts [V]. Similarly, A is area [m2], whereas [A] is
the unit for current in amperes. Most often we will be
dealing with scalar quantities. However, occasionally we
will encounter vector quantities, ones that have both
magnitude and direction. These quantities will be written
in bold face. For example, velocity, a vector quantity, is
written with the symbol v.

The coulomb [C] is an SI-derived unit of electrical
charge—simply the amount of charge that passes with a
current of 1 ampere for 1 second. The elementary charge,
denoted with q, is a fundamental physical constant. The
value of q is 1.602177× 10�19 C and equal to the charge of
a single proton. Additional essential fundamental constants
are provided in Appendix B.

1.5 FARADAY’S LAW

In this section, we examine Faraday’s law, which is the
relationship between the amount of current that flows
through the external circuit and the amount of material
that is either consumed or produced in a half-cell reaction.
To explore how this works, let’s return once again to the
zinc reaction:

Zn� �s ! Zn2� (1.6)� � � 2e�aq

From the half-cell equation, it is apparent that two electrons
are produced for every zinc atom that reacts. Typically, it is
more convenient to work in terms of moles rather than
atoms. Therefore, two moles of electrons are produced for
every mole of zinc atoms that is oxidized. As you can see,
we can easily relate the moles of electrons to the moles
reacted or produced for any species in a given half-cell
reaction.

The next step is to relate the moles of electrons to the
current that we measure through the external circuit. To do
this, it is customary to introduce a new unit of charge—an
equivalent. An equivalent is defined as a mole of charge
(either positive charge or negative charge, it does not
matter). The number of equivalents of a compound is
simply the amount of the substance (in moles) multiplied
by the absolute value of its charge, zi. For instance, one
mole of Na+ is 1 equivalent, whereas one mole of Ca2+

would be 2 equivalents. Because the sign of the charge
does not matter, one mole of electrons is equal to 1
equivalent of charge.

The external current is expressed in amperes [A or
C�s 1]. Therefore, we need a relationship between cou­
lombs [C] and equivalents. That relationship is called
Faraday’s constant, F, which has a value of 96,485 C/
equivalent. Faraday’s constant can also be expressed in
terms of two other constants: the fundamental unit of
charge, q, and Avogadro’s number, NAV,

F � qNAV : (1.7)

This expression is another way of stating that an equivalent
is a mole of charge, since q is the amount of charge on a
proton in coulombs. We also need a relationship between
the current, I [A], and the total charge passed in coulombs.
That relationship is

Q � ∫Idt; (1.8)

where Q is the charge in [C], I in [A], and t in [s]. In
situations where the current is constant, Equation 1.8
simplifies to

Q � It: (1.9)

We now have the pieces that we need to write the rela­
tionship between the current in the external circuit and the
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amount of a substance that is either reacted or produced.
Let’s apply what we have learned to the zinc electrode.

ILLUSTRATION 1.2

For the oxidation of zinc, a current of 12 A passes for
2 hours. How much zinc reacts? Provide the answer in
terms of mass and the moles of zinc. The reaction is

Zn s� � ! Zn2�
aq� � � 2e�

First, the total charge passed is determined from
Equation 1.9.

Q � It � 12 C� �
s� � � 2 h� � 3600 s� �

h� � � 86; 400 C� �:
The number of moles of zinc is proportional to the
charge passed. From the stoichiometry of the oxida­
tion reaction, for each mole of zinc two moles of
electrons are released. Thus,

nZn � Q

2F
� 86400 C� �� �

2 equiv=mol 96485 C=equiv
� 0:448mol Zn

The mass of zinc consumed is simply the moles times
the molecular weight:

mZn � MZnnZn � 65:38� � 0:448� � � 29:3 g Zn:

Let’s now generalize what we have done to this point.
Any half-cell reaction can be expressed in the following
form:

siAi � ne�; (1.10)
i

where si is the stoichiometric coefficient for species i,
which can be either positive or negative, Ai is the symbol
for the specific species (e.g., Zn2�), and n is the number of
electrons involved in the reaction. The mass of species i
that is either consumed or produced is equal to

g
Q C� �MiMiQ molmi � � ; (1.11a)

n n equiv C
F F

mol equivsi sij j j j
whereMi is the molecular weight of species i. This equation
is known asFaraday’s law. We have been careful to include
the stoichiometric coefficient with Equation 1.11a. How­
ever, most often Faraday’s law is written as

MiQmi � : (1.11b)
n F

We will also use this form. When using Equation 1.11b,
you need to recognize that n represents the number of
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electrons per species i. Look carefully at the examples that
follow.

Although Equation 1.11 is useful, the most important
aspect of this section is the process that we used to develop
the equation. We started with charge, Q, in standard units
of [C]. This charge is directly related to the current that we
measure in [A] as a function of time. We then converted
that charge to moles of electrons (equivalents). The moles
of electrons were then related through the half-cell reaction
to the moles of species i that were either reacted or
produced. Finally, we used the molecular weight to convert
moles to the desired mass of species i.

A similar procedure can be used to calculate quantities
such as the total moles reacted, the molar rate of reaction,
or the molar flux due to reaction at the surface. The use of
Faraday’s law and the more general procedure used to
derive it are demonstrated in Illustration 1.3.

ILLUSTRATION 1.3

For a lead–acid battery, calculate the rate at which Pb
reacts and H+ is consumed for a cell operating at 20
[A]. Express the rate of reaction in terms of a molar
reaction rate.

The overall reaction for discharge is

Pb � PbO2 � 2H2SO4 ! 2PbSO4 � 2H2O

The reaction at the positive electrode is

PbO2 �SO4
2� � 4H� � 2e� ! PbSO4 � 2H2O; entry 2

at the negative electrode

Pb � SO4
2� ! PbSO4 � 2e�; entry 17

The molar reaction rate of Pb (lead) consumption is
obtained from Equation 1.11, Q is replaced with I to
convert to a rate, and the molecular weight is not needed:

molar reaction rate of Pb � I

2 F
� 20

2F
� 1:04 � 10�4 mol s�1:

The molar reaction rate of H+ is also obtained from
Equation 1.11 in a similar fashion. However, the n
value is different. In this case, we have 2 equivalents
of charge (the 2 electrons in the half-cell reaction) for
every 4 moles of H+. Therefore, n for H+ is 2/4 or 1/2
[equiv mol�1 H+].

molar reaction rate of H� � I
1
2
F
� 2� �20

F

� 4:15 � 10�4 mol s�1:
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Note that sulfate ions are produced at both electrodes.
Based on the stoichiometry for the overall reaction,
we expect 2 moles of sulfate ion to be consumed for
each mole of Pb. Or, we can say that one mole of
electrons react for each mole of sulfate. Formally, this
is written as

molar reaction rate of SO4
2� � I

n F
� 20

F
� 2:07 � 10�4 mol s�1:

Finally, we note that the reactants and products may
be charged or neutral. They can also take several forms,
such as a species dissolved in the electrolyte, a solid that
deposits on the electrode, or a gas. Illustration 1.3
involved a solid reaction product, PbSO4(s). Now let’s
consider the oxidation of chloride ions in solution to form
chlorine gas:

2Cl� ! Cl2 � 2e� (1.12)

Two chloride ions from solution each give up one electron
and they combine at the metal surface to form the gas.

ILLUSTRATION 1.4

A current of 20 [A] passes for 10 minutes. How many
grams of chlorine gas are produced assuming
Equation 1.12 represents the electrode reaction? For
ideal gas behavior, what volume of gas does this
represent at atmospheric pressure (100 kPa) and at
25 °C?

Use Equation 1.11, n= 2, sCl2 = 1, MCl2 = 70.906
g�mol�1:

mi � MiQ

2 F
� 70:906 20� � 10� � 60� �

2 96485� � � 4:41 g:

The mass of Cl2 is converted to moles (4.41/70.906),
and the ideal gas law (pV � nCl2RT) is used to deter­
mine the volume:

V � mi=Mi� �RT
p

� 4:41=70:906 8:314� � 298� �
100; 000

� 0:0015 m3:

1.6 FARADAIC EFFICIENCY

The electrochemical reactions that we have been discuss­
ing are called faradaic reactions since they involve elec­
tron transfer that is directly related to the consumption of
reactants and the formation of products as described by
Faraday’s law. To this point, we have only considered one
reaction at each electrode. However, it is possible, and in
fact common, for multiple reactions to take place at a single
electrode in a real system. Frequently, one of the reactions
is the desired reaction, and the other reactions are referred
to as side reactions. In such cases, not all of the current
goes into the desired reaction. We can define a faradaic
efficiency to characterize the fraction of the total current
that drives the desired reaction.

faradaic efficiency �
amount of desired material produced

ηf � amount that could be produced with the coulombs supplied

(1.13)

Use of this efficiency is demonstrated in Illustration 1.5.

ILLUSTRATION 1.5

Nickel is electrodeposited from a bath of NiSO4. A
current of 1.0 A is passed for 3 hours and 3.15 g of Ni
are deposited. What is the faradaic efficiency of this
deposition?

The reaction is Ni2� � 2e� ! Ni.
First, use Faraday’s law to determine how much

Ni could possibly be deposited.

mi � MiQ

nF
� MiIt

nF

� 58:7 g mol�1

2 equiv=mol

1:0 C s�1 3 h� ���3600 s=h

96485 C=equiv

� 3:285 g Ni;

ηf � 3:15
3:285

� 0:96:

One of the common side reactions for aqueous metal
deposition is water hydrolysis to produce hydrogen gas.
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1.7 CURRENT DENSITY

To this point in the chapter, we have considered the total
current, I. However, as you know from your experience,
some electrochemical devices are small like a hearing
aid battery. Others are significantly larger, such as the
battery used to start your car. You would not expect the
total current from these devices to be similar. Because
electrochemical reactions take place on surfaces, we fre­
quently normalize the total current by the surface area in
order for us to better understand and characterize the system.
Current density is defined as the current divided by the area
of the electrode and will be used extensively throughout this
book. Similarly, the molar rate of reaction is often expressed
as a flux, [mol�m 2�s 1]. These molar fluxes are used
extensively in studying mass transfer. Let’s illustrate these
concepts with an example.

ILLUSTRATION 1.6
a. The electrode from Illustration 1.4 has an area of

80 cm2, what is the current density?

i � I

A
� 20 A� �

0:008 m2� � � 2500 A?m�2 :

From Faraday’s law we can relate the charge to
the amount of chloride ions that are consumed.
Similar to current density, we define the flux of
Cl� to the electrode surface. Namely,

NCl� � i

nF
� 2500 C=s � m2

1�equiv=mol�� � 96485 C=equiv

� 0:026 mol?m�2s�1 :

b. For the lead–acid battery described in Illustration
1.3, convert the molar reaction rates to molar
fluxes given that the electrode area is 0.04 m2.
The previous results are divided by the electrode
area.

molar flux of Pb � rate of reaction
electrode area

� 1:04 � 10�4

0:04
� 0:0026 mol m�2 s�1:

This quantity represents the rate of dissolution of Pb
from the negative electrode into the electrolyte.

Next, consider the flux of sulfate ion (see Illus­
tration 1.3). Because sulfate is consumed at both
electrodes, we must calculate the sulfate flux for
each electrode.

For the negative electrode,

molar flux of SO4
2� �

I

A
n F

�
20

0:04
2F

� 0:0026 mol m�2 s�1:

For the positive electrode,

molar flux of SO4
2� �

I

A
n F

�
20

0:04
2F

� 0:0026 mol m�2 s�1:

Thus, we have 0.0026 mol m�2 s�1 of sulfate ions
moving from the electrolyte toward the negative elec­
trode and an equal flux moving toward the positive
electrode.

Strictly speaking, molar flux, and therefore current
density, are vector quantities—ones that have both a
magnitude and direction. The current density, i, is defined
as

I
i � � F ziNi; (1.14)

A

�2� �where Ni is the molar flux [mol�m s 1] and zi is the
electrical charge of species i. This equation indicates that
for current to flow, there needs to be a net movement of
charged species. We will only occasionally need to treat
these quantities as having more than one directional com­
ponent; therefore, our practice will be to not make any
special effort to identify these quantities as vectors unless
needed. However, even for one-dimensional current flow,
we need to pay attention to the direction, which of course
depends on how our coordinate system is defined. Refer­
ring back to Illustration 1.4, the flux of chloride ions is
from right to left, which is a negative flux (in the negative x
direction). The charge of the chloride ion, zi, is also
negative. Therefore, current flow is positive in that
example.

1.8 POTENTIAL AND OHM’S LAW

Another important quantity in the study of electrochemical
systems is the potential. We can define an electrostatic
potential, ϕ, in terms of the work required to move a unit
(positive) charge from infinity to a specific position in the
metal or in solution. This work can also be thought of in
terms of energy. The unit for potential is a volt [V], which
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Figure 1.3 Gradient in potential and flow of current. Current flow
is from left to right.

is also [J�C�1]. Since we are frequently interested in the
potential of the electrodes, and since these are generally
metals where electrons are the carriers of current, we can
think of potential as a measure of the energy of the electron
in the metal. Thus, the cell potential measured with a
voltmeter in Figure 1.1 represents the difference in electron
energy in the two electrodes.

As you may have guessed, the flow of current in
metals and in electrolyte solutions is critical to the under­
standing and analysis of electrochemical systems. A poten­
tial difference in a metal or in an electrolyte leads to the
flow of current. The difference is often expressed in terms
of a potential gradient, which is the rate of change in
potential with distance. By convention, electric current is
defined as flowing from high potential to low potential,
which is the direction that a positive charge would move
due to the difference in the potential. This situation is
illustrated in Figure 1.3. Current in a metal (e.g., wire) is
due to electron flow. Since electrons are negatively
charged, electrons travel from low potential to high poten­
tial. Ohm’s law relates the current and potential. For one-
dimensional conduction (current flow),

dϕ
ix � �κ ; (1.15)

dx

where κ is the electrical conductivity of the electrolyte. The
electrical conductivity is a property that characterizes how
well the material moves electrical charge; it has units of
[S�m�1]. If the current density is constant, Equation 1.15
can be integrated to give

iL
Δϕ � : (1.16)

κ

This equation applies to one-dimensional current flow in
an electrolyte of constant composition. A similar expres­
sion also applies to metals in general.

ILLUSTRATION 1.7

A fuel cell used for an automotive application operates
at a current of 350 A. If the electrode area of each cell is
0.04 m2, what is the current density? If the distance
between the electrodes is 0.07 mm, and the conductiv­
ity of the electrolyte is 10 S�m�1, what is the potential
drop (difference in volts) across the electrolyte?

The current density, i, is simply the current
divided by the electrode area

i � I

A
� 350

0:04
� 8750 A ?m�2:

Ohm’s law is used to calculate the drop in potential
across the electrolyte:

Δϕ � iL

κ
� 8750 0:00007� �

10
� 0:06125V � 61 mV:

Compare these results with the potential drop in 10 cm
long copper wire with a diameter of 1 cm. The con­
ductivity of copper is much higher: 5.85× 107 S�m�1.
The same current flows through the wire, but the cross-
sectional area (Aw= 7.9× 10�5 m�2) is smaller

Δϕ � iL

κ
�

I

Aw
Lw

κw
�

350

7:9 � 10�5 0:1� �
58; 500; 000

� 7:6 mV:

1.9 ELECTROCHEMICAL SYSTEMS:
EXAMPLE

We end this chapter with an example of an industrial
electrolytic process—chlorine production by the chlor­
alkali route. Our objectives in this section are twofold.
First, to review principles and terminology within the
context of an important electrochemical system. Second,
to introduce the concept of the current–voltage relation­
ship, also called the I–V curve. The connection between
current and voltage is essential to any analysis of electro­
chemical systems. Finding and understanding this I–V
relationship is a persistent theme of the book.

A simple representation of the electrochemical system
for the chlor-alkali process is shown in Figure 1.4. The
overall reaction can be written as

2H2O � 2Cl� ! Cl2 � H2 � 2OH� (1.17)



Figure 1.4 Electrochemical cell for the chlor-alkali process.

In order to operate without interruption, reactants are
supplied and products removed continuously. The reactant
stream for the process is a purified brine of sodium chloride
(NaCl), essentially a concentrated solution of salt water.
The solution flows at a steady rate into the electrochemical
cell, also called the electrochemical reactor. In addition to
chlorine gas, sodium hydroxide and hydrogen are pro­
duced simultaneously in the process. Despite the appear­
ance from the above equation, this reaction does not occur
homogeneously. Instead, two heterogeneous electron-
transfer reactions take place on separate metal surfaces:

2Cl� ! Cl2 � 2e�

2H2O � 2e� ! H2 � 2OH�

The two metals on which the reactions occur are the electro­
des, which are inert since they do not participate in the
reactions. The electron-transfer reactions are faradaic pro­
cesses and are governed by Faraday’s law. Oxidation takes
place at the first electrode of our example, where two
chloride ions lose electrons to form chlorine gas. Therefore,
this electrode is the anode. The electrons enter the metal and
travel through an external circuit. At the other electrode, the
cathode, water is reduced to form hydrogen gas. The
electrons consumed at the cathode are supplied by the
external circuit, and the number of electrons produced at
the anode is the same as the number consumed at the
cathode. The electrolyte that is between the two electrodes
contains ions of Na+, Cl�, and OH�. In this instance, there is
a membrane separator that serves two functions: It keeps the
two gaseous products apart and it allows sodium ions to
move from the anode compartment to the cathode compart­
ment, but excludes transport of anions. It is this movement of
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sodium ions that carries the current in the electrolyte. Note
that there are three phases: solid (electrodes), liquid (electro­
lyte), and gas (reaction products). Furthermore, not all
species are present in every phase. For instance, free elec­
trons are found only in the metals, ions are confined to the
electrolyte, and hydrogen gas is limited to the cathode. This
heterogeneity is one of the defining characteristics of elec­
trochemical systems—Almost all of the action occurs at
interfaces between the electrode and the electrolyte.

As you are probably beginning to appreciate, electro­
chemical systems are inherently complex. We’ve already
seen that both electrodes are necessary and must be
considered together. Many things happen at once: electron
transfer, adsorption and desorption, transport of reactants
and products, current flow in the electrolyte, and surface-
mediated combination. In order to understand and analyze
electrochemical systems, we’ll need to simultaneously
apply our knowledge of thermodynamics, kinetics, and
transport. These fundamental topics will be considered
systematically in the chapters that follow.

Electrochemical cells are sometimes broken into two
categories: galvanic and electrolytic. The two types have
more similarities than differences, and are governed by the
same engineering principles. The main distinction between
them is that energy or electrical work is an output of a
galvanic cell (e.g., a fuel cell or a battery discharging),
whereas electrical energy is an input to electrolytic cells.
We see in Figure 1.4 that a direct current (DC) power
supply adds electrical work in the chlor-alkali process;
therefore, this process is electrolytic.

An important feature of electrochemical systems is
that current is an expression of the rate of reaction. In our
example, the electrical current through the cell is directly
related to the formation and consumption rates of hydro­
gen, chlorine, and sodium chloride through Faraday’s law.
We can control the rate of reaction by controlling current.
How much work is associated with this current flow? To
answer this question, we need to know the potential of the
cell. The potential is an expression of energy for charged
species (electrons and ions), and provides the driving force
needed for electrochemical reactions and for the flow of
current in both metals and electrolytes.

We cannot simultaneously control the potential and
current of an electrochemical system. If the potential
applied to our electrolysis cell is increased, then the rate
of hydrogen/chlorine production will also be increased.
Alternatively, we might establish the rate of production by
setting the current, but we would need to accept the
resulting potential. These are the two basic modes of
operation for electrochemical cells: potentiostatic (con­
stant potential) or galvanostatic (constant current).

As mentioned above, a key objective in the analysis of
any electrochemical system is to find the relationship
between current and potential. The relationship can be
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complex, but with careful examination of the thermo­
dynamics, kinetics, and mass transport, it can be readily
understood. In the first chapters of this book, we will
develop the fundamental principles needed. These will
systematically be applied to a number of electrochemical
systems, and we will return repeatedly to the relationship
between the current and voltage as characterized by the I–V
curve. Much of this textbook will be dedicated to the
development and application of the relationships that
describe the current (the reaction rate) as a function of
potential (the driving force). You already know one such
relationship, the resistor. Using an equivalent form of
Ohm’s law (Equation 1.15), we can relate the current and
potential for a resistor. If the current density is constant,
Equation 1.16 can be written in terms of resistance to give

iL
Δϕ � � iRΩ: (1.18)

κ

This equation shows a linear relationship between poten­
tial and current density. However, the current–voltage
relationship is generally more complex for an electro­
chemical system, and we will need to use thermo­
dynamics (Chapter 2), electrode kinetics (Chapter 3),
and mass transfer (Chapter 4) to describe it. Here, we
simply want to introduce some of the basic features of
such a curve.

An example of a current–voltage curve is shown in
Figure 1.5 for steady-state operation. First, note that when

Figure 1.5 Representative relationship between current and poten­
tial at steady state. The dividing line between galvanic and electro­
lytic operation is at a current density of zero.

the current density is zero, the potential of the cell is not
zero. If the external circuit is open (disconnected), no
current flows and we say that the cell is at open circuit.
This open-circuit potential is largely determined by ther­
modynamic considerations and depends on the type of
electrode and the composition of the electrolyte near the
electrodes. For the chlor-alkali cell, it is about 2 V, as
indicated in the figure. This equilibrium potential is the
subject of Chapter 2. If the external circuit were simply
closed (connected) without a DC power supply, current
would flow. However, the reactions would be in the
direction opposite to that indicated by Equation 1.17. In
other words, chlorine, hydrogen, and hydroxyl ions would
spontaneously react to form chloride ions and water, and
the potential of the cell would be lower than the equili­
brium potential. This situation corresponds to using the
chemical energy of the reactants to perform work, and
corresponds to a galvanic cell. The difference between the
equilibrium or open-circuit potential and the actual cell
voltage is called polarization (see Figure 1.5).

Of course, this is not how a chlor-alkali cell is intended
to operate. We want to produce chlorine gas and caustic
soda. By the addition of work, we can drive the reaction in
the opposite direction, the direction indicated in
Equation 1.17. To do this, the cell potential must be greater
than the equilibrium potential. Because we are adding
work to the cell, we refer to the cell as an electrolytic
cell. As shown in Figure 1.4, a voltage source is added to
the chlor-alkali cell in order to provide the electrical work
needed to drive the reaction in the desired direction. The
difference between the cell potential and the equilibrium
potential is a measure of how much work or energy must be
added to drive the reaction at a particular rate.

Returning to Figure 1.5, which shows the I–V curve
for the complete electrochemical cell, we have seen that an
electrochemical cell has a nonzero potential at open circuit,
where the current is zero. This potential is described by
thermodynamics and represents the difference in the
energy of electrons in the two electrodes. Operation of
the cell in a galvanic mode takes place at cell potentials
below the equilibrium potential, and corresponds to the
conversion of chemical energy into electrical energy.
In contrast, operation of the cell in an electrolytic
mode occurs at potentials greater than the equilibrium
potential, and requires that energy be added to the cell.
In both cases, the difference between the equilibrium
potential and the cell potential during current flow is called
the polarization. As shown in the figure, the relationship
between current and cell potential is, for the most part,
nonlinear. The details will be covered in subsequent
chapters. Also note that the curve is not symmetric.
Although the basic shape of the curve under galvanic
operation is similar to that of the electrolytic curve, the
details are different.



Chapter 1 Introduction and Basic Principles 13

CLOSURE

In this chapter we have introduced the electrochemical cell
and electrochemical systems. Common terminology for
electrochemical systems has been presented, and will be
used throughout the book. One of the most fundamental
concepts, Faraday’s law, was discussed. This law relates
electrical charge to the amount of reactants consumed or
products produced in an electrochemical reaction, and is
essential for the analysis of electrochemical systems.
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PROBLEMS

1.1 The original “International Ampere” was defined electro­
chemically as the current required to deposit 1.118 mg of
silver per second from a solution of silver nitrate. Using
this definition, how does the international ampere compare
to the SI version? (Note that the SI version is based on the
Ampere force law).

1.2 Molybdenum is deposited from a molten salt. 12.85 g are
deposited in 1 hour using a current of 7 A. How many
electrons are consumed per mole of Mo reacted? Given
that Mo is present in the molten salt as an ion, what is its
oxidation state in the molten salt?

1.3 How much hydrogen is needed to operate a 50 kW hydrogen/
oxygen fuel cell for 3 hours? The potential of the cell is 0.7 V
(remember that Power= IV). The reaction at the anode is

H2 ! 2H� � 2e�

1.4 Calculate the daily aluminum production of a 150,000 [A]
aluminum cell that operates at a faradaic efficiency of 89%.
The cell reaction is

2Al2O3 � 3C ! 4Al � 3CO2

1.5 The annual production of Cl2 is about 45 million tons per
year. Assume that a typical plant is operational 90% of the
year. The operating voltage of a cell is 3.4 V (considerably
higher than the equilibrium voltage).

(a) Write down the half-cell reaction for the oxidation
chloride to form chlorine.

(b) Determine the total current worldwide needed to gener­
ate the global supply of Cl2.

(c) Calculate the electrical power needed to produce the
global supply of chlorine using electrolysis.

1.6 A 25 A current is passed through a molten aluminum chloride
melt. What are the likely reactions at the two electrodes? How
long must this current be in place to deposit 50 g of Al. During
this same time, what is the volume of gas that is evolved at STP
(standard temperature and pressure: 273 K, 100 kPa).

1.7 An industrial aluminum cell is operating at 4.2 V with a
current of 200 kA. The faradaic efficiency is 95 %, which
means that 95% of the current goes to Al production. What is
the rate of production of Al in kg per day? The starting
material is Al2O3. As an aside, a Boeing 747 aircraft is made
from over 60,000 kg of Al.

1.8 Continuous sheet copper is made by electrodeposition from a
solution containing CuSO4 onto a rotating drum of lead. For
the conditions given below, what should be the rotation
speed of the drum (revolution per hour)?

–2]Cathode current density= 1750 [A�m
Current efficiency= 95%

–2]Desired “thickness” (mass per area)= 1.22 [kg�m
Angle of cathode immersion= 165°

1.9 How many grams of lithium are in a 1320 [mAh] cell phone
battery? Note that [mAh] is a unit of charge.

1.10 A plate of steel has lost 50 g to corrosion over the past year.
Determine the current that would be associated with this rate
of corrosion?

1.11 Corrosion of stainless steel in concrete is an important
engineering problem. Because of the long times associated
with the low rates of natural corrosion, accelerated testing is
often used. One form of accelerated testing is the application
of a potential to the metal of interest. However, under the
accelerated conditions, the current efficiency may be low. In
competition with the oxidation of iron to Fe(II), oxygen can
be evolved at high pH:

2OH� ! 1
O2 � 2H2O � 2e�

2

A current of 1.4 mA is passed for 100 hours and the
mass loss is 0.11 g. What is the faradaic efficiency for the iron
oxidation reaction? How many moles of oxygen are evolved?

1.12 Consider a nickel–zinc battery operating at a current density
of 4500 A�m�2. The space between the electrodes is filled
with an alkaline electrolyte. If the conductivity of the electro­
lyte is 60 S�m�1 and the distance between the two electrodes
is 2 mm, what is the potential drop across the cell due to
ohmic losses?



WENDELL MITCHELL LATIMER

Wendell Mitchell Latimer was
born on April 22, 1893, in
Garnett, Kansas. When Wendell
was three, his father, a banker,
moved the family to Kansas City
to take advantage of the oppor­
tunities afforded by a larger city.
The tragic death of his father
from typhoid 5 years later put
a financial strain on the family
and forced Wendell and his
mother to live with his grandfa­

ther on a farm in nearby Greeley, Kansas. Wendell was an
only child and describes his boyhood as happy and a
“typical farm boy’s life.” Through his mother’s persever­
ance he got a good education and entered the University of
Kansas. His plan was to study law, but he became dis­
illusioned with debating. Wendell excelled in math and
changed paths, obtaining degrees in both mathematics and
chemistry in 1915. Wendell stayed at the University of
Kansas for two more years, where he served as an assistant
instructor of chemistry. In 1917 he accepted an offer to
study at the University of California, Berkeley. His advi­
sor, George E. Gibson, mentored a generation of leaders in
physical chemistry and low-temperature calorimetry,
including two Nobel Prize winners. Under Gibson’s direc­
tion, Latimer completed his Ph.D. in 1919.

Wendell Latimer stayed on at Berkeley as a lecturer in
chemistry. Latimer and a postdoctoral researcher named
W.H. Rodebush were the first to publish findings on a
special bonding of a proton between two strongly electro­
negative elements. Although the phrase was not used in
their seminal 1920 publication, the phenomenon is now
known as hydrogen bonding.

Latimer Diagram for copper.

Much of Latimer’s early research focused on low-
temperature calorimetry and the determination of heat
capacities and absolute entropies. To facilitate this
research, he was the first in the United States to build
and operate an experimental device to liquefy hydrogen.
Latimer is largely responsible for developing the con­
cept of single-ion entropies. He coauthored a couple of
books on general and inorganic chemistry, but his
legacy is The Oxidation States of the Elements and
Their Potentials in Aqueous Solution. First published
1938, this invaluable monograph provided detailed
thermodynamic data for elements in aqueous solutions
and was reprinted in 1952. Although these data are best
known for their use in the analysis of electrochemical
systems, Latimer’s interests appear to be more in elu­
cidating redox chemistry. For example, he developed
what is known as the Latimer diagram, which provides a
convenient and compact way of viewing the complex
reactions of iron or manganese.

One of Latimer’s students, Kenneth Pitzer (Ph.D.,
1937), went on to become an influential physical chemist
in his own right, continuing the study of thermodynamics.
During World War II, Latimer played a key role in the
study of radiochemistry. From 1942 to 1946, he was
director of a Manhattan Engineering District contract to
study the chemistry of plutonium. Latimer was a member
of the Electrochemical Society and was elected to the
National Academy of Sciences, where he served as chair­
man of the chemistry section from 1947 to 1950. Wendell
Latimer died on July 6, 1955.

Image Source: Reproduced with permission of G. PAUL BISHOP ­
PORTRAITS.



Chapter 2

Cell Potential and Thermodynamics

The objectives of this chapter are to introduce the poten­
tial of an electrochemical cell and to develop a relationship
between the cell potential and its chemical environment at
equilibrium. The thermodynamics of electrochemical sys­
tems is no different than that of other systems—a dynamic
equilibrium exists where an infinitesimal change in any
driving force will force the system to shift reversibly to
establish a new balance. One characteristic of electro­
chemical systems is that charged species and electron-
transfer reactions are included. Hence, a new property, the
electrical state, is important in describing equilibrium in
electrochemical systems.

For an electrochemical system to be in equilibrium,
there can be no net current flow. The condition of a cell
where the external current is zero is termed open circuit,
and the associated potential is the open-circuit potential.
The equilibrium potential that we are interested in here is
even more restrictive than the open-circuit potential. Not
only is the external current zero, but a more general
dynamic equilibrium exists in the cell. The equilibrium
or thermodynamic potential is a critical characteristic that
affects the design and operation of electrochemical
devices. In this chapter, we use thermodynamics to calcu­
late the cell potential as a function of the chemical com­
ponents that make up the cell. As you will remember, an
electrochemical cell is used to convert between chemical
energy and electrical energy in order to (i) produce energy
from stored chemicals, or (ii) use energy to produce
chemical changes. The distinction pivots around the ther­
modynamic potential of the cell.

2.1 ELECTROCHEMICAL REACTIONS

An electrochemical reaction is a reaction where the transfer
of electrons from a species being oxidized to a species
undergoing reduction takes place through an electronic
conductor. Typically, that conductor is a metal. Because

Electrochemical Engineering, First Edition. Thomas F. Fuller and John N. Harb.

the electron transfer takes place through a conductor rather
than directly between the reacting species, we can separate
the two electron-transfer reactions and use the flow of
electrons (current) between them to do work. The oxida­
tion or anodic reaction takes place at the anode, and the
reduction reaction or cathodic reaction takes place at the
cathode. An example of an anodic reaction is

Fe2� ! Fe3� � e�

where 1 mol of electrons is produced for every mole of Fe
(II) that is oxidized. An example of a cathodic reaction is

H� � e� ! 1
H22

Both an oxidation reaction and a reduction reaction are
required to make an electrochemical cell. Therefore, an
anodic or a cathodic reaction is referred to as a half-cell
reaction as described in Chapter 1. The full-cell reaction is
obtained by adding two half-cell reactions. For example,
the two reactions above can be added to yield the following
full-cell reaction:

Fe2� � H� ! Fe3� � 1
H22

Note that there are no net electrons in the full-cell reaction,
and that the charge on both sides of the reaction must
balance. Identifying and understanding these half-cell
reactions is essential to the analysis of electrochemical
systems. Common reactions are tabulated in Appendix A.

2.2 CELL POTENTIAL

At open circuit, no current flows between the electrodes.
Furthermore, for our thermodynamic analysis, each elec­
trode half-cell reaction is at equilibrium (no net anodic or
cathodic reaction occurs at either electrode). Under these
conditions, it is appropriate to write the half-cell reactions

 2018 Thomas F. Fuller and John N. Harb. Published 2018 by John Wiley & Sons, Inc.
Companion Website: www.wiley.com/go/fuller/electrochemicalengineering

15

http://www.wiley.com/go/fuller/electrochemicalengineering


16 Electrochemical Engineering

as reversible reactions. Since electrons are participants in
each of the two reactions, the energy of the electrons in
each conductor is determined by the reaction equilibrium at
that electrode, and the electrical potential is different for
each electrode. The difference in energy of the electrons at
the two electrodes can be easily measured with a voltmeter
as a voltage or potential difference. That potential differ­
ence at equilibrium is the principal topic of this chapter.
This potential is also called the thermodynamic potential,
U, since the half-cell reactions are at equilibrium.

Before proceeding with the analysis of electrochem­
ical systems, it is productive to consider a simple, chemi­
cal-reacting system. A common exercise is to determine
whether a reaction will occur spontaneously.

aA � bB ! cC � dD:

The criterion used is the sign of the change in Gibbs energy
for the reaction as written, namely,

ΔGRx � ΔGproducts � ΔGreactants;f f

where ΔGf is the Gibbs energy of formation of the
compound. If the change in Gibbs energy of the reaction,
ΔGRx, is less than zero, then the reaction is said to proceed
spontaneously. The first thing to note is that the sign of the
change in Gibbs energy for the reaction depends on how
the reaction is written, more specifically what is considered
a product and what is treated as a reactant. Thus, it is more
precise to say that the reaction will occur spontaneously as
written. If the reaction is spontaneous, then we can obtain
work from the reaction. If it is not spontaneous as written,
then we would need to add work to force the reaction to go
in that direction.

You are undoubtedly familiar with the reaction of
hydrogen and oxygen, which combust to form water.

2H2 � O2 ! 2H2O

Using values from Appendix C for the Gibbs energy of
formation for the reactants and products at their standard
states, a large negative ΔGRx is calculated. Thus, we
conclude that the reaction as written will occur spontane­
ously, which is consistent with our expectations. Now of
course, pure hydrogen and oxygen present together at near
atmospheric pressure doesn’t sound like the true thermo­
dynamic equilibrium we seek. In fact, if these three species
were together in equilibrium, we would find almost all
water and only trace amounts of oxygen and hydrogen gas
in our system. At this equilibrium state, the reactants and
products are far from their standard states, and the change
in Gibbs energy would be zero.

A hallmark of equilibrium of electrochemical systems
is that there are two electrodes and at least one of the
species is absent from each electrode. Furthermore, as
noted earlier, electrons are involved in the half-cell

reactions and, while the circuit is open, no electrons can
be transferred between the two electrodes. Therefore, the
half-cell reaction at each electrode will reach a dynamic
equilibrium involving electrons where the rates of the
forward and reverse reactions at that electrode are equal
and there is no net current. The energy of the electrons for
each of the half-cell reactions at equilibrium is different;
this difference in electron energy, characterized by the
potential difference, is what drives the full-cell reaction
when the circuit is closed.

The same overall reaction of hydrogen and oxygen
described above can occur electrochemically with two
half-cell reactions. For instance,

4e� � 4H� � O2 $ 2H2O

and

2H2 $ 4H� � 4e�

Notably, hydrogen is absent from the oxygen electrode,
and oxygen is missing from the hydrogen electrode. At
open circuit (i.e., no external current flow, and allowing
sufficient time for equilibrium to be established), we can
use thermodynamics to develop a relationship between the
equilibrium cell potential, U, and the thermodynamic state
of the reactants and products. In contrast to the combustion
situation, it is possible for equilibrium to exist with signif­
icant amounts of hydrogen, oxygen, and water all present
in the same electrochemical cell. This is because the
hydrogen and oxygen are separated, with the hydrogen
reaction in equilibrium at one electrode and the oxygen
reaction in equilibrium at the other. In fact, we can now
vary the amount of hydrogen, oxygen, and water indepen­
dent of each other. However, the equilibrium potential of
the cell, U, changes, and it is precisely this change in
potential that is of interest here.

The laws of thermodynamics for a closed reversible
system at constant temperature and pressure tell us
that the maximum work that can be done by the system
on the surroundings is equal to the change in the Gibbs
energy per mol, ΔG [J�mol�1]. In the electrochemical
system of interest, that work is electrical work. In other
words,

ΔG � �Wel; (2.1)

where work done by the system on the surroundings is
defined as positive.

The cell potential, U, has units of joules per coulomb
(J�C�1, which is also V) and represents the work per unit
charge required to move charge from one electrode to the
other. The amount of charge transferred in the full reaction
is equal to nF, where n is the number of moles of electrons
in the reaction as written, and F is Faraday’s constant, the
number of coulombs per mole of electrons. The electrical



work is therefore

Wel � nFU: (2.2)

Combining Equations (2.1) and (2.2) yields

ΔG � �nFU: (2.3)

Equation 2.3 applies to a full cell consisting of an anodic
and cathodic reaction, and relates the change in Gibbs
energy for the chemical species to the difference in the
electron energy at the two electrodes. Generally, we treat
the potential of a full cell, U, as the potential difference
between the more positive electrode and the more negative
electrode. When this is done, U is positive and ΔG is
negative for a full electrochemical cell at equilibrium. As
described previously, a negative change in Gibbs energy
implies a spontaneous reaction. This is in fact correct;
when the circuit is closed for any cell at equilibrium that
has a nonzero potential, current flows spontaneously. In
order to ascertain the reactions that are occurring and the
direction of the current, we simply choose the direction of
the reaction such that the change in Gibbs energy is
negative. In our example with hydrogen and oxygen,
writing the reaction as

2H2 � O2 ! 2H2O

resulted in a negative change in Gibbs energy, indicating
that at one electrode hydrogen is oxidized (anode), and at
the other electrode oxygen is reduced (cathode) to produce
water when the circuit is closed. We now turn our attention
to calculating the equilibrium potential of cells before the
circuit is completed; i.e., at open circuit.

2.3 EXPRESSION FOR CELL
POTENTIAL

Note that Equation 2.3 relates the Gibbs energy to the cell
potential, U, which is the difference between the potential
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of the two electrodes. From a practical standpoint, that
potential will be positive if you measure it one way, and
negative if you switch the wires and measure it again. The
fact that the potential can be measured either way illus­
trates the need to establish a convention so that the
connection between the half-cell reactions, the cell poten­
tial, and the direction of the full-cell reaction is clear. To do
this, we use a diagram similar to that illustrated in
Figure 2.1 for a Daniell cell consisting of a zinc electrode
in a zinc sulfate solution on one side of a semipermeable
separator, and a Cu electrode in a copper sulfate solution on
the other. The physical device (left side) is represented as
the cell (right side) for thermodynamic analysis.

The vertical lines in the cell diagram indicate phase
boundaries. In this example, we have four phase bounda­
ries and five phases. On the left is zinc metal. The zinc
electrode is in contact with an aqueous solution of zinc
sulfate, which does not conduct electrons but allows for
ions to move between the two metal electrodes. For
simplicity, here we assume that the zinc sulfate solution
is separated from the copper sulfate solution by a semi­
permeable membrane. This membrane allows for the
transport of sulfate ions, but excludes all other species.
Recall that at least one species is absent from each
electrode. At the interface between the Zn and the solu­
tion of zinc sulfate, copper ions are absent. On the other
side, zinc ions are absent. On the right is the copper
electrode, which is more positive at standard conditions
as we’ll see shortly. The two electrochemical half-cell
reactions are

Zn $ Zn2� � 2e� (2.4)

and

Cu $ Cu2� � 2e� (2.5)

The bidirectional arrow is used to emphasize the fact that
each half-cell reaction is at equilibrium. By convention, the
equilibrium potential of the cell, U, is equal to the potential
of the electrode on the right minus the potential of the

Figure 2.1 Daniel cell. (a) The
physical representation. (b) Repre­
sentation of the cell for thermo­
dynamic analysis.
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electrode on the left, or

U � ϕright � ϕlef t: (2.6)

Since we generally define U so that it is positive, we put
the more positive electrode on the right and the negative
electrode on the left as shown in Figure 2.1. At this point,
it is instructive to consider briefly what happens when
the circuit is closed and a small amount of current is
allowed to flow. Electrons naturally flow from low to
high potential because of their negative charge. There­
fore, if U is positive, the electrons would flow from the
electrode on the left to the electrode on the right when
the circuit is closed. Applying this knowledge to the cell
considered above, we see that oxidation is occurring at
the left electrode; that is, the left electrode is giving up
electrons. Conversely, reduction is occurring at the right
electrode:

Zn ! Zn2� � 2e� �anodic reaction on left electrode�
(2.7)

and

Cu2� � 2e� ! Cu �cathodic reaction on right electrode�
(2.8)

Thus, the spontaneous path is for zinc to be oxidized at the
electrode on the left, and copper to be reduced at the other
electrode.

Zn � Cu2� ! Zn2� � Cu (2.9)

In other words, the direction of the spontaneous full-cell
reaction that correctly corresponds to the cell potential is
obtained by writing the reaction on the right as the
cathodic reaction and that on the left as the anodic
reaction. We now have a well-defined connection between
the half-cell reactions, the overall or full reaction for the
cell, and the equilibrium cell potential. In addition,
Equation 2.3 provides a relationship between the Gibbs
energy of the reaction and the equilibrium potential of the
cell.

How can we use this information to determine the
equilibrium potential of the cell? To answer this question,
we next write the following expression for ΔG:

siΔG � ΔG° � RT ln ∏ai ; (2.10)

where ΔG° is the Gibbs energy change for the reaction at
standard conditions, ai is the activity of species i, and si is
the stoichiometric coefficient of species i in the reaction
(positive for products and negative for reactants) at the
conditions of the cell. Because it is infeasible to measure
and list the Gibbs energy for every reaction under every set

of conditions, we tabulate the Gibbs energy at an arbitrary
standard condition (25 °C, 1 bar) for species in a reference
state (more on this later), and then correct this value for the
particular conditions of interest. Combining Equation 2.10
with Equation 2.3 yields

RT siU � Uθ � ln ∏ai ; (2.11)cell nF

where Uθ is the standard potential for the full cellcell
(ΔG° � �nFUθ) at 25 °C and is defined at the same
standard conditions as ΔG°. Also, similar to ΔG°, Uθ

cell
is not an absolute quantity, but a difference or relative
value. One way to determine the standard potential for the
full cell is to calculate it from the standard change in Gibbs
energy for the reaction. However, it is often easier to use
tabulated values of the standard potential for the reactions
of interest as described in the next section.

2.4 STANDARD POTENTIALS

For convenience, values of standard potentials have been
determined and tabulated for a large number of electro­
chemical reactions, a subset of which is found in Appendix
A. Although listed as half-cell reactions, the potentials
represent the difference between the potential of the reaction
of interest and a reference reaction. The universal reference
is the standard hydrogen electrode (SHE). Hence, the stan­
dard potential for the hydrogen reaction is defined to be zero.
Tables of standard potentials are typically written as catho­
dic (reduction) reactions. Be mindful that for our thermo­
dynamic analysis these reactions are assumed to be in
equilibrium. Reactions whose standard potentials are posi­
tive relative to hydrogen naturally act as cathodes when
coupled with hydrogen. In contrast, reactions with negative
potentials are more anodic than hydrogen. A table such as
that found in Appendix A is also a good place to start when
you are unsure of how a particular compound might react.
For example, the number of electrons transferred and the
products produced can be readily determined from the table
for a variety of elements.

The standard potential for the overall reaction can be
obtained from the standard potentials of the two half-cell
reactions (each relative to SHE) as follows:

Uθ
right � Uθ (2.12)cell � Uθ

lef t;

where the “right” and “left” refer to the cell diagram similar
to that illustrated in Figure 2.1b. Since the values of Uθ for
the two half-cell reactions are both relative to hydrogen,
the influence of the reference subtracts out, and we are left
with the desired quantity.



ILLUSTRATION 2.1

Let’s determine the standard potential for the Daniell
cell shown in Figure 2.1. We see that the standard
potential of the Cu is above that of the Zn reaction in
Appendix A. Thus, the Cu electrode is shown on the
right in the analysis diagram. The full-cell reaction is

Zn � Cu2� ! Zn2� � Cu;

where n = 2. The standard potential is

Uθ
cell � Uθ

right � Uθ
lef t � Uθ

Cu=Cu2� � Uθ
Zn=Zn2�

� 0:337 � �0:763� � � 1:100 V:

Let’s consider a second example where the negative
reaction is still the Zn reaction, but the positive reaction
is replaced by the oxygen reaction on the right side:
O2 � 4H� � 4e� $ 2H2O.

The full-cell reaction is O2 � 4H� � 2Zn !
2Zn2� � 2H2O, where n = 4.

Uθ
cell � Uθ

right � Uθ
lef t � Uθ

O2
� Uθ

Zn=Zn2�

� 1:229 � �0:763� � � 1:992 V:

Note that in the second example shown in the illustra­
tion it was necessary to multiply the stoichiometry of the
negative reaction by two in order to get the electrons to
balance and yield the correct overall reaction. However, we
did not multiply the standard potential by the same factor.
This practice may seem counterintuitive, but is correct. The
standard potential represents the energy per charge, which
does not change when you multiply the equation by the
factor needed to make the electrons balance. The Gibbs
energy changes because more electrons are involved, but
the value per charge remains the same. This invariability
will persist as long as the ratio of the number of electrons
per mole(s) of reacting species remains the same. In other
words, it doesn’t matter if you have 2 electrons per mole of
zinc, 4 electrons per 2 mol of zinc, or 5000 electrons per
2500 mol of zinc; the energy per unit charge is the same.
That ratio always remains constant for the situation that we
have considered involving a balanced anodic and cathodic
reaction. Reworking the problem above with use of ΔG°
helps illustrate the point:

Oxygen reaction: O2 � 4H� � 4e� ! 2H2O;

ΔG° � �4FUθ
O2

Zinc reaction: Zn2� � 2e� ! Zn; � �2FUθΔG°
Zn
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Zinc reaction �doubled�: 2Zn2� � 4e� ! 2Zn;

ΔG° � �4FUθ
Zn

Full cell: O2 � 4H� � 2Zn ! 2Zn2� � 2H2O;

ΔG° � �4FUθ
O2

� �4FUθ
Zn

ΔG° � Uθ
cell � �4F Uθ

O2 Zn

ΔG°

Uθ cell � Uθ � Uθ�cell O2 Zn�4F

As you can see, the total number of electrons for the anodic
and cathodic reactions is the same, which results in Uθ

cell
equal to the difference between that of the two half-cell
values (Equation 2.12).

In the above example, it appears that we used
Equation 2.3 to describe ΔG° of the half-cell reactions.
However, as apparent from its derivation, Equation 2.3
only applies to full-cell reactions where the electrons are
balanced; this equation relates the Gibbs energy change of
the chemical species to the electrical work resulting from
the difference in the electron energies that correspond to
each of the half-cell reactions at equilibrium. Implicit in the
use of Equation 2.3 for a “half-cell” is the fact that the other
half is the standard hydrogen electrode, whose Gibbs
energy is, by definition, equal to zero. The hydrogen
portion simply subtracts out when we calculate ΔG°

cell
as shown above. Subtracting off a balanced full-cell
reaction does indeed reverse the sign of its ΔG° as shown
in the example. In contrast to the above, calculation of the
Gibbs energy change for the half-cell alone must involve
the chemical potential of the electrons as demonstrated in
Section 2.12.

Half-Cell Potentials Not in Table
What do we do if the reaction that we need is not in the
table of standard potentials? One possibility is to combine
existing half-cell reactions to create the desired half-cell
reaction. In doing so, we always go through the Gibbs
energy route (just demonstrated above) in order to avoid
errors. The creation of a new half-cell reaction will of
necessity not balance electrons since we want electrons in
the final expression.

To illustrate:

Desired reaction: Cr3� � e� ! Cr2�

Reaction 1 from Appendix A:

Cr2� � 2e� ! Cr; ΔG° � �2FUθ

Reaction 2 from Appendix A:

Cr3� � 3e� ! Cr; ΔG° � �3FUθ
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To get the desired reaction, we subtract Reaction 1
from Reaction 2:

Cr3� � e� ! Cr2�;

ΔG°
=Cr2� � �3FUθ � �2FUθ

Cr3� Cr3�=Cr Cr2�=Cr

� �FUθ
Cr3�=Cr2�

Uθ � 3Uθ
Cr3�=Cr2� � Δ

�
G

F

°

Cr3�=Cr � 2Uθ
=CrCr2�

Uθ � � � 2��0:91� � �0:40 V:Cr3�=Cr2� � 3 �0:74

As you can see, the standard potential for the new half-cell
reaction is not just the difference between half-cell poten­
tials of the reactions that were combined. The reason for
this adjustment is that the Gibbs energies above actually
correspond to full-cell values with hydrogen on the left as
the anode. In cases where we have electrons left over, the
hydrogen reaction does not cancel out as it does when the
electrons balance, and we are left with the difference
between the half-cell of interest and the hydrogen elec­
trode, consistent with other standard potentials. Conse­
quently, it is important to use Gibbs energies when
combining half-cell reactions to form a new half-cell
reaction.

Standard Potential from
Thermodynamic Data
Standard potentials for the cell can also be calculated
directly from Gibbs energy data using Equation 2.3.
The standard Gibbs energy of formation is tabulated for
compounds in different states (gas, liquid, aqueous, and
solid) assuming they are formed from the elements taken at
25 °C, 1 bar pressure. For a cell reaction,

ΔG° siΔG°
f ;i; (2.13)Rx �

i

where si are the stoichiometric coefficients for the reactants
and products. By convention, si is positive for products and
negative for reactants. As we have seen above, reactants
and products of electrochemical reactions usually include
ions. Because of the definition of the standard state for ions
in electrolyte systems, which includes only interactions
between the solvent and the ion of interest, the standard
state Gibbs energy does not depend on the counterion(s) in
the system. Rather, the impact of the counterions is
included in the activity term. Therefore, tabulated values
of ΔG°

f for the ions involved in the reaction should be used
where available (see Appendix C), and are frequently
tabulated for aqueous systems. When single-ion values
are not available, the difference in the Gibbs energy of
formation for ionic species can be calculated from ΔG°

f for
two neutral aqueous (aq) species with the same counterion.

For the dissociation of a neutral species,

Mν�Xν� ! ν�Mz� � ν�Xz�;

and from Equation 2.13

ΔG° � ν�ΔG°
f ;Mz� � ν�ΔG°

f ;Xz�: (2.14)f ;Mν�Xν�

Therefore, the counterion portion will cancel out when the
aqueousvalues are subtracted (see Illustration 2.2). Finally, a
combination of ΔH° and S° data can be used to estimatef
ΔG°

Rx. The following illustration demonstrates how to deter­
mine Uθ

cell for each of the situations mentioned above.

ILLUSTRATION 2.2

The balanced reaction for the oxidation of Fe by oxygen is

2Fe � O2 � 4H� ! 2Fe2� � 2H2O

where four electrons are transferred in the reaction. We
have already used half-cell potentials to calculate the
standard potential. We will now calculate the potential
from Gibbs energy data (ions and neutral species), and
from enthalpy and entropy data. Note that the calcu­
lation below is for the reaction as written, specifically
for 1 mol of oxygen.

1. Gibbs energy data using ionic species:
ΔG°

f ;Fe � 0

ΔG°
f ;O2

� 0

ΔG°
f ;H� � 0

ΔG°
f ;Fe2� � �78:9 kJ mol�1

ΔG°
f ;H2O � �237:2 kJ mol�1 for liquid water

From Equation 2.13,
ΔG°

Rx � 2 mol �78:9 kJ
mol � 2 mol �237:2 kJ

mol � �632 kJ

Therefore,

Uθ � �ΔG°
Rx

4F � � �632:2kJ� � 1000 J
kJ

4equiv� � 96485 C
equiv

� 1:64 J C�1 � 1:64 V

2. Gibbs energy data using neutral aqueous species:
ΔG°

f ;Fe � 0;

ΔG°
f ;O2

� 0;

ΔG°
f ;HCl � �131:26 kJ mol�1 �aq�;

ΔG°
f ;FeCl2 � �341:373 kJ mol�1 �aq�;

ΔG°
f ;H2O � �237:2 kJ mol�1;

ΔG°
Rx � 2 mol �341:373 kJ

mol �
2 mol �237:2 kJ

mol � 4 mol �131:26 kJ
mol� �157:7 kJ � 2 mol �237:2 kJ

mol

� �632 kJ;

which is the same value as above. Note also that
the difference between the iron chloride and the
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we find that
hydrogen chloride terms yielded the same value as
obtained from the Gibbs energies of formation for
the ionic species since the chloride contribution
cancels out.

3. Enthalpy and entropy data:
ΔH°

f ;Fe � 0;

ΔH°
f ;O2

� 0;

ΔH°
f ;H� � 0 kJ mol�1 �aq�;

ΔH°
f ;Fe2� � �89:119 kJ mol�1 �aq�

ΔH°
f ;H2O � 285:830 kJ mol�1;

S°Fe � 27:28 J K�1 mol�1;

S°O2
� 205:03 J K�1 mol�1;

S°H� � 0 J mol�1�aq�
S°Fe2� � �137:654 J K�1 mol�1�aq�
S°H2O � 69:91 J K�1 mol�1;

ΔH°
Rx � 2 mol �89:119 kJ

mol � 2 mol
�285:830 kJ

mol � �749:898 kJ;

ΔS°Rx � 2 mol �137:654 J
K mol

� 2 mol 69:91 J
K mol

� 1 mol 205:03 J
K mol

� 2 mol 27:28 J
K mol � �395:08

J
K
;

ΔG°
Rx � ΔH°

Rx � TΔS°Rx � �749:898 kJ

� 298 K �395:08
J
K

kJ
1000J

� �632 kJ;
which again is the same as above. Note that the
entropy of an elemental species is typically not zero.

@U
nF � ΔS: (2.16a)

@T p

If we further assume that ΔS does not change significantly
over the temperature range of interest, it follows that

ΔSo@Uo � (2.17)
@T nFp

and

� @Uo

25oC
� �T�oC� � 25 : (2.18)Uo jT � Uθ

@T p

Tabulated values of @Uo=@T are available in the literature.
If the entropy change varies significantly with temperature
over the range of interest, then integration of the tempera-
ture-dependent entropy term may be required as follows:

1
dUo � ΔSodT : (2.19)

nF

Once the standard potential is known at the new tempera­
ture, activity corrections can be made as usual. This
process is illustrated in the example at the end of the
next section.

The following alternative to Equation 2.16 is equally
rigorous:

U
@ T
@T

p

� ΔH
nFT2 : (2.16b)

This approach has an advantage when the temperature
range is sufficiently large that the assumption of constant
ΔS or ΔH is not valid. If constant pressure heat capacity
data (Cp) are available, then the change in enthalpy can be
calculated as a function of temperature,

@ΔH � ΔCp: (2.20)
@T

See Problem 2.29 to explore further this method.
2.5 EFFECT OF TEMPERATURE ON
STANDARD POTENTIAL

The cell potential in the relationships shown previously
was determined at 25 °C, where the standard values have
been tabulated. However, it is often desirable to calculate
the cell voltage at a different temperature. To do so, we
need the standard potential at that temperature. This section
describes how to correct the standard potential to the
temperature of interest. Beginning with one of the funda­
mental relations from thermodynamics,

@G � �S; (2.15)
@T p

ILLUSTRATION 2.3

A chlor-alkali cell is used in industry to produce
chlorine, hydrogen, and sodium hydroxide. The cell
is divided into two sides, the anodic side and the
cathodic side. The anodic reaction is the oxidation of
chloride ion, which takes place under slightly acidic
conditions at a pH of 4. The cathodic reaction is the
evolution of hydrogen under basic conditions
(pH∼14). The salt solution on the anodic side is 5 M
NaCl. Please determine the standard potential for the
cell at 65 °C.
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Solution:
We begin by writing the equations for the anodic and
cathodic reactions; that is, the half-cell reactions. As
usual, we put the positive electrode on the right side
(see Figure 2.1b).

Positive: Cl2 � 2e� $ 2Cl�; Uθ � 1:360 V 25 °C� �
Negative: 2H2O � 2e� $ H2 � 2OH�;

Uθ � �0:828 V 25 °C� �
Full cell: Cl2 g� � � H2 g� � � 2OH� ! 2H2O � 2Cl�

Uθ
cell 25 oC� � � Uθ

Cl2 � Uθ
H2

� 1:360 � �0:828� � � 2:188 V:

Note that if the circuit were closed for this
cell, chlorine, hydrogen, and hydroxyl would
spontaneously be consumed to generate water and
chloride. This is opposite the desired direction.
Therefore, in practice, the potential of the cell is
raised above the equilibrium potential, and work is
added to the system in order to force the reaction
in the reverse direction in order to produce
hydrogen and chlorine.

To correct the standard potential for temperature:

ΔSo � �2 mol Cl���56:48 J K�1mol�1�
� �2 mol H2O��69:91 J K�1mol�1�
� �1 mol Cl2��223:1 J K�1mol�1�
� �1 mol H2��130:7 J K�1mol�1�
� �2 mol OH����10:75 J K�1mol�1�

� �79:52 J K�1

Uo
cell 65 °C� � � Uθ

cell 25 °C� �
� 65 °C � 25 °C� �ΔSo

nF
� 2:188 � �40 K���79:52 J K�1�=

2 equiv=96485 �C=equiv�
� 2:188 � 0:0165 � 2:172 V

2.6 SIMPLIFIED ACTIVITY
CORRECTION

Now that we have a way of obtaining Uθ for use in
Equation 2.11, we must add the activity correction to
get the desired expression for U. A discussion of activities

and standard states for electrolytes is provided later in
Section 2.14. Activity is a dimensionless quantity that
depends on the standard state for each species. As a first
approximation, we simply use the following:

ciIonic species: ai � coi
: (2.21a)

Solid species pure� �: ai � 1: (2.21b)

Solvent e:g:;H2O� �: ai � 1: (2.21c)

Gas-phase species e:g:;H2 or O2� �: ai � pi
po

: (2.21d)

The standard state for gaseous species is an ideal gas at
1 bar, and for ions in solution it is an ideal 1 molal solution.
As a first approximation, we will use concentration as a
proxy for molality. With these assumptions, Equation 2.11
becomes

si siRT ci piU � Uθ ∏ ∏ ; (2.22)cell � nF
ln

co poiionic gas
species species

where si is positive for products and negative for reactants.
This equation is similar to the classical Nernst equation.
The assumptions implicit therein are those most frequently
used to approximate cell potential. Note that because of our
assumption of unit activity for any solid reactants and the
solvent, these species do not appear in Equation 2.22. The
following illustration demonstrates the use of this equation
and the process developed above to calculate the cell
potential.

ILLUSTRATION 2.4

For the chlor-alkali cell described in Illustration 2.3,
please determine the equilibrium potential at 25 °C
and 2 bar (each side is at this pressure).

As usual, we write the half-cell reactions with the
positive electrode on the right side (see Figure 2.1b).

Positive: Cl2 � 2e� $ 2Cl�; Uθ � 1:360 V 25 °C� �
Negative: 2H2O � 2e� $ H2 � 2OH�;

Uθ � �0:828 V 25 °C� �
Full cell: Cl2 g� � � H2 g� � � 2OH� ! 2H2O � 2Cl�

Uθ
cell 25 oC� � � Uθ

Cl2 � Uθ
H2

� 1:360 � �0:828� �
� 2:188 V



The full-cell reaction is written in the spontaneous
direction, which gives a negative change in Gibbs
energy and a positive potential. The number of elec­
trons in the balanced reaction is 2, with products on the
right. The OH� concentration of interest is that on the
alkali side. This is important since the hydroxide
concentration is different on the two sides of the
cell. pH = 14; cOH� � 1 M

Ucell 25 °C� � � Uo
cell 25 °C� � � RT

2F
ln

c2
Cl�

c2
OH�

pCl2pH2

po� �2
� 2:188 V � 8:314� � 273:15 � 25� �

2� � 96485� � ln
5� �2

1� �2 2� � 2� �
� 2:164 V:

Our approach to calculating the cell potential in the
above illustration, consistent with the discussion in the
chapter to this point, has been the following:

1. Write down the two half-cell reactions of interest and
the standard potential for each reaction.

2. Put the reaction with the most positive standard poten­
tial on right side of the electrochemical cell as the
cathode. The other reaction is the anodic reaction.

3. Write the full-cell reaction that appropriately com­
bines the cathodic and anodic reactions. Make sure
that the electrons are balanced.

4. Take the difference between the two standard half-cell
potentials to get the standard potential for the full cell
(cathode potential – anode potential).

5. Use the simplified activity corrections to correct the
cell potential with the products on the top and the
reactants on the bottom. Use the full-cell reaction to
get the stoichiometric coefficient for each species and
the total number of electrons for the reaction.

In using this approach, it is necessary to keep track of
the location of the reactant and product species in order to
make the required activity corrections, since those correc­
tions, of necessity, use the environment adjacent to the
electrode of interest. For example, in Illustration 2.4, the
pH on the anodic side of the cell is approximately 4, and
that on the cathodic side is about 14. Therefore, we have
two different pH values that might be used to make the
activity correction. In the example, we correctly selected a
pH of 14 since the cathodic reaction depends on pH,
whereas the anodic reaction does not. In other words,
the activity corrections require us to use the concentra­
tion(s) that applies locally to each half cell. An alternative
approach to finding the cell potential that many students
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find easier to use is to first determine the potential of each
half cell relative to the SHE, including activity corrections,
and then take the difference between the two half-cell
potentials to get the full-cell potential. This approach is
analogous to that used to calculate the standard potential,
but has been expanded to include the needed activity
corrections. The potential of any reaction versus SHE
can be found from the following equation:

U � Uθ � Uθ � Uθ
SHE SHE

si si (2.23)RT ci pi� ln ∏ ∏ ;
co ponF iionic gas

species species

where all of the activity corrections belong to the half-cell
reaction of interest since there are no activity corrections,
by definition, for the SHE. Note also that Uθ 0; andSHE �
that the half-cell reaction was assumed to be expressed as

siAi � ne�: (1.10)
i

For half-cell reactions that are of the simple form

Aox � ne� � Ared; (2.24)

U can be written as

RT RTcred coxU � Uθ � Uθ � ln � Uθ � ln ;SHE nF nFcox cred
(2.25)

where we have kept the standard potential for hydrogen in
the equation to emphasize the fact that this potential is
relative to SHE. This equation assumes that both the
oxidized and reduced species are ions in solution, where
the oxidized form of A is on the same side as the electrons
in Equation 2.24. The reference concentrations were not
explicitly included for the purpose of simplification since
they are equal to unity. The following illustration demon­
strates the alternative approach to calculating the full-cell
potential.

ILLUSTRATION 2.5

For the chlor-alkali cell described in Illustration 2.3,
please determine the equilibrium potential at 25 °C
and 2 bar (each side is at this pressure).

As usual, we write the half-cell reactions with the
positive electrode on the right side (see Figure 2.1b).
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However, we will now correct each electrode sepa­
rately for activity effects.

Positive: Cl2 � 2e� $ 2Cl�; Uθ � 1:360 V 25°C� �
Correcting this electrode for composition gives

the half-cell potential relative to SHE:

UCl2=Cl� � Uθ
Cl2=Cl� � RT

2F
ln

c2
Cl�
pCl2

po

� 1:360 V � 8:314� � 273:15 � 25� �
2� � 96485� � ln

52

2

� 1:3276 V:

Now repeat this same procedure for the negative
electrode.

Negative: 2H2O � 2e� $ H2 � 2OH�;
Uθ � �0:828 V 25°C� �

UH2=OH� � Uθ
H2=OH� � RT

2F
ln

c2
OH�pH2

po

� �0:828 V � 8:314� � 298:15� �
2� � 96485� � ln

12 2� �
1

� �0:8369 V

Ucell � 1:3276 � �0:8369� � � 2:164 V

This value is the same answer as above. However,
there was no need to write and balance the full-cell
reaction, and there was no confusion regarding which
concentration to use (that adjacent to the half-cell of
interest). As a reminder, the spontaneous direction is
where the more positive electrode is the cathode.

In these illustrations, the activity correction was small
relative to the equilibrium voltage determined under standard
conditions. While this is often the case, there are situations
where the corrections make a significant difference and
change the conclusions that would otherwise be made.

2.7 USE OF THE CELL POTENTIAL

Now that we have a way of determining the equilibrium
potential, let’s look at how we can use it. First, the conven­
tion we have adopted tells us that when the circuit is closed, a
spontaneous reaction will occur. More specifically, a catho­
dic or reduction reaction takes place on the positive elec­
trode, and an anodic or oxidation reaction occurs on the
negative electrode. Electrochemical cells in which the

reactions take place spontaneously to produce electrical
current are calledgalvanic cells. A battery that is discharging
is an example of such a cell. The maximum work that can be
extracted from such a cell is equal to nFU (see Equation 2.3).
However, to achieve this maximum, the cell would need to
be discharged at an infinitely slow rate to avoid irreversible
losses associated with the generation and movement of
current in the cell. We will learn more about current and
irreversible losses later in this book. In practice, as a
consequence of irreversible processes, the operating voltage
of a galvanic cell during discharge is less than the equili­
brium voltage. But, as you can see, the equilibrium or
thermodynamic potential serves as an essential reference
point for the analysis of electrochemical cells.

In contrast to galvanic cells, an electrochemical cell in
which energy must be added in order to drive the reactions
in the desired direction is called an electrolytic cell. The
magnitude of the applied potential, which is the operating
voltage of the cell, must be greater than the equilibrium
potential since energy must be added to overcome the
equilibrium voltage in order to generate and move current
through the cell. The chlor-alkali cell in Illustration 2.4 is
an example of an electrolytic cell, where the full-cell
reaction corresponding to the positive cell potential was
opposite the desired direction. Thus, a potential greater
than 2.164 V would need to be applied to such a cell in
order to produce the desired products.

ILLUSTRATION 2.6

A commonly used battery is the lead–acid battery that
you have in your car. The reactions for this battery are
as follows:

Negative: Pb s� � � SO4
2� $ PbSO4 s� � � 2e�;

Uθ � �0:356 V

Positive: PbO2 s� � � SO4
2� � 4H�

� 2e� $ PbSO4 s� � � 2H2O; Uθ � 1:685 V

The electrolyte in the battery is about 5 M sulfuric
acid. What is the thermodynamic potential of the
battery at 25 °C?

The standard cell potential is 1.685 V –

(�0.356 V) = 2.041 V.
The complete cell reaction is PbO2 s� � � Pb s� � �

2SO4
2� � 4H�→2PbSO4 s� � � 2H2O.

The equilibrium potential (assuming full dissoci­
ation of the acid and ion activities equal to the
concentration ratios) is

U � 2:041V� 8:314� � 298� �
2 96485� � ln

1

52 2� � 5� �� �4 � 2:20V:



You may be wondering how your car has a 12 V
battery and we calculated a cell voltage of just over
2 V. Your car battery contains six battery cells in
series. Finally, full dissociation and unit activity coef­
ficients are not good assumptions for the concentrated
acid in these batteries, and the actual open-circuit
voltage is about 2.13 V at room temperature.

2.8 EQUILIBRIUM CONSTANTS

The equilibrium constant for a chemical reaction is defined
as

siK � ∏ ai : (2.26)
i

Making use of Equation 2.11, the equilibrium constant can
be related to the standard potential for the cell,

RT si RT
U � Uθ � Uθ

cell � ln ∏ai cell � ln K: (2.27)
nF nF

Also, since U for a reaction at equilibrium is equal to zero
(as is ΔG),

ln K � nF
Uθ (2.28a)cellRT

and
nF

UθK � exp : (2.28b)cellRT

You are probably familiar with the solubility product for a
solute dissolving in water. Now we want to see how to use
standard cell potential data to calculate it. To do this, let’s
determine the solubility product for AgCl. The relevant
reaction is the following equilibrium reaction:

AgCl� �s $ Ag� � Cl�

This reaction can be viewed as the sum of the following
two half-cell reactions:

AgCl� �s � e� $ Ag � Cl� �; Uθ � 0:222 V cathode�
and

Ag $ Ag� � e ; �� Uθ � 0:7991 V anode�
Therefore, at 25 °C, Uθ � Uθ � Uθ �cell cathode anode
0:222 � 0:7991 � �0:5771 V. From Equations 2.23 and
2.28b,

Fsi
aAg�aCl� UθK � ∏ai � � aAg�aCl� � exp cellRTaAgCl� �s

� 1:76 � 10�10:
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Thus, the equilibrium constant can be readily calculated for
any reaction that can be written as the sum of two or more
known half-cell reactions. Note that Uθ

cell must be known at
the temperature of interest.

The ratio of activities and hence concentrations (if the
activity coefficients are known) can also be determined for
a half-cell at equilibrium if the cell potential at open circuit,
U, is known and the other electrode reaction is fully
specified. In this case, the full cell is not at equilibrium.

2.9 POURBAIX DIAGRAMS

A knowledge of the equilibrium potential for reactions
involving a specified set of elements allows us to determine
the species that are thermodynamically stable under a
particular set of conditions. A common way to present
such data in aqueous media is with a Pourbaix diagram,
which has been particularly useful for studying corrosion.
For example, the Pourbaix diagram for Zn at 25 °C is
shown in Figure 2.2. This diagram presents a regional map
of stable species as a function of the potential (versus SHE)
and the pH. The construction of this diagram is outlined in
the paragraphs that follow.

First, each diagram contains two reference lines
(dashed in the figure) that represent the reactions for
hydrogen and oxygen. For convenience, we reference
reactions and equations to the corresponding lines on
the Pourbaix diagram:

�a� 2H� � 2e� $ H2

Figure 2.2 Simplified Pourbaix diagram for Zn.
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and

�b� 1
O2 � 2H� � 2e� $ H2O

2

We can express the potential of these two reactions using
the methodology described above. Reaction (a) relative to
a standard hydrogen electrode is

pH2
pH2

RT po RT po�a� Ua � Uθ
a=SHE � ln � � ln 2 ;2cH� cH�nF nF

co co

since Uθ is zero. If the hydrogen pressure is unchangeda=SHE
(at standard pressure), the cell potential varies only with the
proton concentration. Assuming a reference state of ions as
1 M, this variation is most commonly expressed as a
function of the pH as follows:

RT 1 RT cH��a� Ua � � ln 2 � ln
cocH�2F F

co
RT� � 2:303 pH � �0:0592 pH
F

at 25 °C. Note that the switch from concentration to pH
required us to change to a base 10 logarithm and then apply
the simplified definition of pH (�log10 c, where c is in mole
per liter). Ua is represented as a line on the Pourbaix
diagram as shown in Figure 2.2. At potentials greater
than Ua, the anodic reaction is favored, and H+ is the
stable species. Conversely, the cathodic reaction is favored
below Ua, and the stable species is H2. The line, of course,
represents the equilibrium potential.

Similarly, the potential for reaction (b) is

�b� Ub � Uθ � RT
2:303 pH � 1:229 � 0:0592 pH;b=SHE F

where the anodic evolution of oxygen takes place at
potentials above Ub.

Next, consider equilibrium for the dissolution of
zinc:

�c� Zn2� � 2e� $ Zn

The equilibrium potential for the dissolution of zinc rela­
tive to SHE is

co�c� Uc � Uθ � RT
ln :c=SHE nF cZn2�

Metallic Zn is stable at potentials below Uc. Since neither
H+ nor OH� is involved in the reaction, it makes sense that
the potential does not depend on pH. Also, whereas the
standard equilibrium potential for the dissolution of zinc is
Uθ � �0:763 V (Appendix A), this is not the value plotted
on the graph. As seen by equation (c), if the concentration

of the zinc ion changes, the equilibrium potential shifts. A
series of lines could be plotted for the dissolution of Zn
corresponding to different concentrations of ions in solu­
tion. By convention, a concentration of 10�6 M is usually
assumed. At this concentration, the potential shifts nega­
tively to �0.94 V, which is the value plotted in Figure 2.2.

As you may begin to realize, the Pourbaix diagram and
associated calculations depend on the selection of species.
This choice is not always clear. Up to 16 different species
have been used in just the Pourbaix diagram for zinc. We
will limit ourselves to just a few of these in order to get an
idea of how these diagrams are constructed and how they
can be used.

Consider a different type of reaction:

�d� � 2Zn2� � 2OH� $ Zn OH�
How might this reaction be represented on the diagram?
Since this is not an electron-transfer reaction, the reaction
is not a function of potential and is therefore represented as
a vertical line on the diagram. For our purposes, we use this
equation to define the stability boundary between Zn2+ and
Zn(OH)2. Specifically, we are looking for the pH where Zn
(OH)2 is in equilibrium with 10�6 M Zn2+. Using the
methods described in the previous section, we find

2aZn2�aOH� � 3 � 10�17Ksp � :
aZn OH� �2

With the concentration of zinc ions specified, the pH can be
determined. The calculated pH is 8.74 (see Figure 2.2).
Note that the choice of zinc concentration is arbitrary and
represents the concentration above which Zn2+ is consid­
ered to be the stable species. The specified value of 10�6 M
is frequently used for the analysis of corrosion systems.

One more reaction is considered:

�e� � 2 � 2H� � 2e� $ Zn � 2H2OZn OH�
This equilibrium is described by

RT
Ue � �0:425 � 2:303 pH;

F

and the line is labeled e on the diagram.
Now is a good time to review the meaning of these

lines. These Pourbaix diagrams indicate the regions of
stability of different phases and ionic species in equili­
brium with the solid phases. Referring to line c, if the
potential is below �0.94 V, Zn is stable. When the poten­
tial rises above �0.94 V, dissolution of Zn occurs. At
higher potentials, when the pH of the solution is increased
above 8.74, zinc hydroxide precipitates. Finally, at pH
values above 8.74 and potential values higher than those
indicated by line e, zinc can react directly with water to
form zinc hydroxide.

c



2.10 CELLS WITH A LIQUID
JUNCTION

The Daniell cell that was examined previously presup­
posed a selectively permeable membrane separator. In
practice, simple porous media are often used. In this
case, bulk mixing is avoided, but ions are able to move
between electrodes. In fact, we often have electrochemical
cells where the two electrodes are in solutions of different
concentration and/or composition. The thermodynamic
analysis described above accounts for the effect of the
local solution composition on the equilibrium potential.
However, there is also a small potential difference at open
circuit associated with the junction between the two liquids
of different composition. This potential difference is some­
times called the liquid junction potential, and is the topic of
this section.

The liquid junction of interest is the region of varying
composition between the two different electrolyte solu­
tions. In practice, it is often a porous membrane that
inhibits mixing of the two solutions, although several
other physical possibilities exist such as use of a capillary
tube to form a stable liquid junction. Ions must be able to
move through the junction in order for current to flow in
the electrochemical cell since ions are the current carriers.
However, under the open-circuit conditions discussed in
this chapter, the current is zero. Under such conditions,
diffusion can still take place, but there can be no net
transfer of charge. This situation violates two tenets of
our thermodynamic analysis. The first is that the system is
at true equilibrium—with concentration gradients and
transport this condition is not strictly met. The second
assumption is that at least one species is absent from
each electrode. This condition too can no longer be
guaranteed.

With this brief background, we can now describe the
origin of the liquid junction potential. For illustration
purposes, we can consider the situation where we have
different concentrations of the same 1 : 1 binary electrolyte
on opposite sides of a porous membrane as shown in
Figure 2.3. At open circuit, there will be a diffusion driving
force for ions to move from the high concentration side to
the low concentration side. The problem is that the cation
and anion typically have different diffusion coefficients.
The ion with the largest diffusivity will initially move

Figure 2.3 Schematic illustration of a liquid junction where the
arrows are proportional to the diffusivity of the ion.
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faster than the counterion. This difference in velocity
causes a slight imbalance of charge, which results in a
potential difference across the junction. The associated
potential field in the junction serves to slow down the faster
ion and speed up the slower ion so they move at the same
rate. This potential difference is the liquid junction
potential.

As you may have noticed from the above description,
the liquid junction potential is the result of transport and is
not thermodynamic in origin. The magnitude of this poten­
tial ranges from less than a millivolt to a few tens of
millivolts (e.g., 20–30 mV), so that it is not a large correc­
tion. Hence, for the most part we will ignore it. Several
methods exist for estimating the liquid junction potential. In
general, the potential of a cell with a liquid junction can only
be calculated with detailed knowledge of the concentration
profile across the junction region. However, simplified
methods such as the Henderson equation provide a common
and straightforward way to estimate this potential. Aware­
ness of potential errors from the junction potential may be
important in selecting a reference electrode and in correcting
measurements. Please refer to references in the “Further
Reading” section for additional information.

There is one other aspect that is worth noting. Since
the liquid junction potential is the result of the different
transport rates of the anions and cations, the magnitude of
this potential can be minimized by choosing anions and
cations with similar diffusivities. Consequently, KCl is
frequently used to minimize the junction potential. Finally,
while we have described the situation for a binary electro­
lyte, the same physics and principles apply to multi­
component junctions.

2.11 REFERENCE ELECTRODES

The potential scale in Appendix A is based on the SHE.
This scale is arbitrary, and by convention is taken to be
zero at standard state as mentioned previously. For exper­
imental work it is generally desirable to have a reference
electrode in the system. The purpose of the reference
electrode is to provide a known, stable potential against
which other potentials can be measured. In principle, no
current is passed through the reference electrode; therefore,
it remains at its equilibrium potential—a potential that is
known and well defined. In practice, a very, very small
current is passed through the reference electrode to allow
measurement of the potential; however, this current is not
sufficient to move the electrode from its equilibrium
potential. The desired characteristics for a reference elec­
trode include the following:

� Reversible reactions

� Stable and well-defined potential
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� Ion(s) that participates in the reference electrode reaction
is present in the solution

� No liquid junctions that cause an offset in potential

The purpose of this section is to provide several exam­
ples of reference electrodes and to demonstrate calculation
of the potential for some of these electrodes. The book by
Ives and Janz should be consulted for more details.

Hydrogen Electrode
The hydrogen electrode (Figure 2.4) can be used in
aqueous solutions over a wide range of pH values. It
consists of a metal, such as platinum, on which hydrogen
reacts rapidly and reversibly. The electrode is immersed in
an aqueous solution, and hydrogen gas is bubbled around
it. The hydrogen ion concentration (pH) is known in the
aqueous solution that surrounds the electrode. The pressure
above the solution is a combination of the hydrogen gas
pressure and the water pressure. For example, the vapor
pressure of water is 5 kPa at room temperature, so that a
total pressure of 100 kPa corresponds to a hydrogen pres­
sure of 95 kPa. Hydrogen is vented through a trap, which
prevents air from diffusing into the cell. The reference
electrode is connected to the point of interest through a
capillary. The hydrogen electrode is appropriate for most
aqueous solutions, but is not practical for many situations
where hydrogen gas must be avoided. It is more difficult to
use in unbuffered neutral solutions because of the chal­
lenge of maintaining a constant solution composition
under such conditions. The hydrogen reactions under
acidic and basic conditions are

H2 $ 2H� � 2e� �0 V�

and

H2 � 2OH� $ 2H2O � 2e� ��0:828 V�
The traditional hydrogen reference electrode is a normal
hydrogen electrode (NHE), which has a hydrogen ion
concentration in solution of one molar and a hydrogen
gas pressure of 1 bar, and operates at a temperature of
25 °C. The NHE potential is very close to the SHE
potential, but differs slightly due to non-ideal effects
that are not present in the theoretical SHE.

Calomel Electrode
Another common reference electrode is the calomel
electrode (Figure 2.5). Calomel refers to mercury(I) chlo­
ride, a sparingly soluble salt. This electrode is based on the
reaction between Hg and Hg2Cl2:

2Hg ℓ �0:2676 V�� � � 2Cl� $ Hg2Cl2 � 2e�

For a saturated calomel electrode (SCE), the solution is
often kept saturated by the addition of crystals of KCl to
maintain a constant concentration of Cl�. Note that the
standard potential given above corresponds to an ideal
1 molal solution, rather than the Cl� concentration of a
saturated solution. For the saturated solution, the potential
is about 0.242 V (SHE). The electrode consisting of the Hg
(ℓ), Hg2Cl2(s) and saturated KCl is connected to the
electrolyte solution of interest through a porous frit; this
porous frit is equivalent to a salt bridge or junction region.
These electrodes will generally have a liquid junction (see
Section 2.10), although the correction in potential is not
accounted for in most measurements.

Figure 2.4 Hydrogen reference electrode. Figure 2.5 Calomel electrode.
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Calomel electrodes are best suited to electrolytes that
contain Cl� and, conversely, should not be used
in situations where low levels of chloride contamination
are not acceptable. Additional mercury salt electrodes such
as Hg/Hg2SO4 (second in popularity to the calomel elec­
trode) and Hg/HgO (alkaline solutions) are available for
use with other electrolytes.

Silver–Silver Chloride
Another popular reference electrode is the Ag/AgCl
electrode, which is based on the following reaction:

AgCl�s� � e� � Ag�s� � Cl� �0:2225 V�
The Ag/AgCl electrode could consist of a simple silver
wire upon which a silver chloride layer has been formed.
Alternatively, a base metal such as Pt can be used for the
deposition of both silver and the silver halide. These
electrodes are small and compact and can be used in
any orientation. They can be inserted directly into the
electrolyte solution of interest with no significant contami­
nation. Ag/AgCl electrodes can be formed by either elec­
trolytic or thermal methods. Bromide and iodide electrodes
can likewise be formed. The thermodynamic properties of
these electrodes do depend slightly upon the method of
preparation. Commercial Ag/AgCl electrodes have a con­
trolled solution concentration, which further increases their
stability and reproducibility.

A related reference electrode is the silver sulfate
electrode, which is suitable for use in a lead–acid battery
since it shares the sulfate ion with the acid.

2�Ag2SO4�s� � 2e� � 2Ag�s� � SO4

ILLUSTRATION 2.7

Electrochemical experiments are frequently per­
formed with a three-electrode experimental cell
consisting of the anode, cathode and a reference
electrode. Current flow, if present, occurs only
between the anode and cathode; no current flows
through the reference electrode. For our purposes
here, let’s consider a laboratory-scale cell for the
electrodeposition of copper from an acidic sulfate
solution. The composition of the electrolyte is 0.25M
CuSO4 and 1.8M H2SO4. Assume that the cell does
not have a separator, and that the electrolyte is
saturated with oxygen. The pressure is 1 bar. The
cell reactions are as follows:

Cu2� � 2e� $ Cu

and

O2 � 4H� � 4e�⇌2H2O

A suitable reference electrode for this cell is the
Hg/Hg2SO4 electrode, whose half-cell reaction is

Hg2SO4 � 2e� $ 2Hg � SO4
2�; Uθ � 0:6125 V

The actual reference electrode solution is
saturated K2SO4 (solubility ∼120 g�L�1). Please
determine the equilibrium potential for both the
oxygen and copper electrodes versus the reference
electrode. What is the equilibrium potential for the
anode versus the cathode? Note: there is a liquid
junction between the saturated K2SO4 solution of
the reference electrode and the acidic sulfate
electrolyte of the cell, which you may ignore.

Solution:
First let’s find the potential between the oxygen
electrode and the reference electrode. To do this, we
will first find the potential of the oxygen electrode
and the reference electrode relative to SHE. We then
subtract the reference electrode potential from that of
the oxygen electrode to get the desired value.

Oxygen versus SHE:

UO2=SHE � Uθ
O2

� RT

nF
ln

1
cH�

1M

4 pO2

1 bar

� 1:229 � 8:314� � 298:15� �
4 96485� � ln

1

�3:6�4 0:21� �
� 1:252 V:

Reference versus SHE:

UHg2SO4=SHE � Uθ
Hg=Hg2SO4

� RT

nF
ln

cSO2�
4

1M

� 0:6125 � 8:314� � 298:15� �
2 96485� � ln 0:689� �

� 0:6173 V;

where cSO4
2� is the saturation value for the reference

electrode. The water activity was assumed to be one.
Using these values,

UO2=ref � UO2=SHE � UHg2SO4=SHE � 0:635 V

Similarly, for the copper electrode versus the
reference electrode:
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Copper versus SHE:

UCu=SHE � Uθ
Cu=Cu2� � RT

nF
ln

1
cCu2�

� 0:337 � 8:314� � 298:15� �
2 96485� � ln

1
0:25� �

� 0:3192 V:

Since we already have the potential of the
reference electrode versus SHE, we can calculate

UCu=ref � UCu=SHE � UHg2SO4=SHE � �0:298 V:

The potential between the anode and cathode
can be determined from these values:

UO2=Cu � UO2=ref � UCu=ref � 0:635 � �0:298� �
� 0:933 V;

which can be compared with the value calcu­
lated directly (with O2 on the right):

UO2=Cu � UO2=SHE � UCu=SHE � 1:252 � 0:3192

� 0:933 V

Therefore, the reference electrode essentially
splits the cell potential between the other electrodes
into two pieces. This separation is a very valuable
concept that will be used later.

2.12 EQUILIBRIUM AT ELECTRODE
INTERFACE

In this chapter, we have shown how to calculate the
thermodynamic potential and the relationship between
this equilibrium value and the change in the Gibbs energy
for the full-cell reaction. We have also referred to this
potential as an equilibrium potential. Clearly, however, the
full-cell reaction is not in equilibrium, which would mean
that ΔGRx= 0. Why, then, do we refer to this potential as
the equilibrium voltage? What exactly is in equilibrium?

When there is no flow through an external circuit, then
the half-cell reaction at each electrode approaches equili­
brium. At equilibrium, the energy of the electrons in the
metal is characteristic of the reaction, and related to the
standard potential—more on this in a minute. First, what
does it mean to approach equilibrium, and what exactly is
in equilibrium?

An example in the form of a thought experiment may
be helpful at this point. Let’s imagine that we have a copper
metal electrode in an acidic sulfate electrolyte. If the Gibbs

energy for dissolution of the metal is negative, then some
of the copper atoms will give up their electrons, leave the
copper metal lattice, and move into solution as cations.
This leaves excess charge in the copper metal, resulting in
an increase in the electron energy. The addition of cations
to the solution increases the copper ion activity. Since the
half-cell reaction of interest is

Cu2� � 2e� $ Cu;

both the increase in electron energy and the increase in
copper ion activity increase the rate of the reduction
reaction relative to that of the oxidation reaction. The
process continues until equilibrium is reached and the
rates of the forward and reverse reactions are equal. While
the above is a simplification of the actual physics, it
provides a conceptual context for understanding the equi­
librium of half-cell reactions. Thus, the half-cell voltage
really does represent the equilibrium point for the reaction
of interest on the hydrogen scale.

The Gibbs energy change, ΔGRx; is equal to zero for a
half-cell reaction at equilibrium, which is approached
under open-circuit conditions. At constant T and p, the
Gibbs energy change for the reaction can be expressed in
terms of the electrochemical potentials of the species that
participate in the reaction:

siμi � 0; (2.29)
i

ΔGRx �

where si is the stoichiometric coefficient for species i as we
have defined and used it previously in this book. The
electrochemical potential, μi, is defined as

μchem μelectrical μ0μi � � � � RT ln ai � ziFϕ; (2.30)i i i

which includes a chemical portion (μchem) and an electricali
portion (ziFϕ). The chemical portion is the chemical poten­
tial about which you may have learned in a course on
chemical thermodynamics. The electrical portion represents
the work required to bring a charge from infinity to a location
inside the solution, and is known as the Galvani potential or
inner potential. It is equal to zero for uncharged species. It is
also zero for charged species in a bulk solution with no
electric field or without surfaces where charges align to
create fields. Thus, the columbic interactions of ions in a
neutral bulk solution are included in the chemical term. In
contrast, the impact of the electric field on ions in solution
due to, for example, charge on the electrodes, is included in
the electrical portion of the electrochemical potential.

Application of Equations 2.29 and 2.30 to the copper
reaction yields, at equilibrium:

siμi � 0 � μCu M� � � μCu2� aq � 2μe� M ; (2.31a)� � � �
i



where

� � � μ0 � � � RT ln aCu2� aq � 2Fϕ ; (2.31b)μCu�2 aq Cu2� aq � � s

� μ0 � � μ0 ; (2.31c)μCu M� � Cu M RT ln aCu M Cu M� � � � � �
μe� M � μ0 � RT ln ae� M � FϕM � μ0 � FϕM ;� � e� M � � � �� � e� M

(2.31d)

since the copper metal and the electrons are assumed to be
in their standard state. Substituting Equations 2.31b–2.31d
into Equation 2.31a and rearranging yields

μ0 � 2μ0 � μ0
Cu2�� �aq e� M Cu MΔϕ � ϕM � ϕ � � � � �

s 2F
RT� ln aCu2� aq ; �2:32�� �2F

� Δϕ0 � RT
ln aCu2� aq ; (2.33)� �2F

where Δϕ0 is the potential difference between the metal
and the solution under standard conditions. The quantity
Δϕ � ϕM � ϕ is the potential difference across the inter­s
face at equilibrium. This interfacial potential plays an
important role in electrochemical systems. For example,
a potential difference across the interface that is greater
than the value at equilibrium will cause the reaction to take
place in the anodic direction. Conversely, the cathodic
reaction will take place if the potential across the interface
is less than the equilibrium value. We will examine this
again in Chapter 3 when we discuss reaction kinetics. The
purpose of this section was to illustrate the role of the
potential in establishing interfacial equilibrium for single
electrochemical reactions. This, of course, is unique to
electrochemical reactions.

Unfortunately, Δϕ � ϕM � ϕs is not accessible
experimentally, since there is no way to measure the
solution potential without introducing another interface,
and therefore another interfacial potential drop, into the
system. Consequently, how do we measure and quanti­
tatively characterize the equilibrium potential for a half-
cell reaction? We have already seen the results of the
answer to this question. Since we can measure the
potential between two electrodes, and we know that
reversible half-cell reactions are at equilibrium at open
circuit, we simply define a half-cell as our reference point
and measure all other potentials relative to that reference.
As long as the reference half-cell reaction remains at
equilibrium, the process of defining a reference electrode
is equivalent to adding a constant to the potential across
the interface of the electrode of interest. The universal
reference is the SHE, whose potential has been defined as
zero. The hydrogen reaction is often highly reversible and
reproducible. The potential of an electrode relative to a
hydrogen electrode is measurable. Also, by making
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appropriate corrections, the potential of an electrode
measured in a practical system relative to any other
electrode at equilibrium can be quantitatively related to
the potential of that electrode versus SHE. Thus, we have
a well-defined way of determining the equilibrium poten­
tial of a half-cell reaction.

2.13 POTENTIAL IN SOLUTION DUE
TO CHARGE: DEBYE–HÜCKEL
THEORY

The previous section described a potential difference
between a surface and the adjacent solution. This potential
difference is due to unbalanced charge in solution as a
result of charge on a surface or on an ion. Both of these
situations (surface and ion) have been described in the
literature using very similar approaches, and the key
parameter that results is the same in both cases. Here
we present the Debye–Hückel solution for the potential
field surrounding a single charged central ion as shown in
Figure 2.6. Our goal in presenting this material is to help
you understand the basic physics of the problem and to
introduce the Debye length. Later in this chapter we will
use the solution developed here to provide a first approxi­
mation to the activity coefficient of an ion.

As shown in Figure 2.6, we shall evaluate the
potential field surrounding a positively charged ion in
solution. Ions near this central ion are affected by its
charge, with negative ions drawn toward the central ion
and positive ions pushed away. Ions in solution also
experience random thermal motion, which tends to
make the concentration more uniform. These two coun­
teracting effects, the potential field, which tends to

Figure 2.6 Central ion surrounded by charges.
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separate ions, and random thermal motion, which tends to
make concentrations more uniform, can be expressed
quantitatively by the Boltzmann factor:

�ziFϕc
1
i � exp : (2.34)

c RTi

The quantity ziFϕ represents the work required to
move a mole of ions to a different energy state as
characterized by the local potential. This expression
correctly yields a concentration of negative ions near
the central ion that is greater than the bulk concentration,
and a concentration of positive ions near the central ion
that is less than the bulk. Also, the expression is quite
sensitive to the potential. For example, a potential differ­
ence of only 10 mV leads to an increase in concentration
of the negative ions of almost 50%. Note that the
treatment presented in this section ignores the discrete
nature of the ions and treats the concentration distribu­
tions as continuous.

Far away from the central ion, the concentration is that
of the bulk; here the potential, ϕ, is arbitrarily set to zero.
The potential distribution is given by Poisson’s equation:

�ρe �F
∇2ϕ � � zici; (2.35)

ε ε
i

where ε is the permittivity with units [C�V�1�m�1]. Assum­
ing spherical symmetry and substituting the Boltzmann
distribution above (Equation 2.34) for the concentrations,
Equation 2.35 becomes

1 d �ρe �F �ziFϕ2 dϕ 1r � � zic exp ;ir2 dr dr ε ε RT
i

(2.36)

where the summation is over each type of ion in solution.
The boundary conditions are

r ! 1 ϕ � 0
dϕ �zcq :r � a �
dr 4πεa2

r�a
The second boundary condition accounts for the fact that
the charge density integrated throughout the volume sur­
rounding the central ion must be equal to the charge of the
central ion (zc). Consequently, according to Gauss’s law,

dϕ
ρ εE ? dS � �ε 4πa2; (2.37)∫∫∫ edV � zcq � ∫∫ dr

V S

where the potential gradient and the surface area of the ion
are constants and can be removed from the integral. In
order to simplify Equation 2.36, the exponential term is
approximated by the first two terms of a Maclaurin series,

which is accurate for small values of the term in the
exponent.

�ziFϕ ziFϕexp � 1 � :
RT RT

Substituting this expression back into the original differ­
ential equation (Equation 2.36) results in

1 d ϕ2 dϕr � (2.38)
λ2 :r2 dr dr

Here, the Debye length, λ, has been introduced. This
parameter is critical in the study of electrochemical sys­
tems, and is defined as

εRT
λ � 2 1: (2.39)

F2
i zi ci

The Debye length is important in describing the potential
distribution; more specifically, it is the characteristic length
over which the charge density in solution varies as a result
of the central ion. The solution of (2.38) is

�a � r�
exp

λzcqϕ � ; (2.40)
4πεr a

1 �
λ

which represents the variation of the solution potential with
position beginning at the surface of the central ion and
moving outward. The Debye length characterizes the
distance over which the potential changes as shown in
Figure 2.7, where the potential in the less concentrated

Figure 2.7 Variation of potential with distance near a central
charged ion. The Debye length is a parameter.
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solution takes significantly longer to decay. The potential
is the result of the field from the central ion and the
shielding effects of other ions in solution. The Debye
length decreases with increasing concentration (see
Equation 2.39), as more ions are available to shield
the central ion. Typical λ values in aqueous solutions
are on the order of 1 nm. While a nanometer may seem
quite small, this characteristic distance is large relative to
other types of interaction forces between molecules. The
variation of the charge density in solution as a result of
charge on an electrode surface also scales with the Debye
length as discussed later in Chapter 3.

2.14 ACTIVITIES AND ACTIVITY
COEFFICIENTS

The accuracy of our expression for cell potential can be
increased by including the full activity corrections, rather
than the approximations used earlier. The complexity of the
calculations, however, increases significantly. The treat­
ment below assumes that the reader has been exposed to
the concepts of activity and fugacity. If these are new to you,
you may want to learn more about them from a book on
physical chemistry or chemical equilibrium (see Further
Reading section at the end of the chapter). The fugacity is
related to the chemical potential and is used as a surrogate for
the chemical potential in phase-equilibrium calculations.
The activity of a species is defined as the ratio of the fugacity
of species i to the fugacity of pure i at the standard state:

f̂ iai � : (2.41)
f oi

Note that the activity is dimensionless.
For our analysis of electrochemical systems, we need

the activity of solid, gas, solvent, and solute species. For
solid species, the standard state is typically taken as the
pure species. In this text, we will consider only pure solid
species. Therefore, the fugacity is equal to the pure com­
ponent fugacity, fi, and

ai;pure solid � 1; (2.42)

since the solid is in its standard state.
For the gas-phase species, the standard state fugacity is

an ideal gas at a pressure of 1 bar. The fugacity of species i
in a mixture is defined as

f̂ i � φ̂iyip; (2.43)

where φ̂i is the fugacity coefficient of species i in a mixture,
yi is the mole fraction of the component in the gas phase,
and p is the total pressure. For the purposes of this book, we
assume that φ̂i � 1, which is equivalent to assuming ideal
gas behavior. With this assumption, the activity of the

gas is

pi yipai;gas � � : (2.44)
po po

Remember, ai is dimensionless, and the pressure units in
the numerator cancel out with those of the standard state
fugacity, po. However, since the numerical value of f o is
1 bar, sometimes it is left off the standard state when
writing the activity. Do so with great care.

Electrochemical systems include an electrolyte, which
is a material in which current flows due to the movement of
ions. A common liquid electrolyte consists of a solvent (e.g.,
water) into which one or more salts are dissolved to provide
the ionic species. For electrolyte solutions, molality (mi=
moles solute i per kg solvent) is the most commonly used
form of expressing the composition when dealing with
nonideal solutions and activities, and hence will be used
here. Molality is convenient from an experimental perspec­
tive because it depends only upon the masses of the compo­
nents in the electrolyte solution, and does not require a
separate determination of density. The temperature depen­
dence of the density may also introduce error when dealing
with concentration rather than molality. The relationship
between molality and concentration is

ci cimi � cj � ; (2.45)
ρ � j ≠ 0 Mj c0M0

where the subscript “0” refers to the solvent and M is the
molecular weight. The summation in the denominator is
simply the total mass of solute species per volume of
solution.

We first consider the activity of the solvent. Since the
concentration of the solvent is usually much higher than
that of the dissolved solute species, the standard state
fugacity is that of the pure solvent at the same pressure
and phase of the system (e.g., liquid water).

f̂ solvent psolventasolvent � � : (2.46)
f o posolvent solvent

In most cases, the vapor pressures are sufficiently low that
the fugacity can be approximated by the pressure, as
shown. An osmotic coefficient is usually used to express
the activity of the solvent as follows:

Msolventln asolvent � �φ mi; (2.47)
1000 i

where the summation is over ionic species and does not
include the solvent. Msolvent is the molecular weight of the
solvent and φ is the osmotic coefficient. For a single salt
(binary electrolyte), Equation 2.47 becomes

Msolventln asolvent � �νmφ ; (2.48)
1000
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where m is the molality of the salt and ν is defined by
Equation 2.54. When the ion concentration is zero, the
right sides of Equations 2.47 and 2.48 both go to zero,
and the solvent activity is equal to unity as expected. For
our purposes in this text, we will assume unit activity for
the solvent, unless otherwise specified.

We now turn our attention to the activity of the solute,
which is the activity correction that is most frequently of
concern in electrolyte solutions. The activity of a single ion
is defined as

γimi γimiai � � � γimi; (2.49)
f o ideal 1 molal solutioni

where γi is the single-ion activity coefficient (unitless).
Again, we have left off the standard state in the final
expression, since it has a value of one. Remember, how­
ever, that the activity is dimensionless.

Where does the standard state come from, and why is
it used? What is meant by an ideal solution in this
context? A thought experiment is useful for answering
these questions. Think about an ion in solution. That ion
will interact with the solvent (e.g., water molecules) and
with other ions of all types in the solution. However, as
the ion concentration in the electrolyte approaches zero,
only the ion–solvent interactions are important. Under
such conditions, the fugacity of the ion is equal to mi. In
other words, the fugacity of the ion depends only on the
amount present. This is because the ions interact only
with the solvent, and the nature of the interactions does
not change with molality as long as ion–ion interactions
remain insignificant (i.e., as long as changing interactions
do not contribute to the fugacity). We define an ideal
solution as a solution in which only ion–solvent inter­
actions are important. Such behavior is approximated in
real systems as the concentration approaches small val­
ues, and is seen as a linear asymptote in a plot of the
activity as a function of composition.

The standard state defined in Equation 2.49 represents
the fugacity of an ideal solution where only ion–solvent
interactions are important at a concentration of one molal.
This state is clearly hypothetical because ion-ion interac­
tions are important in real electrolytes at this concentration.
However, it is a convenient reference state and is widely
used. The activity coefficient is used to account for devia­
tions from this ideal state due to ion–ion interactions,
including complex formation in solution. From the above,
it follows that

γi ! 1 as mi ! 0: (2.50)

There is, however, a practical problem with the single-ion
activity and activity coefficient. Electrolyte solutions are
electrically neutral and solutions containing just a single
ion don’t exist. Therefore, single-ion activities cannot be

measured, although they can be approximated analytically
under some conditions (see Section 2.15).

To address this issue, we define a measureable
activity that is related to the single-ion activities defined
above. A single salt containing ν+ positive ions and ν�
negative ions dissociates as follows to form a binary
electrolyte:

Mυ�Xυ� ! υ�Mz� � υ�Xz� : (2.51)

The activity of the salt in solution is

�υ� �υ� υ� υ�� �aMz� �aXz� � a (2.52)aMυ�Xυ� � a�
where the + and � subscripts are introduced for conve­
nience to represent the positive and negative ions of the
salt, respectively. We now define a mean ionic activity in
terms of the single-ion activities:

aυ� � aυ�� aυ�� ; (2.53)

where

υ � υ� � υ�: (2.54)

Similarly, we define the mean ionic activity coefficient in
terms of the single-ion activity coefficients

γυ� � γυ��γυ�� : (2.55)

Assuming complete dissociation, the molality of the neu­
tral salt in solution (moles of salt per kg solvent) is related
to the molality of the individual ions according to

m� m�m � � : (2.56)
υ� υ�

Combining Equations 2.52�2.56 with the definition of the
single-ion activity coefficient (Equation 2.49) yields the
following for the salt in solution:

υυ� �υ�υ υυ��υυ�aMυ�Xυ� � a� � �γ�m� � :γ�mγ�m�
(2.57)

Consistent with the above, the following limits are reached
at low concentrations:

γ� ! 1 as mν ! 0: (2.58)

Equations 2.51–2.57 apply to a single salt in solution or
binary electrolyte and permit activity corrections without
requiring single-ion activity coefficients. Several systems
of practical importance, such as Li-ion batteries and lead–
acid batteries, have either binary electrolytes or electrolytes
that can be approximated as binary. The mean ionic
activity coefficient, γ�, has been measured for a number
of binary solutions, and the results have been correlated
and can be found in the literature.

The activity relationships above provide a practical,
measurable way to include activity corrections for binary
electrolytes. Measurements for binary systems are



typically fit to models in order to provide the needed
activity coefficients in an accessible, usable way. Under
some conditions, prediction of activity coefficients is
possible. These issues are discussed briefly in the section
that follows.

2.15 ESTIMATION OF ACTIVITY
COEFFICIENTS

In dilute solutions, long-range electrical interactions
between ions dominate, and the activity coefficient can
be estimated from a determination of the electrical contri­
bution alone. The chemical potential is equal to the revers­
ible work of transferring 1 mol of the species to a large
volume of the solution at constant temperature and pres­
sure. The nonideal portion for dilute electrolytes is the
electrical portion, which is the work required to charge 1
mol of ions in a solution where all of the other ions are
already charged. This work can be calculated directly from
the Debye–Hückel potential distribution that we deter­
mined earlier in Section 2.13. The result is

2zi Fq 1
μi;electrical � � ; (2.59)

8πελ 1 � a=λ

where the variables were defined in Section 2.13. Since
μi;electrical � RT ln γi, it follows directly thatp

2 2�zi Fq 1 �z I
ln γi � � i α p : (2.60)

8πεRTλ 1 � a=λ 1 � Ba I

The expression on the right arises after introducing the
following definitions:

1
z2
i mi; (2.61)The molal ionic strength I �

2 ip
F2q 2 p

Solvent constant α � ρ : (2.62)1:5 o
8π ε� RT�

F p
Solvent constant B � p ρ : (2.63)o

εRT=2

Finally, we can express the mean activity coefficient asp
z�z�α I

ln γ� � p ; (2.64)
1 � Ba I

where a is the mean ionic radius of the two hydrated ions.
This equation utilizes the relationship shown in
Equation 2.55 and takes advantage of the fact that z�v� �
�z�v�. Ionic strength is the key solution property, which
depends on the amount of solute. The only other two
parameters are the solvent density and the permittivity.
Figure 2.8 shows the activity coefficient as a function of
ionic strength for two salts in water. Thus, we can see that
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Figure 2.8 Activity coefficients from Debye–Hückel theory.

the activity coefficient is always less than one, and for
dilute solutions, the logarithm of the activity coefficient
is proportional to the square root of ionic strength. Also
note that at the same ionic strength the 1 : 2 electrolyte
has a lower activity coefficient (i.e., is more nonideal).
As the ionic strength approaches zero, the limiting form
of Equation 2.60, known as Debye–Hückel limiting
law, is p

ln γ� � z�z�α I: (2.65)

In spite of the approximations made in the derivation, the
Debye–Hückel model represents the activity coefficients
reasonably well for dilute solutions. In fact, the limiting
law is usually within 10% of measured values for con­
centrations less than 0.1 M. Equation 2.64 further
increases accuracy. The size parameter is usually treated
as a fitting parameter, although it approximates the
expected sizes of ions with typical values from 0.3 to
0.5 nm.

Beyond Debye–Hückel Theory
Debye–Hückel theory considers only long-range interac­
tions between ions, and does not treat ion–solvent inter­
actions or short-range interactions between ions.
Therefore, it does not perform well for solutions at con­
centrations where these additional effects are important. Its
shortcomings are evident from the measured behavior for
electrolytes at finite concentrations. For example, some
electrolytes show large positive deviations from ideality
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(γ±≫ 1), which cannot be described by the Debye–Hückel
model.

Many different approaches have been used to describe
the activity of electrolytes at higher concentrations. The
resulting models correctly represent the asymptotic behav­
ior shown in the Debye–Hückel model while adding
framework to account for other important interactions.
A full treatment of these models is beyond the scope of
this text; however, a generalization or two is appropriate.
First, predictive capability is limited, and all of the models
depend to one degree or another on empirical data for
parameter fitting. Second, most of the models are inter­
polative in nature and are generally applicable to binary
electrolytes. They provide precise interpolation over the
range of conditions for which they were fit, often with a
minimum number of parameters; however, they are not
intended for extrapolation outside of this range. Note, also,
that the ability of different models to effectively model
temperature-dependent behavior varies. The bottom line is
that data have been measured for many binary electrolytes,
and a number of different types of models have been used
to successfully fit those data over a broad range of
concentrations.

The situation is different for multicomponent solu­
tions where the mean ionic activity coefficient, γ�, is not
appropriate, and the activity of a given ion is influenced
by all of the different types of ions in solution. In this
situation, it is necessary to approximate single-ion activ­
ity coefficients for the multicomponent system of interest.
To do this, Newman describes a method to approximate
the activity coefficient of ions in a moderately dilute
multicomponent solution using parameters from the cor­
responding binary systems. Under certain conditions,
Meissner’s corresponding states model can be extended
to predict multicomponent systems from binary system
parameters for a broad range of concentrations. Local
composition models for electrolytes are extensions of
similar types of models for nonelectrolytes and have
built-in generalization to multicomponent solutions.
The most used of these models is perhaps the model
of Chen and Evans, which is included as part of a popular
process simulation program where it is used to handle
electrolyte thermodynamics. This model has been used
successfully for many different systems over a broad
range of concentrations.

ILLUSTRATION 2.8

Calculate the activity coefficient for aqueous 0.1 molal
solutions of NaCl and CaCl2 using the Debye–Hückel
approximation. Use a permittivity of 6.9331×10�10

F m�1. The two solvent constants for water at room
temperature are

α � F2q 2
p

8π εRT� �1:5 ρo
p

� F21:602 � 10�19 2
p

8π 6:9331 � 10�10R 298� � 1:5 997:10
p

� 1:176
kg

mol

1=2

;

B � F

εRT=2
p ρo

p � 3:387 � 109 kg
mol

1=2

m�1:

The ionic strength is given by Equation 2.61. For a
0.1 molal solution, INaCl � 0:1 ICaCl2 � 0:3

The values for Ba are reported as 0.9992 and
1.536 for NaCl and CaCl2, respectively. From
Equation 2.64 the mean activity coefficients are
γNaCl � 0:754 and γCaCl2 � 0:497.

CLOSURE

The focus of this chapter has been on the potential of
electrochemical cells at equilibrium. Specifically, we have
shown how to relate this potential to the environmental
conditions at the electrode: temperature, pressure, and
composition. Principles of classical thermodynamics
have provided the framework for these calculations. The
reference electrode has also been introduced. The potential
measured with a reference electrode will be a critical
variable for subsequent chapters.
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PROBLEMS

2.1 Write the associated electrochemical reactions and calculate
the standard potential, Uθ from ΔG° for the following cells:
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(a) Chlor-alkali process to produce hydrogen and chlorine
from a brine of NaCl (aqueous salt solution). Use the
hydrogen reaction for an alkaline solution.

(b) Acetic acid/oxygen fuel cell with acidic electrolyte,
where the acetic acid reacts to form liquid water and
carbon dioxide. The reaction at the negative electrode
is

2H2O � CH3COOH ! 2CO2 � 8H� � 8e�

2.2 Does the redox reaction as written below proceed spontane­
ously at 25 °C and standard conditions?

2Ag� � H2 ! 2Ags � 2H�

2.3 What is the standard half-cell potential for the oxidation of
methane under acidic conditions? The reaction for methane is
as follows:

CH4 g � � ! CO2 � 8H� � 8e�� � � 2H2O ℓ

Which element is oxidized and how does its oxidation
state change?

2.4 What is the standard cell potential for a methane/oxygen fuel
cell? The oxidation of methane produces CO2 as shown in
Problem 2.3, but here assume the product water is a gas,
rather than a liquid.

2.5 Let’s consider the oxidation of methane in a fuel cell that
utilizes an oxygen conductor (O2�) rather than a proton
conductor as the electrolyte.

(a) At which electrode (oxygen or methane) is O2� pro­
duced and at which is it consumed?

(b) In which direction does O2� move through the electro­
lyte? Why?

(c) Propose two electrochemical half-cell reactions.

(d) Does Uθ change for this fuel cell relative to a fuel
cell that utilizes a proton conductor? Why or why
not?

2.6 Determine the equilibrium potential of the cell shown
below.

2.7 Consider the electrochemical reactions shown below. Mer­
cury(I) chloride, also known as calomel, is a solid used in
reference electrodes. The two reactions are

Zn $ Zn2� � 2e�

Hg2Cl2 � 2e� $ 2Cl� � 2Hg

(a) What is the overall chemical reaction?

(b) Develop an expression for U, the equilibrium potential
of the cell.

(c) Write down an expression for the standard potential of
the cell in terms of the standard Gibbs energies of
formation.

(d) Use standard half-cell potentials from the table to deter­
mine the standard Gibbs energy of formation for aqueous
ZnCl2. Why is this value different than the value for solid
ZnCl2?

(e) What is the standard Gibbs energy of formation for
Hg2Cl2?

2.8 The lithium air cell offers the possibility of a very high-
energy battery. At the negative electrode,

Li $ Li� � e�

At the positive electrodes, the following reactions are
postulated:

2Li� � O2 � 2e� $ Li2O2

2Li� � 1
O2 � 2e� $ Li2O

2

Estimate the standard potential for each of the two
possible reactions at the positive electrode paired with a
lithium anode.

2.9 Develop an expression for the equilibrium potential for the
cell below. The first reaction is the negative electrode of the
Edison cell (battery).

Fe � 2OH� ! Fe OH� �2 � 2e�
O2 � 4e� � 2H2O ! 4OH�

The Gibbs energy of formation for Fe(OH)2 is
�486.6 kJ�mol�1.

2.10 Develop an expression for the equilibrium potential of a
hydrogen–oxygen fuel cell operating under acidic condi­
tions. The two electrochemical reactions are

H2 ! 2H� � 2e� and O2 � 4H� � 4e� ! 2H2O

Use the data in the Appendix C for standard Gibbs
energy of formation. Compare with the value calculated from
standard electrode potentials to identify whether the standard
state for water in the table of Appendix A is liquid or gas.

2.11 Write the associated electrochemical reactions, and calculate
the standard potential, Uθ, from ΔG° for the following cells:

(a) Propane fuel cell with solid oxygen conductor
electrolyte.

(b) Electrolysis of aluminum, where aluminum is produced
from Al2O3 and carbon. Note that carbon is oxidized at
the anode.

2.12 Calculate the equilibrium potential for peroxide formation in
an acid fuel cell

O2 � 2H� � 2e� ! H2O2�aq�
2.13 Use the half-cell reactions for the reduction of cupric ion

(Cu2+) to copper metal and cuprous ion (Cu+) to copper
metal to calculate the standard potential for the reduction of
cupric ion to cuprous ion. Check your answer against the
value given in Appendix A.
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2.14 Consider the electrochemical cell below.

The two reactions are

H2 $ 2H� � 2e�

Cl2 � 2e� $ 2Cl�

Find an expression for U. If the pressure of hydrogen is
250 kPa and that of chlorine is 150 kPa, what is the numerical
value of U at 25 °C in 1 molal HCl? Include the simplified
activity corrections (you may neglect activity coefficients).

2.15 Create a Pourbaix diagram for Pb. Treat the following
reactions:

Pb � Pb2� � 2e�

Pb2� � H2O � PbO � 2H�

Pb � H2O � PbO � 2H� � 2e�

Pb2� � 2H2O � PbO2 � 4H� � 2e�

3PbO � H2O � Pb3O4 � 2H� � 2e�

2.16 Create a Pourbaix diagram for Pt. Focus on the low pH range
(�2� pH� 1), and consider the following reactions:

Pt � Pt2� � 2e� �1:188 V�
Pt2� � H2O � PtO � 2H�

Pt � H2O � PtO � 2H� � 2e� �0:980 V�
PtO � H2O � PtO2 � 2H� � 2e� �1:045 V�

Pt2� � 2H2O � PtO2 � 4H� � 2e� �0:837 V�

2.17 Create a Pourbaix diagram for Fe. Treat the following
reactions:

Fe � Fe2� � 2e� ��0:440 V�
Fe2� � Fe3� � e� �0:771 V�

3Fe � 4H2O � Fe3O4 � 8H� � 8e� ��0:085 V�
3Fe2� � 4H2O � Fe3O4 � 8H� � 2e� �0:980 V�
2Fe2� � 3H2O � Fe2O3 � 6H� � 2e� �0:728 V�

2Fe3� � 3H2O � Fe2O3 � 6H�

2Fe3O4 � H2O � 3Fe2O3 � 2H� � 2e� �0:221 V�
3HFeO� � Fe3O4 � H2O � OH� � 2e� ��1:819 V�2

Fe � 2H2O � HFeO�
2 � 3H� � 2e� �0:493 V�

2.18 Use the information in Appendix A to determine the disso­
ciation constant for water, Kw.

H2O $ H� � OH�

2.19 Determine the solubility product Ksp for PbSO4.

2.20 Estimate the equilibrium constant for the disproportionation
of copper.

Cu � Cu2� � 2Cu�

2.21 Explain what a liquid junction is and why the potential of
cells with liquid junctions cannot be determined from ther­
modynamics alone.

2.22 LiPF6 is a common salt used in lithium batteries. For lithium
hexafluorophosphate, LiPF6, dissolved in propylene carbon­
ate, calculate the Debye length and the activity coefficient
(using Debye–Hückel theory) of LiPF6 at 30 °C. The con­
centration is 0.1 M. The dielectric constant, εr= ε/εo, for the
solvent is 64 and the density 1.205 g�cm�3. The density of the
0.1 M electrolyte is 1.286 g�cm�3.

2.23 Consider the electrochemical cell below. Iron corrodes to
form Fe2+. Develop an expression for U, and determine the
value of the standard potential.

2.24 Find the expression for the equilibrium potential of the cell at
25 °C.

The two electrochemical reactions are as follows:

Ag � Cl� � AgCl�s� � e Uθ � 0:222 V

Zn � Zn2� � 2e� Uθ � �0:763 V

2.25 Calculate the activity coefficient for (a) 0.05 m Cs2SO4 and
(b) 0.05 m BaCl2 in water at 25 °C.

Use the following for Debye–Hückel constants (note
that Ba is the product of B and a).

For Cs2SO4 Ba= 1.328 (kg�mol�1)1/2

For BaCl2 Ba= 1.559 (kg�mol�1)1/2

2.26 Use the Debye–Hückel theory to calculate the activity
coefficient for 0.1 m MgCl2. in water at 25 °C. Use the
following ionic radii for the two ions: Mg2+= 8Å, Cl�= 3Å.

2.27 The following activity coefficient data have been measured
for NaCl solutions as a function of molality (radius for
Na+= 4Å, Cl�= 3Å). The temperature is 25 °C. Please
do the following:

(a) Use the Debye–Hückel theory to calculate the activity
coefficients.
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(b) Use the Debye–Hückel limiting law to calculate the
activity coefficients.

(c) Compare the results of (a) and (b) with the experimental
data and comment on the applicability of the Debye–
Hückel equations.

m	 γ±
0.001 0.965
0.005 0.927
0.01 0.902
0.05 0.821
0.1 0.778
1 0.657

2.28 Before concerns about mercury became widespread, the
calomel electrode was commonly used. Crystals of KCl
are added to produce a saturated solution. What advantage
does a saturated solution provide? The saturated calomel
electrode has an equilibrium potential of 0.242 V, which is
lower than the standard potential of 0.2676. Can this 25 mV
difference be determined from thermodynamics? Why or
why not? The solubility of KCl in water at 25 °C is 360 g KCl
per 100 g water.

2.29 A solid oxide fuel cell operates at 1000 °C. The overall
reaction is

0:5O2 � H2 $ H2O

(a) Calculate the standard potential at 25 °C assuming that
reactants and products are gases.

(b) Calculate the standard potential at 1000 °C using
Equation 2.18.

(c) Using the correlation for heat capacity as a function of
temperature shown below, calculate the standard poten­
tial at 1000 °C. Comment on the assumption used in part
(b) that ΔS° is constant.

Cp � A � BT � CT�2

A 103B 10�5C
[J�mol�1�K�1] [J�mol�1�K�2] [J�K�mol�1]

H2O 30.54 10.29 0
O2 29.96 4.184 �16.7
H2 27.28 3.26 0.50

2.30 Alloys of LiSn are possible electrodes for batteries.
There are many phases possible, but we want to focus
on the reaction

3LiSn � 4Li� � 4e� � Li7Sn3

The standard potential of this reaction at 25 °C is
0.530 V (versus reference Li electrode). If the enthalpy of
the reaction

3LiSn � 4Li � Li7Sn3

is�226 kJ�mol�1 Li7Sn3, estimate the standard potential
at 400 °C.

2.31 Find the equilibrium constant, Keq, for Pt dissolution reaction
at 25 °C.

PtO � 2H� � Pt2� � H2O

The following thermodynamic data are provided,
ΔG° � 229:248 kJ mol�1, andf ; Pt2�

PtO � 2H� � 2e� � Pt � H2O; Uθ � 0:980 V

2.32

(a) Write the overall reaction and determine the standard
potential for the lead–acid battery.

(b) Develop an expression for the equilibrium potential, U,
for the lead–acid battery as a function of electrolyte
composition. The final expression should include the
molality and activity coefficient.

(c) The potentials of the two electrodes relative to a Hg­
Hg2SO4 reference electrode at 25 °C has been meas­
ured. What is the likely reaction at the reference
electrode? If the standard Gibbs energy of formation
of Hg2SO4 is �625.8 kJ�mol�1 and the standard Gibbs

2�energy of formation of SO4 is �744.62 kJ�mol�1,
determine the standard potential of the positive (lead
oxide electrode) relative to the reference electrode.
How does this value compare to the measured value
of 0.96 V? Explain the possible cause of any
difference.

(d) Given that the potential difference between the positive
electrode and the reference electrode is 1.14 V, estimate
the activity coefficient for sulfuric acid (γ�) at 6 m. For
this evaluation, you may assume that the activity of
water is one.

(e) Does the potential of the lead electrode (Pb) relative to
the reference electrode depend on the molality of the
sulfuric acid? Explain your answer.

2.33 Rework Illustration 2.7 (reference electrode example) with a
Ag2SO4 reference electrode rather than a Hg2SO4 reference
electrode. The standard potential for this reference electrode
reaction (below) is 0.654 V.

2�Ag2SO4 � 2e� � 2Ag�s� � SO4
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drop under the influence of current, an area that would
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Russian revolution temporarily eliminated the doctoral
degree, and as a result Frumkin never received his Ph.D.
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and Electrode Potential,” was completed in 1919 and
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chemistry of the Academy of the USSR, and directed it
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working with all scientists, the influence of these mentees
was greater than those from other organizations in
the Soviet Union. In 1983 the Institute was renamed
A.N. Frumkin Institute of Physical Chemistry and Electro­
chemistry of the Russian Academy of Sciences. Frumkin
also founded the Russian Journal of Electrochemistry
(Electrokhimiya) in 1965, which covers all aspects of
modern electrochemistry.

One of Frumkin’s most important contributions was
the realization that the structure of the double layer affects

the kinetics of electrode processes. Roger Parsons, a
principal figure in electrochemistry in his own right, noted
in 1969 that “It is to him (Frumkin) that we owe a broad
picture of the effect of the double layer changes on the rate
of electrode reactions. . . .” At the time of Frumkin’s early
work, the tools to investigate the double layer were quite
limited. One of the most fruitful approaches related the
surface energy of a mercury drop to the electrical potential
and composition of the electrolyte; this phenomenon is
known as electrocapillarity. Frumkin made many contribu­
tions in this area, and the theory is now well developed. At
this point its importance is mostly historical—validating the
models of the electrical double layer. This understanding
helped to make the connections between the structure of the
double layer and a description of electrode kinetics. Another
important contribution made by Frumkin was to show the
importance of removing impurities from the electrode and
electrolyte—often still a vexing issue today. Frumkin devel­
oped the concept of potential of zero charge (first introduced
in his thesis) and identified the PZC as an important property
in describing electrochemical processes of metals. Frumkin,
along with Dolin and Ershler, introduced the term
“exchange-current density,” which we will see plays an
important role in describing the kinetics of electron transfer
reactions. He made many other contributions, including
collaborating with Levich in the development of the rotating
ring-disk electrode, describing what is now known as the
Frumkin effect for changes in reactant concentration at the
electrode surface, extending the Langmuir isotherm, and
showing the link between the transfer coefficient in electro­
chemical reaction and the Brønsted coefficient used in
homogeneous catalysis, to name but a few.

In 1959 Frumkin received the Olin Palladium Award
of the Electrochemical Society. This recognition is
awarded for distinguished contributions to the field of
electrochemical or corrosion science. His award address
was entitled “The Double Layer in Electrochemistry.”
Frumkin was President of the International Society of
Electrochemistry during 1965–1966; this organization
established the Frumkin memorial medal, which is
awarded biennially to recognize the contributions of indi­
viduals to fundamental electrochemistry. For more than
50 years, he led the field and was active until the end.
Alexander Frumkin died on May 26, 1976 in Tula, Russia.

Image Source: Courtesy of Prof. Evgeny Antipov, Lomonosov
Moscow State University.



Chapter 3

Electrochemical Kinetics

One of the real advantages of electrochemical reactions is
that it is possible to control the reaction rate and even the
direction of the reaction by changing the potential. This
control is possible because electron transfer in electro­
chemical reactions takes place through a conductor, and
the potential of a conductor can easily be changed or
controlled. In this chapter we learn about reaction rates
and how to describe those rates quantitatively. Before we
do so, however, we need to look carefully at the interface
between a metal electrode and the adjacent electrolyte
solution. That interface is critical to understanding and
manipulating electrode reactions. In the previous chapter,
we determined the potential of an electrode at equilibrium,
U, in the absence of current. Now we want to find the
potential when current is flowing. The difference between
the potential with current flowing and the equilibrium
potential is called the overpotential.

3.1 DOUBLE LAYER

A metal electrode in an electrolyte solution is typically charged,
even at equilibrium. Excess charge is present on the outer
surface of the electrode, adjacent to the electrode–electrolyte
interface. The amount of charge in the metal electrode is a
measure of the energy of the electrons in the metal and can be
changed by using a power supply to force electrons into or out
of the metal. Excess electrons result in higher energy of
electron because electrons tend to repel each other.

How is the electrolyte solution influenced by this
excess charge? As you might expect, charged species in
the electrolyte solution align themselves at the interface to
balance the excess charge on the metal. The result is the
formation of a double layer, as shown in Figure 3.1. Also
shown in the figure is the diffusion layer; only a portion of
this layer is shown because it is so much larger than the
double layer and too large for a drawing of this scale (see
numbers below). The solution side of the double layer is a
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region of nonuniform charge and, as it takes enormous
energy to separate charge, it is a region where the electric
field is very large. The potential difference between the
metal and the solution just outside the double layer is
critical to our discussion of electrode kinetics. At the open-
circuit conditions we discussed in Chapter 2, where the
overall current is zero, this potential difference adjusts
itself through the transfer of electrons (i.e., reaction) so that
the rates of the forward and reverse reactions are equal. In
other words, equilibrium is achieved across the interface.
The potential difference between the electrode and the
solution at equilibrium provides a reference point for our
discussion of kinetics later in this chapter.

The actual structure of the double layer is more
complex than the simple arrangement presented above.
A more complete view, along with the common nomen­
clature used to describe it, is shown in Figure 3.2. Note the
importance of the solvent (water in this instance) mole­
cules. Water molecules, which are polar, surround the ions
in solution to form a hydration layer or solvent sheath.
They also tend to align at the interface because of their
dipole nature and the charge on the surface. The inner
Helmholtz plane (IHP) is the position of the centers of ions
or molecules that adsorb directly onto the electrode sur­
face. They may experience van der Waals interactions with
the surface in addition to coulombic interactions.

To adsorb directly on the surface, an ion must at least
partially shed its waters of hydration. Negatively charged
ions (anions) hydrate less strongly than cations and are
more frequently found in the inner Helmholtz plane. They
can even adsorb to a negatively charged surface. As a
general rule, the weaker the solvation of an anion, the more
strongly it tends to undergo specific (direct) absorption to
the surface. The outer Helmholtz plane (OHP) is the plane
of closest approach for solvated ions, where the solvent
sheath prevents specific adsorption. Its position is defined
by the radius, including the waters of hydration, of the
largest solvated ions (∼0.2 nm). The last portion of the

 2018 Thomas F. Fuller and John N. Harb. Published 2018 by John Wiley & Sons, Inc.
Companion Website: www.wiley.com/go/fuller/electrochemicalengineering
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Figure 3.1 Simplified description of electrical double layer.
Source: Adapted with permission from L. Faulkner, J. Chem. Ed., 60,
262 (1983).

double layer is called the diffuse double layer. This layer is
characterized by a balance of Brownian motion and Cou­
lombic forces. This balance is analogous to the one intro­
duced in Chapter 2 in the development of the Debye–
Hückel theory for activity coefficients. Both positive and
negative charges are present, and the amount of excess
charge decreases gradually from the OHP to the solution
side of the diffuse double layer where the solution is
electrically neutral. The thickness of the diffuse double
layer is characterized by the Debye length:

εRT
λ �

2
(3.1)

F2 zi ci;bulk

and is a function of concentration. The diffuse part of the
double layer is important at low concentrations and has a
thickness of about 10 nm at an ionic strength of 1 mM. The
diffuse part of the double layer is typically not as important at
concentrations used in practical electrochemical systems, but
the structure of the double layer is critical to the under­
standing of charge transfer. In contrast to the thin diffuse
double layer, the diffusion layer is on the order of 1 mm; thus,
the diffusion layer is typically orders of magnitude larger than
the thickness of the double layer. The potential drop from the
potential of the metal (ϕm) to the potential of the solution just
outside the double layer (ϕs) is also shown in Figure 3.2. For a
potential difference of 1 V, the electric field is

� Δϕ � 1 � 108 �V m�1�;
λ 1 � 10�8

which is quite high. There is also a capacitance associated
with the separation of charge across the double layer. In
fact, reference is often made to electrochemical capacitors
or double-layer capacitors. The capacitance, C, is simply

Q
C � ; (3.2)

Δϕ
where Q is the charge on the electrode. By adjusting the
potential, this charge can be changed. Here an ideally

polarizable electrode is envisaged, which is an electrode
where an arbitrary potential can be applied without causing
a faradaic reaction to occur. Under these conditions, there
is no faradaic reaction associated with the electrical cur­
rent, only simple movement of the charges. The capaci­
tance is discussed in more detail in Chapter 11, along with
devices that take advantage of this effect. In this chapter,
our focus will be on faradaic reactions, which are reactions
that involve the transfer of electrons across the interface in
order to change the oxidation state of at least one of the
participating species. The half-cell reactions that we wrote
in Chapters 1 and 2 are examples of faradaic reactions.
Faraday’s law applies to faradaic reactions and relates the
current to the amount of a species reacted or formed.

3.2 IMPACT OF POTENTIAL ON
REACTION RATE

Electrochemical reactions take place at the surface of the
electrode as electrons are transferred to and from ions or
neutral species in solution. The rate of reaction is influ­
enced by the potential drop across the double layer. At
open circuit (no external current), this potential drop
reaches an equilibrium value where the forward and
reverse reactions are equal. One of the real advantages
of electrochemical reactions is that the rate of reaction can
be controlled by changing the potential of the metal, which
changes the potential drop across the double layer and,
therefore, the rate of reaction across the interface. By
changing the potential of the metal, we can control the
rate and even the direction of the reaction. The main
purpose of this chapter is to develop a relationship between
the rate, expressed as a current density, and the potential,
and to illustrate how this relationship can be used.

The reference point for our discussion of reaction rate
is the equilibrium potential where the net rate of reaction is
zero. What happens when we increase the potential or, in
other words, make the potential more positive than the
equilibrium potential? Increasing the potential lowers the
energy of electrons in the electrode (remember, electrons
are negatively charged) and makes it easier for molecules
or atoms to lose electrons to the electrode. Thus, values of
the potential that are positive relative to the equilibrium
potential promote the anodic reaction (oxidation). As you
may have guessed, the opposite is true for potentials lower
than the equilibrium potential. Lowering the potential
increases the energy of electrons in the electrode and
promotes the transfer of electrons from the electrode to,
for example, a species in solution (reduction). Therefore,
the cathodic reaction is favored as the potential is lowered
relative to the equilibrium potential. The situation is
summarized in Figure 3.3 using the reaction of ferric
(Fe3+) and ferrous (Fe2+) ions as an example.
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Figure 3.2 (a) Detailed structure of electrical double layer. (b) Sketch of potential across the double layer.

There is one slight problem. The potential difference
(ϕm�ϕs) between the metal and the solution just outside
the double layer (see Figure 3.2) cannot be measured
directly. The reason for this is easy to understand.
Potentials are measured between two electrodes. How­
ever, if we put another electrode into solution to measure
ϕs, it will also form its own double layer with its own
potential drop. Therefore, what you end up measuring is
a combination of the potential drop associated with the
two electrodes. Fortunately, this problem is easy to
overcome, as mentioned in Chapter 2. We simply
express all potentials relative to a reference electrode,
which defines our potential scale. Thus, what you
learned about reference electrodes and potential in the

previous chapter provides the needed reference point for
our discussion of kinetics.

ILLUSTRATION 3.1

You have been given a solution containing Fe3+ and
Fe2+ ions at a pH of 3. Two inert Pt electrodes are
placed into the beaker and one of the electrodes is set
at a potential of 0.44 V versus SHE. Will ferrous ions
be oxidized or will ferric ions be reduced at that
electrode? Is there any chance of depositing metallic
iron on the electrode? Your lab partner claims that at
0.44 V you will also evolve hydrogen. Is she correct?
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Solution:

The reactions of interest are as follows:

Fe2� � 2e� � Fe; Uθ � �0:44 V

Fe3� � e� � Fe2�; Uθ � 0:771 V

where the standard potentials have been provided.
Since no concentration information was given in the
problem statement, and corrections for concentration
are typically small relative to the standard potential,
we will make our assessment with use of the
uncorrected potentials.

We are asked to assess whether ferrous �Fe2��
ions will be oxidized or ferric �Fe3�� ions will be
reduced at an applied potential of 0.44 V versus SHE.
The relevant equilibrium potential is that of the second
reaction, 0.771 V. Since the applied potential is lower
than the equilibrium value, the reduction reaction takes
place. Therefore, ferric ions are reduced. Incidentally,
this would mean that this electrode is the cathode.

Will iron deposition occur? The applied poten­
tial of 0.44 V is well above the equilibrium potential
of �0.44 V. Therefore, iron will not deposit on the Pt
electrode.

Will hydrogen be evolved at the electrode? The
applied potential of 0.44 V is also above the
equilibrium value for hydrogen (0 V). Therefore,
hydrogen will not be evolved.

Having examined qualitatively how the potential
affects the direction of the current in the last section, we
now seek a quantitative expression for the current density

Figure 3.4 Simple electron transfer reaction at metal electrode.

as a function of potential. To do this, we consider a single-
electron elementary redox reaction (also see Figure 3.4):

O � e� $ R; (3.3)

where O is the oxidized species and R is the reduced
species. As already discussed, both the forward (in this
case, reduction) and reverse reactions take place simulta­
neously on the same surface. At the equilibrium potential,
the net rate of reaction is zero, whereas the anodic reaction
dominates at potentials positive of U, and the cathodic
reaction dominates at potentials negative of U. By con­
vention, we define anodic current to be positive.

Similar to chemical reactions that you may have
studied previously in a chemistry class, there is an activa­
tion energy associated with both the forward and reverse
reactions as shown in Figure 3.5. To react, an energy
barrier must be overcome to reach a transition state (i.e.,
activated complex), whose energy corresponds to that at
the top of the energy curve. This activation energy is a
function of temperature, as taught in a beginning chemistry
course. The rate of the forward reaction can be written in

Figure 3.3 The relationship between potential, electron energy,
and the direction of a faradaic reaction.

Figure 3.5 Change in energy associated with reaction at an
electrode surface (subscript a= anodic and c= cathodic).
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terms of the reactant concentration and a rate constant, kf,
that is a function of ΔGz, the Gibbs energy differencef
between the initial reactants and the transition state. Assum­
ing a first-order elementary reaction (see Equation 3.3),

�ΔGz
fr � kf cO � kf

ocOexp ; (3.4)
RT

where cO is the concentration of the oxidized species. A
decrease in ΔGz corresponds to a lower activation energyf
and will cause the rate of the forward reaction to increase.
A similar expression can be written for the reverse reaction.
The same type of model applies to electrochemical
reactions, with one important difference.

We can modify the activation energy of electrochemical
reactions by changing the electrode potential, as shown in
Figure 3.5 for a single-electron reaction. Since we are only
interested in energy differences, we have arbitrarily set the
energy of the reduced state to be the same for the two curves.
The upper curve is at a lower (more negative) potential since
a decrease in potential corresponds to an increase in the
energy of the electrons. Therefore, the energy is higher for
V1 (the lower potential), and ΔV=V2�V1> 0.

The reduction reaction represented by Equation 3.3
takes place as one moves along the reaction coordinate
from the left to the right of the diagram. At an electrode
potential ofV1, the reduction reaction is favored as the energy
of the reduced state is lower than that of the oxidized state.
The activation barrier for the reduction is also lower than that
for oxidation (the reverse reaction). However, the situation
changes when the potential of the electrode is changed from
V1 to V2 so that the oxidation reaction becomes favored by
the increase in potential (see Figure 3.5).

The potential change from V1 to V2 affects the energy
of an electron in the oxidized state relative to that in the
reduced state by FΔV. The activation energies of both the
reduction (cathodic) and oxidation (anodic) reactions are
also changed. We define β as the fraction of the total energy
change that impacts the activation energy for the cathodic
reaction and (1� β) as the fraction that impacts the anodic
activation energy. Therefore, the shift in potential from V1

to V2 changes the activation energies as follows for the
single-electron reaction under consideration:

For the cathodic reaction:

ΔGz V2 � ΔGz� � FΔV � �1 � FΔV� � V1 � β�c c (3.5)� ΔGz� � � βFΔV ;V1c

and for the anodic reaction:

ΔGz� � � ΔGz� � � �1 � β�FΔV ; (3.6)V2 V1a a

where c represents cathodic, a represents anodic, and ΔV is
positive sinceV2>V1. We can now use Equation 3.5 to write
an expression for the cathodic reaction at potential V2:

ΔGz V1 � βF V� 2 � V1� � �crc V2 � ko� � cO exp : (3.7)c RT
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Since the precise values of V2 and V1 are arbitrary, we can
define a reference potential so that V1 is equal to zero. The
activation energy at the reference potential (ΔGz V1 ) can� �c
then be treated as a constant and be incorporated into the
rate constant kc � ko exp ���ΔGz 0 =RT��. We can also� �c c
drop the subscript on V2. This convention leaves us with
the following expression for the cathodic reaction:

βFV
rc V � kccO exp � : (3.8)� �

RT

We can now use this equation to write an expression for the
cathodic current density. Note that the direction of cathodic
current is from the solution to the electrode (electrons
move in the direction opposite to the current or, in this case,
from the electrode to the species in solution that is
reduced). Cathodic current is negative by convention.
Consistent with this convention and the transfer of a single
electron,

ic βFV� �rc� � � �kccO exp � : (3.9)V
F RT

Following a similar procedure, we obtain the following for
the anode:

ia �1 � β�FV� ra� � � kacRexp : (3.10)V
F RT

At the equilibrium potential, U, the net current is zero and
the magnitude of the anodic current is equal to that of the
cathodic current. This value of the current density at
equilibrium is defined as the exchange-current density,
io (remember that the net current is zero). Therefore,

io �1 � β�FU βFU� kacR exp � kccO exp � :
F RT RT

(3.11)

If we multiply and divide Equation 3.10 by the anodic
expression for io, we obtain

�1 � β�FV
ia
F
� kacR exp

�1 � β�FU
RT

kacR exp

kacR exp

RT
�1 � β�FU

RT

;

(3.12)

which simplifies to

1 � β� � U�� F V �
ia � io exp : (3.13)

RT

The above procedure yields a similar expression for the
cathodic current density:

βF V� � U�
ic � �io exp � : (3.14)

RT
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We now define the surface overpotential, ηs, which is the
driving force for the reaction:

η � V � U; (3.15a)s

where V and U are the potential and equilibrium potential
relative to the same reference electrode located just outside
the double layer. As such, these potentials are measurable
and well defined. ηs is also equal to the difference between
the voltage drop across the double layer at the potential of
interest (not measurable) and the voltage drop across the
double layer at equilibrium (also not measurable). The
choice of reference electrode is arbitrary since both V and
U are referred to the same reference. The surface over-
potential is quite important and will be used repeatedly
throughout the course.

Although the definition of the surface overpotential in
Equation 3.15a is adequate for many problems, it is often
necessary to fix further the value of the potential when
analyzing more complex systems. To facilitate this, it is
useful to further expand our expression for ηs as follows:

η � V � U � � �ϕ1 � ϕ2� � U ;s �ϕmetal � ϕsolution� � U

(3.15b)

where ϕ1 is the potential of the electrode (e.g., metal) and
ϕ2 is the potential measured by a specific reference elec­
trode located in the solution just outside the double layer. U
is the equilibrium potential defined against that same
reference electrode. Be careful since the value of U will
change with the reference electrode chosen.

We can now write the expression for the net current
density by combining Equations 3.13, 3.14, and 3.15a:

�1 � β�Fηs βFηsi � ia � ic � io exp � exp :
RT RT

(3.16)

This equation is known as the Butler–Volmer (BV) equa­
tion, shown here for an elementary reaction involving the
transfer of a single electron. The value of β for this type of
reaction is typically ∼0.5. A derivation similar to that
provided above can be performed for any elementary
reaction, and procedures have been developed to handle
sets of elementary reactions.

The form of Equation 3.16 is useful for describing a
wide variety of elementary and nonelementary reactions
and is used broadly in electrochemical engineering. It can
be generalized by defining anodic and cathodic transfer
coefficients αa and αc to yield

αaFη αcFηs si � io exp � exp ; (3.17)
RT RT

which is a frequently used form of the BV equation. Note
that αa+ αc= n is generally true, where n is the number of
electrons transferred in the reaction of interest.

3.3 USE OF THE BUTLER–VOLMER
KINETIC EXPRESSION

The purpose of this section is to help you understand and
learn how to use Equation 3.17, the Butler–Volmer equa­
tion. The BV equation is a relationship between the current
density (i) and the charge transfer or surface overpotential
(ηs). It contains three parameters: the exchange-current
density (io), the anodic charge transfer coefficient (αa),
and the cathodic charge transfer coefficient (αc). It is
frequently used to represent experimental data by fitting
these three parameters to the data.

The charge transfer overpotential (ηs) is defined by
Equation 3.15, where V represents the difference between
the potential of the electrode (ϕ1, often a metal) and the
potential of a reference electrode located just outside the
double layer (ϕ2). U is the difference between the potential
of the electrode and the reference electrode at equilibrium.
As already mentioned, V and Umust be relative to the same
reference electrode, although the precise choice of refer­
ence electrode is not critical as long as it is appropriate for
the system. Note that U= 0 if the reference electrode is the
same as the electrode of interest. For example, U would be
zero for the combination of a zinc electrode and a zinc
reference electrode (Why?). The methods that you learned
in Chapter 2 can be used to calculate U, which is a function
of the concentration at the surface.

The current density (i) is the current per area, with
typical units of mA�cm�2 or A�m�2. In theory, it is based on
the actual area over which the reaction is taking place. The
area, however, can be an issue in practice. For example, if
the measured value of io is based on the superficial or
apparent area in a system where the microscopic area is
significantly greater than the superficial area, io will not
transfer to another system with a different microstructure
(see Figure 3.6). The surface roughness illustrated in
Figure 3.6b results in a larger surface area for electro­
chemical reaction.

A surface roughness factor, Ra, can be defined as the
ratio of the true surface area and the apparent surface

Figure 3.6 The area of the electrode with a rough surface is much
larger than that of the one with the smooth surface.
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Table 3.1 io for Different Reactions

Reaction io [A�m�2]

O2+ 4 H++ 4e�=2 H2O on Pt 4× 10�9

NiOOH � H2O � e� ! Ni OH� �2 � OH� 6.1× 10�1

H2= 2 H++ 2e� on Pt in 1 N HCl 10

Fe3++ e�= Fe2+ 20

Zn � 2OH� ! Zn OH� �2 � 2e� 600

Ferri/ferrocyanide, 0.001 M 230

area, a ratio that can be quite large. Consequently, care
should be taken to accurately account for the area for
which the current density is defined. We will consider this
topic in some detail in Chapter 5, and in other places in
the text.

The exchange-current density, io, represents the rate
per area of the forward and reverse reactions at equili­
brium, where the total current is zero (see Equation 3.16).
The exchange-current density for different reactions can
vary over many orders of magnitude, as shown in Table 3.1
for some commonly encountered reactions. The value of io
for a given reaction can also vary widely as a function of
the electrode surface. Table 3.2 provides values for the
hydrogen reaction on different metals. Reactions with
higher exchange-current densities occur more readily
and result in higher current densities for a given over-
potential. In contrast, reactions with very low exchange-
current densities are slow or sluggish. The units on io are
the same as those on i since the exponential terms must
be unitless. The exchange-current density is also based
on the same area as i. The exchange-current density
includes the traditional chemical rate constant and concen­
tration terms and is therefore a function of both tempera­
ture and concentration.

The temperature dependence is exponential and can be
represented by an Arrhenius expression. Values of io at
different temperatures can be used to determine the

Table 3.2 io for Hydrogen Reaction in 1 m H2SO4 at
25 °C, values provide order of magnitude estimates

Metal io [A�m 2]

8Pb, Hg 10�
7Zn 10�
6Sn, Al, Be 10�
3Ni, Ag, Cu, Cd 10�
2Fe, Au, Mo 10�
1W, Co, Ta 10�

Rh, Ir 2.5

Pd, Pt 10
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activation energy needed to describe the temperature
dependence. The dependence is described with

�Eaio T � : (3.18)� � A exp
RT

Here A is a constant and Ea is the activation energy in
J�mol�1 for the reaction.

The concentration dependence can be determined explic­
itly for the elementary reaction considered in the previous
section as follows. First, the forward and reverse reactions in
Equation 3.11 can be solved together for U to yield:

RT kccOU � ln ; (3.19)
F kacR

which is a form of the Nernst equation. This expression can
be substituted back into either the forward or reverse rate
expressions in Equation 3.11 to give

io β β 1�β� kβk1� cRc : (3.20a)a c OF

Equation 3.20a applies to the single-electron elementary
reaction that we have considered. In general, io varies with
the surface concentrations of reacting species raised to a
power. The concentration exponents can be determined
from a mechanistic understanding of the reaction (see
Equation 3.3) or by measuring io at different concentra­
tions. Once the exponents are known, it is common
practice to report io values as

γ1 γ2c1 c2io � io;ref
 ; (3.20b)
c1;ref c2;ref

where the subscript ref refers to a reference concentration.
Finally, αa and αc are charge transfer coefficients and,

1as defined in Equation 3.17, have units of equiv mol� .
These coefficients are positive and bounded (typically,
αa+ αc= n, the number of electrons transferred in the
reaction of interest). Note that the terms αFη/RT must
be unitless, and the units for R and T should be chosen
accordingly. Information regarding the reaction mecha­
nism can be inferred from experimentally measured values
of α. For example, αa= αc= 0.5 indicates an elementary
single-electron reaction.

ILLUSTRATION 3.2

The reaction

Fe CN� �6 3� � e� $ Fe CN� �6 4�

is sometimes used in analytical electrochemistry.
This reaction can be assumed to be an elementary
reaction. The exchange-current density for this
reaction on a platinum electrode is 229 A�m�2 and
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was measured at room temperature (25 °C) where
both the reactant and product concentrations were
0.001 M. Experiments are being performed in a
neutral 0.1 M KCl solution with a ferricyanide
concentration of 0.02 M and a ferrocyanide concen­
tration of 0.015 M.

a. Calculate the current that you would expect to
measure from a 0.5 cm× 0.75 cm piece of plati­
num foil at a potential of 0.10 V versus a saturated
calomel reference electrode (SCE). You may use
simple activity corrections (neglect activity coef­
ficients); liquid junction potentials may also be
neglected. Please comment on the applicability of
these assumptions.

b. A potentiostat is used to hold the potential of the
Pt working electrode at the desired value versus
the SCE reference electrode. What reaction do
you think is being driven at the counter electrode?

Solution:

a. First, we need the equilibrium potential for the
reaction. A search online reveals that the standard
potential for the reaction is 0.36 V. We will use
Equation 2.25 to correct this value for concentration:

U � Uθ � RT

nF
ln

c
Fe CN� �6� �4�

c
Fe CN� �6� �3�

� 0:36 V �
8:314 J
mol ?K

298K� �
1 equiv

mol
96,485 C

equiv

ln
0:015 M
0:02 M

� 0:3674 V:

This potential is relative to a SHE. We have
assumed that the bulk concentrations given apply
at the surface of the electrode. This assumption
will not be good at high rates of reaction. Activity
coefficient corrections should not be excessively
large because of the relatively low concentration
of ions. Also, the corrections to the numerator and
denominator would be similar and tend to cancel.
The liquid junction potential should be small
since K+ and Cl� have similar transport properties
(remember that this correction is due to a potential
created by unbalanced transport of the ions). Even
so, we have undoubtedly included more signifi­
cant figures than is warranted and will want to
consider this in evaluating our final answer.

In order to get the overpotential for the BV
equation, the equilibrium potential and the elec­
trode potential need to be relative to the same
reference. 0.10 V SCE= 0.342 V SHE (you
should verify this for yourself).

The overpotential ηs is 0.342� 0.3674=
�0.0254 V. The negative overpotential indicates
that the cathodic reaction will dominate.

We also need the exchange-current density at
the concentrations of interest. From Equation 3.20,
we get

io � 229 A ?m�2 0:015
0:001

0:5 0:02
0:001

0:5

� 3966 A ?m�2:

Note that the 0.5 values for the exponents are a
result of the fact that we have a one-electron
elementary reaction (see Equation 3.19). We
can now plug the values into the BV equation
to calculate the current density.

i � 3966 A ?m�2 exp
0:5F �0:0254 V� �

RT

�exp � 0:5F �0:0254 V� �
RT

� �4080 A ? m�2 :

The current density is negative since it is cathodic.
To get the current, we must multiply by the area of
the electrode. We assume that both sides of the
electrode are active to give a total area of
0.75 cm2. The resulting current from the electrode
is therefore �0.306 A.

b. In order to set the potential of the Pt electrode at the
given value, the potentiostat will drive an oxidation
reaction at the opposite electrode. The easiest
reaction to drive will be the oxidation of the ferro­
cyanide. If that reaction is not sufficiently rapid to
provide the needed oxidation current, additional
current will likely be provided by the oxidation of
water to form O2, a reaction that takes place
frequently in aqueous electrochemical cells.

In summary, the Butler–Volmer equation was
derived for a single-electron elementary reaction and
then generalized. From a practical perspective, the BV
equation is a three-parameter equation that can be fit to
experimental data from a wide variety of electrochemical
reactions.
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3.4 REACTION FUNDAMENTALS

We will find the Butler–Volmer formulation of kinetics
extraordinarily useful for the study of electrochemical
systems. Nonetheless, it is largely a phenomenological
or empirical equation with three parameters, io and two
transfer coefficients, αa and αc. We saw vast variations in
exchange-current densities based on the reactions and the
electrode surface. What causes one reaction to be facile and
others to be sluggish? The answer to these questions must
be rooted in the chemical environment of the reactants and
products as well as the structure of the interface between
the electrode and the electrolyte. These fundamental stud­
ies have been pursued extensively, and in fact two Nobel
Prizes for Chemistry have been awarded in the field of
electron transfer reactions in chemical systems (Henry
Taube, 1983 and Rudy Marcus, 1992). Although the
theory is still far from complete, it is instructive to consider
a few aspects and results from these works.

First, we should like to distinguish between two
types of electron transfer reactions: inner sphere and
outer sphere. For outer sphere reactions, the reactants
and products do not interact with the electrode surface.
Rather than being adsorbed onto the surface, they may be
a solvent layer away from the surface. You might expect
that for these types of reactions, the nature of the elec­
trode surface is less important. In contrast, inner sphere
reactions have strong interactions with the electrode
surface and often involve specific adsorption. The oxy­
gen and hydrogen reactions are two examples of inner
sphere reactions. As we saw from Table 3.2, the electrode
material plays a critical role in determining the exchange-
current density. As a specific example, this dependence
may be explained in part by understanding the mecha­
nism of the hydrogen reaction in more detail. We can
view the metal surface as a collection of possible sites for
adsorption of hydrogen. The hydrogen reaction proceeds
through two steps, referred to as the Volmer�Tafel
mechanism. Dissociative adsorption of molecular hydro­
gen onto two metal sites, S, takes place first, and is
followed by the electron transfer reaction.

H2 � 2S � 2HS �Tafel�
HS � H� � e� �Volmer�

The adsorption step is relatively slow and thus rate deter­
mining. If hydrogen adsorbs either too weakly or too
strongly, the reaction is inhibited. First principles calcula­
tions of the strength of adsorption on different metals
predict the trends in exchange-current density with differ­
ent materials.

Reaction theory is most developed for the so-called
outer sphere reactions. These reactions are more
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tractable because the interactions with the electrode
surface are absent. Let’s compare a reaction already
encountered in this chapter and treated with the
phenomenological Butler–Volmer equation to an isotope
exchange reaction:

3�
Fe CN�6� � e Fe CN�6� 4� �Uθ � 0:361 V�

Fe2� � Fe∗3� � Fe3� � Fe∗2�

The first is the ferri/ferrocyanide reaction and the second is
the reaction between Fe(II) and Fe(III). The asterisk refers
to an isotope of iron, and this reaction is an isotope
exchange reaction. In both cases, no chemical bonds are
broken or formed. In contrast to what might be intuitive,
the ferri/ferrocyanide reaction is relatively fast compared to
the isotope exchange reaction. This result can be under­
stood in terms of the reorganization energy, λre (not to be
confused with the Debye length, which also uses λ). There
are two components of this reorganizational energy repre­
senting solvation and vibrational energy terms. When,
because of electron transfer, the charge of the species
changes, its chemical environment must adjust to the
new equilibrium. The theory predicts that the change in
Gibbs energy of the activated complex is proportional to
this reorganizational energy:

ΔGz
λre∝ : (3.21)

RT

Thus, the larger the reorganization energy, the smaller
the rate constant. For the bulkier ferricyanide complex, the
change in charge has a relatively smaller effect and
the reorganization needed is much smaller, and therefore
the reaction is faster.

A second key result from the theory has to do with the
transfer coefficient:

1 F V � U��
α � � : (3.22)

2 2λre

Here we note that generally the term involving the reor­
ganizational energy λre is small, and therefore a transfer
coefficient of 0.5 for an elementary single-electron transfer
reaction has some theoretical basis. Furthermore, we see
that there is no dependence of the transfer coefficient on
temperature, but a small dependence on potential. It is also
important to note that Equation 3.22 is for outer sphere
reactions. For inner sphere reactions, the interactions with
the electrode must be considered, and one can neither
expect the transfer coefficient to be 0.5 nor to be indepen­
dent of temperature and potential.
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3.5 SIMPLIFIED FORMS OF THE
BUTLER–VOLMER EQUATION

Tafel Approximation
The BV equation has two exponential terms, one that
represents the anodic current (i> 0, ηs> 0) and the other
that represents the cathodic current (i< 0, ηs< 0). What
happens to the relative magnitude of the two terms as ηs
becomes more positive? What about as ηs becomes more
negative?

When ηs is large and positive, the anodic term of the
BV equation dominates and the cathodic term does not
contribute significantly to the current. Basically, the acti­
vation energy changes as a function of the potential until
that corresponding to the cathodic reaction becomes much
larger than that for the anodic reaction. Under such condi­
tions,

αaFi � io exp η : (3.23)sRT

This simplified expression is called the Tafel equation. It
can be readily solved for the overpotential as a function of
the current:

RT RT
η � ln i � ln io: (3.24)s αaF αaF

Equation 3.24 is the equation of a line for ηs versus ln i.
Both αa and io can be determined from experimental
current–voltage data by fitting a line to the data. One of
the advantages of the Tafel equation is that there is one less
parameter to fit (two rather than three). In the past, when
most analysis was done graphically, it was common
practice to use the base10 logarithm in analysis rather
than the natural logarithm. We also use base10 logarithms
in log–log and semi-log plots because such plots are easier
to read. Equation 3.24 can be written accordingly as
follows:

η � a � b log i; (3.25)s

�2:303RT 2:303RT
a � logio; b � :

αaF αaF

This equation yields a slope of 59.2 mV per decade for an
αa of 1. The slope of experimental data can be used as a
quick reference for determining α. For example, a Tafel
slope of about 118 mV per decade would correspond to a
single-electron reaction with αa equal to 0.5. Note that a
decade is one x unit on the base10 semi-log plot of ηs versus
log i.

Figure 3.7 Classic Tafel plot. Parameters used are io= 10�4 A�m�2,
25 °C, α= 0.5.

A similar development can be used to obtain a Tafel
expression for the cathodic reaction at large negative
values of ηs:

αcFi � �io exp � η : (3.26)sRT

RT RT RT RT
η � � � � � ln io � � j j � ln io:ln �i ln is αcF αcF αcF αcF

(3.27)

Note that i< 0 for cathodic current so that �i is positive as
it must be inside the logarithm. To emphasize this, we have
included the absolute value in the last term of
Equation 3.27 and on graphical representations of the
equation. The slope of the cathodic curve is negative. A
classical Tafel plot is shown in Figure 3.7 for ηs as a
function of log |i|. Both the anodic and cathodic Tafel lines
have been included, which meet at ηs= 0, where j ji � io.
The absolute value of the current from the full BV equation
is also shown. The Tafel approximation and the full BV
equation are identical at high overpotentials, but diverge as
the overpotential approaches zero. As mentioned above,
such plots are useful for fitting parameters to experimental
data. These types of plots have also been used extensively
to analyze corrosion systems (see Chapter 16), among
others.

How large must the overpotential be in order for the
Tafel expression to be valid? To address this question, we
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compare the current from the Tafel expression with that
from the corresponding full BV equation. That comparison
yields the following:

B T K� �j jη > ; (3.28)s �αa � αc� 298:15

where B is a constant that is equal to 0.12 V for a maximum
error less than 1%, and 0.062 V for a maximum error
<10%. Equation 3.28 provides an easy way to determine
the minimum value of the overpotential that meets these
error specifications. However, it assumes that αa and αc
are known. This, of course, does not help if you are using
the Tafel expression to fit data in order to estimate these
parameters. A general rule of thumb is that the over-
potential should be greater than about 100 mV for use
of the Tafel simplification. Graphical examination of the
data that you are fitting will also allow identification of
the linear region (semi-log plot) that can be used for
parameter fitting with the Tafel equation.

ILLUSTRATION 3.3

Kinetic data are provided for the evolution of chlorine
in 5 M NaCl at 20 °C (J. Electrochem. Soc., 120, 231
(1973)). a) Write the reaction for the evolution of
chlorine. Is this anodic or cathodic? b) What is the
Tafel slope for the reaction? c) Determine the
exchange-current density for this reaction. d) Find
the transfer coefficient αa.

Current density [A�m�2] Overpotential [V]

60,300 0.2091
41,300 0.1994
22,300 0.1703
12,400 0.1515
8,080 0.1359
6,180 0.1208
4,110 0.1036
2,070 0.07934
1,230 0.05512
817 0.04727
621 0.04047
427 0.03433
240 0.02547
173 0.02204
116 0.01658
58.4 0.01175
30.1 0.00489

a. The reaction is

2Cl� ! Cl2 � 2e�

Because electrons are released, this is an anodic
reaction.

b. According to the Tafel equation, the current den­
sity is

i � io exp
αaF η
RT s :

Taking the logarithm

ln � �10 flog � �i � log � �io g � αaF η
RT s

and rearranging results, an equation of the form
y= ax+ b,

ηs � 2:303
RT

log i
αaF

� � � RT
ln i

αaF
� �o :

The overpotential data are plotted as a function of
the logarithm base 10 of the current density. As
expected, the relationship is not linear over the
entire range. At larger overpotentials, the Tafel
equation should apply and the slope is constant. A
line is fitted through the data points at overpoten­
tials greater than 50 mV. The slope of the fitted
curve is 92 mV per decade.

c. The Tafel equation reduces to i= io when the
overpotential is zero. Graphically, the fit is
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extrapolated to ηs= 0, and the value for the
exchange-current density is read off the graph.
Alternatively, the value is calculated from the
regression fit:

ηs � �0:22595 � 0:09164 log io� � � 0:

Solving, io= 292 A�m�2.

d. Using the slope fitted to the data,

slope � 0:09164 � 2:303
RT

αaF
:

Thus,

αa � 1
0:09164

2:303
RT

F
� 0:63:

Linear Approximation
The BV equation can also be approximated at low over-
potentials by expanding the full BV expression in a Taylor
series around ηs= 0, and keeping the first two terms of the
series for both the anodic and cathodic portions:

αaF αcFi � io � io �η � 0� � io � io �η � 0� :s sRT RT

(3.29)

�αa � αc�F� io η : (3.30)sRT

The resulting linear expression is accurate for small values
of ηs and is typically used when the overpotential is 10 mV
or less. The error associated with use of this approximation
varies with the parameters used.

3.6 DIRECT FITTING OF THE
BUTLER–VOLMER EQUATION

In situations where current�voltage data are available only
over a limited range that is not adequately addressed by one
of the limiting cases above, a direct fit of the data to the full
BV equation may be appropriate. This fitting can be done
in a straightforward manner with use of a nonlinear solver
or optimization routine to minimize the error between the

data and the desired BV expression. This process is
illustrated for Microsoft Excel in the example that follows:

ILLUSTRATION 3.4

The following data were taken for a NiOOH
electrode, which involves a single-electron reaction.
Please fit the data to the appropriate kinetic expres­
sion.

Overpotential [V] Current density [A�m�2]

�0.1 �4.20
�0.09 �3.36
�0.08 �2.40
�0.07 �2.30
�0.06 �1.80
�0.05 �1.25
�0.04 �1.00
�0.03 �0.80
�0.02 �0.50
�0.01 �0.22

0.01 0.24
0.02 0.45
0.03 0.80
0.04 1.00
0.05 1.45
0.06 1.80
0.07 2.10
0.08 2.80
0.09 3.50
0.1 4.10

Solution:

We first plot the data to get a feel for what we have.
Note that the maximum overpotential is 100 mV, so
we would not expect to be able to fit the data with just
Tafel expressions for the anodic and cathodic currents.

We first plot the data using linear scales for both
the current and potential. We next plot the same data
with the absolute value of the current on a log scale.

From the semi-log plot, we see that most of the
data are not in the Tafel region, although we can get
an estimate of what the Tafel slopes might be from
the last few data points that correspond to the highest
values of either the anodic or the cathodic current.
Therefore, we will fit the data to the full BV
equation. We will do this by using the Solver in
Microsoft Excel to determine io, αa, and αc that best
fit the data. Please note that the Solver may not come
loaded by default, although it is included within the
software as delivered.
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When loaded, it is found under the “Data” rib­
bon in Excel. Before demonstrating, we will use the
last few points of the cathodic curve to get an esti­
mate of αc and io. Note that the α values are bounded
and relatively easy to guess with reasonable accu­
racy, but io can vary over orders of magnitude. Con­
sequently, we will fit the last few points to a Tafel
expression to get starting values for the desired
parameters. A linear fit of ln |i| versus ηs for the last
four points of the cathodic curve yields a slope of
�0.0435 and an intercept of �0.0376. The corre­
sponding values of αc and io are 0.59 and 0.42,
respectively, where io has the same units as the cur­
rent (A�m�2) (see Equation 3.24). These will be our

starting estimates for fitting the full BV equation.
Since we have a single-electron reaction, we will
assume αa= 1� αc as the starting value. The setup
on the spreadsheet is as follows:

Excel Solver Fit of BV Equation

Physical Constants (25 C)

F/RT 38.924

Fitting Parameters

αc 0.5900
io 0.4200
αa 0.4100

Overpotential
Measured

Current
Calculated

Current Error

�0.1 �4.20 �4.0894 0.111
�0.09 �3.36 �3.2181 0.142
�0.08 �2.40 �2.5200 �0.120
�0.07 �2.30 �1.9586 0.341
�0.06 �1.80 �1.5047 0.295
�0.05 �1.25 �1.1350 0.115
�0.04 �1.00 �0.8306 0.169
�0.03 �0.80 �0.5763 0.224
�0.02 �0.50 �0.3596 0.140
�0.01 �0.22 �0.1704 0.050

0.01 0.240 0.1589 0.081
0.02 0.450 0.3126 0.137
0.03 0.800 0.4670 0.333
0.04 1.000 0.6276 0.372
0.05 1.450 0.7996 0.650
0.06 1.800 0.9883 0.812
0.07 2.100 1.1994 0.901
0.08 2.800 1.4387 1.361
0.09 3.500 1.7130 1.787
0.1 4.100 2.0295 2.071

11.866 Sum of
Error Squared

The “Calculated Current” is calculated with the
desired BV equation using the parameters above.
The “Error” is simply the difference between the
calculated value and the measured value. The Sum
of Error Squared was calculated with the SUMSQ
function in Excel. Solver will minimize this value by
changing the fitting parameters. The fitting is done
by selecting the cell containing the sum of the
squared errors (initial value 11.866), choosing Solver
under Data in Excel, and then using the Solver to
minimize the value of this computational cell by



54 Electrochemical Engineering

varying the three fitting parameters. The resulting
values are shown in the following table:

αc 0.5035
io 0.5893
αa 0.5087

The Solver fit reduced the error from 11.866 to a
final value of 0.186. Note that the fitting did not
constrain αa+ αc= 1. Therefore, the two parameters
were fit independently and validated the fact that we
have a single-electron reaction. The above process
works well as long as the values of the current do
not vary widely over orders of magnitude. In those
cases, errors associated with the high current values
are weighted more heavily and bias the fit. The bias
can be offset through the use of a normalized error,
but it is better to just use a Tafel fit, since you would
undoubtedly have data in the Tafel region and a
Tafel fit adequately handles the wide range of data. Figure 3.8 Concentration profile during mass transfer.

3.7 THE INFLUENCE OF MASS
TRANSFER ON THE REACTION RATE

As noted above, the exchange-current density and, hence,
the current depends on concentration at the surface (see
Equation 3.20). Species can be consumed and/or generated
at the surface, leading to surface concentrations that can vary
significantly from the bulk concentrations, as illustrated in
Figure 3.8. In this section, we consider the situation where
the reaction rate depends linearly on the reactant concentra­
tion at the surface. As the applied potential is increased, the
reaction rate increases, the surface concentration decreases,
and the mass transfer resistance to the surface becomes
important. A simplified expression for mass transfer can be
used in the presence of supporting electrolyte, as will be
discussed in the next chapter, or for a reactant that is not
charged. Under such conditions, the rate of mass transfer of
the reactant to the surface can be approximated as

: (3.31)NR � km cR;b � cR;s

Normally the mass-transfer coefficient is represented by kc.
In this chapter, km is used for clarity. At steady state, the
rate of mass transfer must equal the reaction rate at the
surface, where the Tafel equation is assumed to apply:

αaFcR;si � nFkm exp η :cR;b � cR;s � io;ref sRTcR;ref
(3.32)

For simplicity, we assume cR;ref � cR;b: These equations
can be used to eliminate the unknown surface concentra­
tion. Solving for the current density yields

1
i � : (3.33)

1 1�
αaFnFkmcR;b io;bexp ηsRT

The expression in Equation 3.33 reflects the fact that the
current depends on two resistances in series, one associated
with mass transfer and the other with the reaction at the
surface. If the kinetics is slow relative to the mass transfer,
the second term in the denominator is large relative to the
first, and i is limited by kinetics. In contrast, if the mass
transfer is slow relative to the kinetics, the first term in the
denominator dominates (km is small, so its reciprocal is
large) and the current depends only on mass transfer.
In between those extremes, both resistances influence
the current density. The overall impact is shown in
Figure 3.9, where the current rises exponentially (kineti­
cally dominated) and then levels off due to mass transport
limitations. At high overpotentials, the reaction is no
longer limiting, and the current depends only on mass
transfer, which is not affected by the overpotential. At high
values of surface overpotential, the reaction at the surface
is so fast relative to the rate of mass transfer that the
reactant is consumed at the surface as quickly as it arrives,
yielding a surface concentration of the reactant that is
essentially zero. The mass transfer limited or limiting



Figure 3.9 Mass transfer limiting current.

current can be calculated from the transport expression by
assuming a zero concentration at the surface:

ilim � nFkmcR;b; (3.34)

where n is the number of electrons transferred per mole of
cR reacted as determined from the electrochemical
reaction. In practice, there are many industrial reactions
that are carried out at the limiting current in supporting
electrolyte.

The above problem is difficult to solve explicitly
when the dependency of io on concentration is nonlinear
(e.g., a fractional power). We also allow io to be known
at a concentration other than the bulk concentration. In
such cases, the following equation can be solved numer­
ically for the surface concentration over a range of
overpotentials:

γ αaFcR;snFkm exp ηcR;b � cR;s � io;ref sRTcR;ref

αcF� exp � η : (3.35)sRT

Once the surface concentration is known, either the mass
transport expression or the rate expression can be used to
calculate the current.

Although the expression for mass transfer has inten­
tionally been kept simple, this section provides an initial
exposure to the limiting current, critical to the design and
operation of electrochemical processes. A more detailed
treatment of transport is found in the next chapter.
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3.8 USE OF KINETIC EXPRESSIONS
IN FULL CELLS

The purpose of this section is to help develop some initial
experience and intuition with full electrochemical cells. By
a full cell, we simply mean an electrochemical cell with the
anode and cathode separated by some distance by an
electrolyte. What’s more, we will consider the potential
of the cell, namely, the potential of the positive electrode
relative to the negative, rather than the potential of a single
electrode relative to a reference electrode. The focus will
still be on the rate expressions, although we will account
for the potential drop in solution in a simple way in order to
illustrate the influence of the potential field across the
entire cell. Additionally, we will introduce some nomen­
clature that will be used extensively in future chapters on
electrochemical cells. Concentration effects will not be
treated in this section.

Let’s consider a system consisting of a Zn electrode
and a NiOOH electrode in an alkaline solution. This is a
galvanic cell where Zn will oxidize, and NiOOH will be
reduced according to the following reactions characteristic
of a Ni/Zn battery:

Zn � 2OH� ! Zn OH�2 � 2e��
NiOOH � H2O � e� ! Ni OH�2 � OH��

Given the geometric and physical property data in
Table 3.3, we will find the following:

a. The difference in potential across the cell that corre­
sponds to a current density of 1000 A�m�2.

b. The discharge current that corresponds to a cell volt­
age of 1.3 V.

Table 3.3 Parameters Used to Generate Figure 3.10

Symbol Value Explanation

Ra,Ni 100 Surface roughness factor for Ni electrode

Ra,Zn 2 Surface roughness factor for Zn electrode
�2]io,Ni 0.61 Exchange-current density for Ni [A�m
�2]io,Zn 60 Exchange-current density for Zn [A�m

T 298.15 Temperature [K]

UNi 1.74 Equilibrium potential of Ni relative to Zn
reference electrode, V

αa,Ni 0.5 Anodic transfer coefficient for Ni electrode

αa,Zn 1.5 Anodic transfer coefficient for Zn electrode

αc,Ni 0.5 Cathodic transfer coefficient for Ni electrode

αc,Zn 0.5 Cathodic transfer coefficient for Zn
electrode

�1]κ 60 Conductivity of electrolyte [S � m

L 2 Thickness of electrolyte (mm) (cell gap)
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Figure 3.10 Metal and solution potentials for a current density of
1000 A�m�2. The potentials are not to scale.

c. The charge current that corresponds to a cell voltage of
2.0 V.

For our purposes here we will define the discharge
current to be positive and the charge current to be nega­
tive. We treat the problem as one dimensional, with
current flow between two flat electrodes of equal size
and electrolyte in the gap L between the two electrodes.
The potentials corresponding to 1000 A�m�2 are shown in
Figure 3.10 (left part). The zinc electrode is the negative
electrode and the nickel is the positive one; these are
designated with the superscripts n and p. There are three
potentials that need to be considered: ϕ2, the potential of
the solution defined with respect to a reference electrode,
ϕp

1 andϕn
1, the metal potentials of the positive and negative

electrodes, respectively. Note that ϕ2 varies in the electro­
lyte between the two electrodes; therefore, the potential in
solution at the zinc electrode is different than that at the
nickel electrode.

The potential drop in solution obeys Ohm’s law,
where

Δϕ2i � �κ ; (3.36)
Δx

and κ is the conductivity of the electrolyte. The cell
potential is the potential that you would measure if you
connected the positive lead (usually the red wire) of your
voltmeter to the nickel electrode and the negative lead
(usually black) to the zinc electrode. This potential is
defined as Vcell � ϕp

1 � ϕn and is always found as a1
difference rather than an absolute value. We may therefore
arbitrarily designate a value for the potential at a point in

the cell. In this one-dimensional problem, we specify the
potential of the zinc metal to be zero, ϕn

1 � 0. We also
specify x � 0 at the surface of the zinc electrode. In
addition, we must choose a reference electrode for the
solution. In this case, all potentials in solution are referred
to a zinc reference electrode.

First, we find the potential of the cell that corresponds
to a current density of 1000 A�m�2. The potential V used in
our kinetic expression is the potential of the metal relative
to the potential of the solution just outside the double layer
(see Equation 3.15b). Therefore,

η � V � U � ϕ1 � ϕ2 � U:s

We will encounter a surface overpotential for both the
negative and positive electrodes, and these values are
different:

ηn � ϕn
1 � ϕn

2 � Uns

and ηp � ϕp
1 � ϕp

2 � Up:s

Since both the anode and the reference electrode are Zn, the
equilibrium potential Un= 0. When the current density i is
known, we can move from one side of the cell to the other
in steps as we solve for the potentials. We begin at the zinc
electrode where the potential of the metal has been speci­
fied as ϕ1

n � 0. Writing the BV equation for the zinc
electrode, the only unknown is the surface overpotential.
Note that we have multiplied io,Zn by Ra,Zn in order to
account for surface roughness that makes the actual area
larger than the superficial area upon which the current
density is based. Solving numerically yields
ηn � 0:0373 V. As expected, along the anodic branch,s
the overpotential is positive. This value is also �ϕn

2, the
potential in the solution at the surface of the zinc electrode
just outside the double layer, because ϕn

1 � Un � 0. Know­
ing the potential in solution at the zinc electrode interface,
we can next calculate the potential drop in solution and
hence the potential at the nickel�electrolyte interface.

ϕpΔϕ � ϕn

i � �κ � �κ 2 2 (3.37)
Δx L

Therefore, it follows that

ϕp
2 � ϕn

2 � iL � �0:0706 V: (3.38)
κ

Note that positive current flow is from the anode to the
cathode and is accompanied by a drop in potential in the
solution. The last step is to use the BV equation for the Ni
electrode to calculate the potential of the solid phase, ϕp

1 for
the Ni electrode. Up is the equilibrium potential of the
nickel electrode relative to a zinc reference electrode that is
provided in Table 3.3. At 1000 A�m�2, ηp � �0:1438 V.s
On the cathodic branch, the overpotential is negative, and
since the exchange-current density is smaller than for the



zinc electrode, the magnitude of the overpotential is grea­
ter. Finally, we solve for the potential of the positive
electrode, ϕp

1�Up � ηp � ϕ2
p � 1:74 � 0:1438 � 0:0706 Vs� 1:526. The cell potential is Vcell � ϕp

1 � ϕn
1 � 1:526

V. This is the potential that would be measured between
the electrodes for the cell operating at the specified current
density of 1000 A m�2. These potentials are shown in
Figure 3.10. Please study this figure carefully in order
to help you understand how the potential varies in an
electrochemical cell. Note that because the standard poten­
tials of the two electrodes differ by almost 2 V, this figure is
not to scale.

Next, in the right part of the figure, we find the
discharge current that corresponds to a cell voltage of
1.3 V. Since the cell voltage is Vcell � ϕp

1 � ϕn and we1
can specify the absolute value of the potential at one point,
we arbitrarily set ϕn

1 � 0. It follows that ϕp
1 � 1:3 V.

Solution of this problem is a little more complicated
when the current density is not known. In this case, we
must solve the problem iteratively. The problem can be
solved by manual iteration, guessing a current density,
calculating a cell potential, and adjusting our guess until
the calculated cell voltage matches the specified value. It is
much more efficient to simultaneously solve three equa­
tions for the three unknowns numerically.

Note that the current density in solution is defined as
positive when moving from anode to cathode. In contrast,
the cathodic current density, which flows in the same
direction, is defined as negative by convention. Hence,
the current in solution must be set equal to the negative of
the cathodic current.

This procedure works equally well for charge as for
discharge without the need to modify the equations.
However, for charging, the specified potential between
the electrodes must be greater than the open-circuit
voltage. Thus, solving the same set of equations for an
applied potential of 2.0 V yields a charging current of
�821 A�m�2.

The total voltage loss, or polarization, across the cell is
equal to ηZn � Δϕsolution � ηNi. The model that we have
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Figure 3.11 Kinetic and ohmic polarizations for a Ni�Zn cell.

developed can be used to evaluate the relative magnitude
of each of these losses as a function of current, as shown in
Figure 3.11. Examination of the figure shows that the
overpotential at the zinc electrode is much less than that
at the nickel electrode. Note also that the potential drop in
solution increases linearly with current in the absence of
concentration gradients, and that its relative importance is
greater at the higher currents.

One final note, the reference electrode described here
is unlikely to be physically “just outside the double layer.”
Recall, the typical double layer is only a few nanometers
thick. In fact, the reference electrode may be far removed
from the electrode surface. As a result, there will be a
difference in the potential that is measured by this refer­
ence electrode and what is needed for the kinetic expres­
sion. Placement of the reference electrode and correcting
for this difference in potential will be covered in

Specified variables Unknown variables Equations

�2ϕn
1 � 0 V i= 4640 A�m iL

ϕp
2 � ϕn

2 � , Ohm’s law for electrolyte
κ

αa;ZnF�ϕn�ϕn�Un� �αc;ZnF�ϕn�ϕn�Un�1 2 1 2

ϕp
1 � 1:3 V ϕn

2 � �0:0627 V i � Ra;Znio;Zn exp RT � exp RT

αa;NiF�ϕp�ϕp�Up� �αc;NiF�ϕp�ϕp�Up�1 2 1 2

ϕp
2 � �0:218 V �i � Ra;Niio;Ni exp RT � exp RT
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subsequent chapters. For our purposes here, when the
overpotential is reported, assume that the correction has
been made so that the potential corresponds to one meas­
ured by a reference electrode that is just outside the double
layer, even if it is hypothetical. In some of the problems at
the end of the chapter on full cells, you may be told that the
ohmic resistance has been removed or you may need to
subtract it to focus on the kinetic polarization.

3.9 CURRENT EFFICIENCY

Several efficiencies are used to characterize electrochem­
ical processes and systems. The faradaic efficiency was
introduced in Chapter 1. Here, we present the current
efficiency, which is slightly different:

current of desired reaction
η � : (3.39)c total current

Undesired reactions occur in both electrolytic and galvanic
cells. These unwanted side reactions reduce the current
efficiency. We can explore this concept with the charging
of a lead–acid battery. Two reactions at the positive
electrode are possible. The first is the sought-after reaction
for the oxidation of the solid lead sulfate:

PbSO4 � 2H2O ! PbO2 � SO4
2� � 4H� � 2e�

�Uθ � 1:685 V�
A second, undesired, reaction is the evolution of oxygen:

2H2O ! O2 � 4H� � 4e� �Uθ � 1:229 V�

If a certain current is used to charge the cell, what fraction
of the electrons produced result from the desired reaction?
The answer to this question is determined by the electrode
kinetics. Notice that the equilibrium potential for the
positive electrode of the lead–acid cell is more than
0.4 V higher that of the oxygen reaction. Thus, we can
expect the overpotential for the oxygen reaction to be much
larger.

ILLUSTRATION 3.5

Calculate the current efficiency for the positive elec­
trode during charging of the lead–acid cell. At a
particular point in the charging process, the over-
potential for the oxidation of lead is 0.05 V, and the
overpotential of the oxygen evolution reaction is
0.6 V. Use Butler–Volmer kinetics for the reaction
with lead.

Kinetic parameters

Lead acid (1) Oxygen evolution (2)

Butler–Volmer Tafel
αa= 1.0, αc= 1.0 αa= 0.5
io= 1 A�m�2 io= 2× 10�6 A�m�2

ηs;1 � 0:05 V ηs;2 � 0:60 V

ηc � i1
i1 � i2

�
io;1 exp

αa;1F

RT
ηs;1 � exp

�αc;1F
RT

ηs;1

io;1 exp
αa;1F

RT
ηs;1 � exp

�αc;1F
RT

ηs;1 � io;2 exp
αa;1F

RT
ηs;2

� 0:97:

Therefore, 3% of the current is going toward the
evolution of oxygen rather than recharging of the
battery. Successful operation of this battery relies
on sluggish kinetics for oxygen evolution.

Because the current efficiency is not 100%, more
current and therefore more energy must be used to charge
the battery to the same point. Also, note that current
efficiency as defined applies to a single electrode. The
current efficiency for the negative electrode of the same
battery will be different. Here, the undesired side reaction
is the evolution of hydrogen. Because of different transfer
coefficients, and different dependencies on temperature,
current efficiency can change with polarization.

In subsequent chapters, the current efficiency and
some variants will be used for analysis of different electro­
chemical systems. The focus may be on an electrode, a cell,
or even an entire system. As a consequence, it is necessary
to modify or even add new definitions. For instance,
consider the electrolysis of water to produce hydrogen
and oxygen. Even if the current efficiencies of the two
electrodes are unity, some oxygen and hydrogen may
recombine in the cell and revert to water. This process
is clearly undesired and represents a loss that is not
captured by the defined current efficiency. The nature of
the inefficiency is not electrokinetic, and its discussion is
deferred to subsequent chapters.

CLOSURE

The main objective of this chapter was to introduce the
relationship between current density and the potential of
the electrode. The critical parameter is the surface over-
potential, the difference in potential between the metal and
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the solution just outside of the double layer. In order to
remove ambiguity, these potential are measured with a
reference electrode. Most of the time, this current�voltage
relationship is described with the Butler–Volmer equa­
tions. However, it is important to remember that this
expression is semiempirical and cannot be expected to
apply to every situation. Finally, the potential of full cell
that includes kinetic resistance was developed.
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PROBLEMS

3.1 The following reaction occurs rapidly at an inert electrode.

3� 4�
Fe CN�6� � e� $ Fe CN 6� �

The standard potential for the reaction is 0.26 V; 10 mg of
potassium ferricyanide is added to 100 cm3 of water.

3�
(a) Determine the concentration of K+, Fe CN�� ;6

and Fe CN�6� 4�
at equilibrium if the measured potential

relative to a hydrogen reference electrode at 25 °C is 0.26 V.

(b) Calculate the Debye length and sketch the potential near
the electrode.

(c) What is the effect of adding KCl to a concentration of
0.1 M on the Debye length and the electric field across
the double layer?

3.2 Repeat Illustration 3.2(a) for the situation where the potential
(0.10 V) is relative to a Ag/AgCl reference electrode. The
equilibrium potential for the saturated Ag/AgCl electrode is
0.197 V. Please comment on any differences that you
observe between the two solutions.

3.3 Hydrogen gassing can be a serious problem for lead–acid
batteries. Consider two reactions on the negative electrode:
the desired reaction for charging

2�PbSO4 � 2e� ! Pb � SO4 ; Uθ � �0:356 V

and an undesired side reaction

2H� � 2e� ! H2: Uθ � 0 V

(a) The exchange-current densities for the two reactions are
� 6:6 � 10�10 A ? m�2io;PbSO4 � 100 A ?m�2, and io;H2 ,

where the exchange-current density for the hydrogen
reaction is on pure lead. Calculate the current density for
each reaction if the electrode is held at a potential of
�0.44 V relative to a hydrogen reference electrode. The
temperature is 25 °C, and the transfer coefficients are 0.5.

(b) With Sb impurity in the lead, the exchange-current
density of the hydrogen reaction increases to 3.7× 10�4

A�m�2. Repeat the calculation of part (a) in the presence
of antimony. Assuming that all impurities cannot be
eliminated, what implications do these results have for
the operation of the battery?

3.4 Data for the exchange-current density for oxygen evolution
on a lead oxide surface are provided as a function of
temperature. Develop an expression for io as a function of
temperature. What is the activation energy? If the transfer
coefficient is a constant at 0.5 and the overpotential is 0.7 V,
at what temperature will the current density for oxygen

�2?reduction be 5 A�m

T [°C] io [A�m�2]

15
25
35
45

6.9× 10�7

1.7× 10�6

7.6× 10�6

1.35× 10�5

3.5 The following reaction is an outer sphere reaction that occurs
in KOH.

� � e 2��MnO4� � $ �MnO4�
Would you expect the reaction to have a larger or small

reorganizational energy compared to an isotope exchange
reaction for manganese? What does this imply about the
reaction rate?

3.6 On the right find a portion of Julius Tafel’s original data for
the evolution of hydrogen on mercury (Zeit. Physik. Chem.
50, 641–712 (1905)). Create a Tafel plot and find the Tafel
slope for these data. The experiments were conducted in 2 N
sulfuric acid at 26.4 °C.

Potential Current density [A m�2]

1.665 4
1.713 10
1.7465 20
1.7665 30
1.777 40
1.824 100
1.858 200
1.878 300
1.891 400
1.912 600
1.94 1000
1.963 1400
1.989 2000

It’s interesting that these data were plotted on a linear
scale in the manuscript, so Tafel never created the plot named
in his honor, but he did report the slope. What additional
information would be necessary to determine the exchange-
current density?
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3.7 The evolution of oxygen is an important process in the lead–
acid battery. Assuming that the positive electrode of the
flooded lead–acid battery is at its standard potential (entry 2
in Appendix A), calculate the overpotential for the oxygen
evolution reaction. It is reported that the Tafel slope for this
reaction is 120 mV per decade at 15 °C. What is the transfer
coefficient αa? If the exchange-current density is 6.9×
10�7 A�m�2, what is the current density for oxygen evolu­
tion? You may neglect the small change in equilibrium
potential with temperature.

3.8 The tabulated data are for the dissolution of zinc in a
concentrated alkaline solution. These data are measured
using a Hg/HgO reference electrode. Under the conditions
of the experiment, the equilibrium potential for the zinc
electrode is �1.345 V relative to the HgO electrode.

�2]Potential [V] i [A�m
�1.335 58
�1.325 150
�1.315 300
�1.305 600
�1.295 1100
�1.285 1970
�1.275 3560
�1.265 6300
�1.255 11,500
�1.245 20,000
�1.235 36,800
�1.225 66,000

(a) Please determine the exchange-current density and Tafel
slope that best represent these data.

(b) For the same electrolyte, the potential of a SCE electrode
is 0.2 V more positive than the Hg/HgO reference. If the
potential of the zinc is held at �1.43 V relative to the
SCE electrode, what is the current density for the
oxidation of zinc?

3.9 Derive Equation 3.28. For a reaction at 80 °C, and with
(αa+ αc)= 2, at what value for the overpotential will the error
with the Tafel equation be less than 1%?

3.10 In order to model the deposition of copper, the following data
have been collected for 1 M CuSO4 in 1 M H2SO4. The
temperature is 25 °C, and a copper-plated reference electrode
was used. From these data determine the parameters for the
Butler–Volmer kinetic expression. The reaction is

Cu ! Cu2� � 2e�; Uθ � 0:337 V

�2]I [A m�2] ηs [V] I [A�m ηs [V]

�300 �0.1004 �40 �0.0192
�250 �0.0919 �2.3 �0.00101
�200 �0.0818 67 0.0192
�150 �0.0717 135 0.0293
�125 �0.0616 250 0.0394

(Continued )

I [A m�2] ηs [V] I [A�m�2] ηs [V]

�100 �0.0515 450 0.0495
�75 �0.0414 1100 0.0657

3.11 In Section 3.7, Equation 3.33 was developed using Tafel
kinetics, illustrating the effect of mass transfer on the current
density. Derive the equivalent expression for linear kinetics.
Explain the difference in shape of graphs for i versus ηs
between linear and Tafel kinetics.

3.12 Metal is deposited via a two-electron reaction with current
voltage data as shown at the right. The equilibrium potential
is �0.5 V versus the same reference electrode used to mea­
sure the data. The bulk concentration is 100 mol�m�3. You
may assume that the exchange-current density is linearly
dependent on the concentration of the reactant (i.e., you may
use Equation 3.33). Assume 25 °C.

Applied potential (versus Deposition
reference electrode) current [A�m�2]

�0.6 �1.2
�0.7 �2.1
�0.8 �13.7
�0.9 �82.2
�1 �245
�1.1 �330
�1.2 �350
�1.3 �360
�1.4 �362

(a) Is mass transfer important? If so, please determine a
value for the mass transfer coefficient.

(b) Assuming Tafel kinetics, find the values of αc and io.
Comment on the applicability of this assumption. Can
the normal Tafel fitting procedure be used for this part?
Why or why not?

(c) If the mass transfer coefficient were reduced by a factor
of 2 (cut in half), please predict the current that would
correspond to an applied potential of �0.9 V.

Additional Hints: You need to consider carefully which
points you use in fitting the kinetic parameters. Also, it is a
good idea to normalize the error when fitting the current.

3.13 Use the following property data for a hydrogen�oxygen fuel
cell at 25 °C.

Oxygen electrode Hydrogen electrode Electrolyte

�2 �2 �1io= 9× 10�7 A�m io= 14,000 A�m κ= 10 S�m
αa= 3, αc= 1 αa= , αc= 1 L= 40 μm

U= 1.229 V U= 0 V
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(a) Operating at a current density of 10,000 A�m�2, calculate
the potential of the full cell, Vcell.

(b) Can the kinetics be simplified for either electrode, or is
the complete Butler–Volmer kinetics needed?

3.14 For the Ni/Zn cell analyzed in Section 3.8, determine an I�V
curve for the cell by solving for the current as a function of
the voltage over the range from 1.0 to 2.2 V. Please comment
on the shape of the resulting curve.

3.15 The following data are provided for the oxygen reduction
reaction in acid media at 80 °C. The potential of the positive
electrode, ϕp

1, is measured with respect to a hydrogen refer­
ence electrode, which in this case also serves as the counter
electrode. Additionally, any ohmic resistance has been
removed from the potentials tabulated.

(a) Plot these data on a semi-log plot (potential versus log i).
You may assume that the kinetics for the hydrogen
reaction is fast, and thus the anode polarization is small.
What is the Tafel slope (mV per decade) in the mid-
current range?

(b) Even though ohmic polarizations have been removed, at
both low and high currents, the slope is not linear on the
semi-log plot. Suggest reasons why this may be the case.

ϕp ϕp ϕpI	 I I1 1 1

[A�m2] [V] [A�m�2] [V] [A�m�2] [V]

1 0.933 112.1 0.9087 5815 0.7722
5.83 0.929 262.3 0.8825 8081 0.7521
10.58 0.93 582.2 0.8576 9442 0.7391
22.26 0.922 1317 0.831 10905 0.7223
46.64 0.92 3201 0.799 13247 0.6664

3.16 One common fuel cell type is the solid oxide fuel cell, which
uses a solid oxygen conductor in place of an aqueous solution
for the electrolyte. The two reactions are as follows:

�2]I [A�m Vcell [V]

�6981 1.5006
�4871 1.3554
�2946 1.2074
�967 1.0549
930 0.9047
2799 0.7545
4753 0.6020
6836 0.4518
9328 0.3000

O2 � 4e� $ 2O2�; U � 0:99 V

and at the positive electrode

H2 � O2� $ H2O � 2e�; U � 0 V

Data for the polarization of a solid-oxide fuel cell/
electrolyzer are provided in the table. These potentials are
the measured cell potentials, although the anodic overpoten­
tial is small and can be neglected. The temperature of
operation is 973 K. The ohmic resistance of the cell is
0.067Ω�cm2. After removing ohmic polarization, how
well can the reaction rate for oxygen be represented by a
Butler–Volmer kinetic expression? Comment on the values
obtained.

3.17 Using the data from Problem 3.3(b), calculate the current
efficiency for the negative electrode of the lead–acid battery
in the presence of the Sb impurity. A general rule of thumb is
that the reaction rate doubles for each 10° increase in
temperature. If the current density is held constant (use
the value calculated at �0.44 V), what happens to the
potential of the electrode and the current efficiency if the
temperature is raised to 35 °C? You may neglect any changes
in the equilibrium potential with temperature.

3.18 Referring back to Problem 3.1, when the potential of the
electrode is changed away from 0.26 V, current will flow due
to faradaic reactions. These reactions will continue until a
new equilibrium is established. What is the effect of raising
the electrode potential 10 mV above 0.26 V on the following:

(a) The energy of an electron in the electrode?

(b) During the period where the system is evolving to a new
equilibrium, will oxidation or reduction take place?

(c) What are the new values for the equilibrium concentra­
tion of ferri- and ferrocyanide?
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try at the Technical University Darmstadt. His main focus
was on solid-state ionics, corrosion, and catalysis, but he
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Anticipating a long period of reconstruction at the end of
World War II, he happily accepted an opportunity to work

with the von Braun group on the thermodynamics of rocket
fuels. He relocated to the United States, where from 1945
to 1949 he was a technical advisor to the Army at Fort
Bliss. Subsequently, he became a U.S. citizen; and in 1949
he took a faculty position at the Massachusetts Institute of
Technology.

Throughout these many transitions, Wagner continued
to publish important works in physical chemistry, corro­
sion, and metallurgy. Today he is considered to be one of
the fathers of solid-state ionics. He clearly showed the
effect of impurity atoms in crystal defects, and this work
had an important impact on the development of semi­
conductors. This work also explained oxide conductors
that are important for high-temperature fuel cells and
sensors. His work inspired many others. In 1958, he
returned to Germany to direct the Max Planck Institute
for Physical Chemistry in Göttingen.

In 1951, Wagner was the first selectee for the Olin
Palladium Medal of the Electrochemical Society, its high­
est technical award. In 1957, he was selected for the
Whitney Award of the National Association of Corrosion
Engineers (NACE). The Wagner number, Wa, is a dimen­
sionless quantity that determines the uniformity of current
density and is named in his honor. Wagner died on
December 10, 1977 in Göttingen, Germany. In 1980,
The Electrochemical Society established the Carl Wagner
Medal for mid-career researchers.
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Chapter 4

Transport

As our analysis moves away from conditions of equili­
brium, kinetic and transport phenomena must be addressed.
The focus in the previous chapter was on the kinetics of
electron-transfer reactions; here, the effects of transport are
considered. The role of mass transfer is illustrated in
Figure 4.1. As an example, the reduction at the electrode
is a multistep process. Before the oxidant can be reduced, it
must be transported from the bulk to a point close to the
surface of the electrode. Next, the reactant is frequently
adsorbed on the surface. This adsorption is followed by the
electron-transfer reaction at the surface. The reduced prod­
uct then desorbs and is transported from the surface to the
bulk. One or more of these steps may control the rate of
reaction (or current density) at the surface.

Our interest is to describe quantitatively the rate of
transport of reactants and products to and from electrode
surfaces. For the same reduction process, what drives the
transport to and from the electrode surface? As shown in
Figure 4.2, the concentration of the oxidized species is
lower at the surface than in the bulk due to consumption of
the reactant at the electrode. Similarly, the concentration of
the reduced species is higher at the surface where it is
generated. These differences in concentration cause mate­
rial to diffuse in the solution.

For electrochemical systems, charged species are
influenced by the presence of an electric field; and the
transport of charged species due to the electric field is
called migration. In addition to migration, typical modes of
transport such as diffusion and convection are important.
In this chapter, we consider transport by all three modes—
migration, diffusion, and convection—as they apply to
electrochemical systems.

4.1 FICK’S LAW

The transport of material by diffusion is due to the random
thermal movement of molecules and is described by
Fick’s law:

Ji � �Di∇ci; (4.1)

where Ji is the molar flux [mol m�2 s�1] of species i. The
flux represents the rate at which material passes through a
plane of unit area. It is a vector quantity with both direction
and magnitude. In one dimension, the gradient is simply
the derivative, and the flux is

dciJi;x � �Di :
dx

The driving force for transport by diffusion is the concen­
tration gradient, and material is transported in the x-direction
from a region of high concentration to low concentration. Di

is the proportionality constant called the diffusion coefficient
or diffusivity [m2�s�1]. These gradients in concentration,
shown in Figure 4.2, drive diffusion of O and R to and from
the surface.

The flux defined here, J, is the flux relative to the
molar average velocity. It is generally more convenient to
work with a flux relative to a fixed frame of reference. This
quantity is also a flux, but will be designated with N. For
our purposes, we can relate the two quantities by a
combination of molecular diffusion and a contribution
from bulk flow

Ni � Ji � civ; (4.2)

where v is the molar average velocity of the fluid.

4.2 NERNST–PLANCK EQUATION

The most widely used expression for the flux in electro­
chemical systems is the Nernst–-Planck equation,

Ni � �ziuiFci∇ϕ �Di∇ci � civ : (4.3)
migration dif f usion convection

The flux of species, i, is the combination of three terms:
migration, diffusion, and convection. The Nernst–Planck
equation is similar to Equation 4.2 but adds a contribution
that arises from the gradient in electrical potential called
migration. For charged species, the force due to the electric
field is equal to �ziF∇ϕ. The charge on a species, zi, can be
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Figure 4.1 Multistep process for reduction.

positive or negative. The direction of the force changes for
anions and cations because their charges are of opposite
sign. Multiplying this driving force by the mobility of the
ion, ui, and the concentration, ci, results in the net flux
ascribed to migration. Migration is defined so that positive
ions move from high to low potentials. We’ll see later that
the mobility is related to the diffusivity of the ion.

The second contribution to the flux is the molecular
diffusion as described by Fick’s law, which was discussed
above. The last term is from the bulk movement of the
electrolyte or convection. Equation 4.3 is frequently written
for dilute solutions and is often referred to as dilute solution
theory. When the concentration of ionic species is relatively
small and the majority of the electrolyte is the solvent, the
predominant interactions are between the ions and the
solvent; ion–ion interactions are not important. Also, under
dilute conditions, the average velocity in Equation 4.3 is well
defined and independent of the minor species in solution.
Under such conditions, vmass= vmolar= vsolvent, and the bal­
ance equation for the solvent is not written since the con­
centration of the solvent is essentially constant.

The Nernst–Planck equation can also be used for more
concentrated solutions. However, as concentration levels
increase, it is necessary for transport coefficients to include
the effect of ion–ion interactions (in addition to ion–
solvent interactions) and for the reference velocity to be
defined carefully. The potential in solution is perhaps best
defined against a reference electrode under such condi­
tions. As concentration increases, activity effects become
more important since it is really the gradient of the electro­
chemical potential and not the concentration gradient that
is the primary driving force for transport. Nevertheless,
gradients in the activity coefficients can typically be
neglected, even in moderately concentrated solutions.

More commonly, in electrochemical systems we are
interested in the current density rather than fluxes of
individual species. The electrical current in solution can

Figure 4.2 Concentration gradients associated with reduction of a
solution-phase reactant at an electrode surface to form a soluble product.

be related to the species fluxes by Faraday’s law:

i � F ziNi: (4.4)
i

Substituting the Nernst–Planck equation into Equation 4.4
gives

(4.5)

The last term in Equation 4.5 is zero because we
assume that the solution is electrically neutral. That is,
the charge of anions is exactly balanced by the charge of
the cations, which is a good assumption in most cases. It is
evident from Equation 4.5 that the current density [A�m�2],
like the species fluxes, is a vector. Also, since the current is
the result of the transport of ions in solution, it includes
contributions from both migration and diffusion.

Let’s consider a special case where there are no
concentration gradients. Therefore, the second term on
the right side of Equation 4.5 is also zero. In the absence
of concentration gradients, the current density is propor­
tional to the potential gradient multiplied by a term involv­
ing the mobility, concentration, and charge of the ions.
Thus, Equation 4.5 reduces to Ohm’s law. Note that Ohm’s
law is synonymous with the statement that the current is
proportional to the gradient of the potential.

2i � �F2∇ϕ zi uici � �κ∇ϕ; (4.6)
i

where the electrical conductivity is defined by



� �

2F2 zi uici � κ: (4.7)
i

The SI unit for conductivity is [S�m�1], where a siemen [S]
is an inverse ohm [Ω�1]. Note that the charge on each ion is
squared so that conductivity is always a positive quantity.
The electrical conductivity is the sum of the mobility of
each ion weighted by its concentration in solution and
represents the ability for charge to be transported in the
presence of an electrical field.

In the absence of concentration gradients, the conduc­
tivity can be directly related to the resistance of the
electrolyte. For example, consider one-dimensional trans­
port between two flat plates of area A and separated by a
distance L. Application of Equation 4.6 yields

ϕ 0 � ϕ I
i � �κ∇ϕ � κ

jx� jx�L � ; (4.8a)
L A

ϕ V Ljx�0 � ϕjx�L � � ; (4.8b)
I I κA

L 1
∴ RΩ � � ; (4.8c)

κA G

where RΩ relates the total current to the difference in the
potential. Also note that the conductance, G, is simply the
inverse of resistance and has units of siemens.

Finally, remember that Ohm’s law only applies in the
absence of concentration gradients; it must be modified if
concentration gradients are present. Regardless, the elec­
trical conductivity is an important transport property of the
electrolyte.

4.3 CONSERVATION OF MATERIAL

In order to solve most transport problems, expressions for
the flux, such as the Nernst–Planck equation, are incorpo­
rated into material balances or conservation equations.
Here we derive a balance for a single species over a control
volume of size ΔzΔxΔy as shown in Figure 4.3. The
balance takes the form

accumulation � in � out � generation: (4.9)

The rate of accumulation in the control volume is

Δ�ciΔxΔyΔz�
:

Δt

The net rate of material entering the control volume in the
x-direction is

ΔyΔz:� Ni;xNi;x x x�Δx

Similar equations can be written for the y- and z-directions.
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Figure 4.3 Illustration of control volume for material balances.

If Ri is the homogeneous rate of production per volume of
species i, the rate of generation is

RiΔxΔyΔz:

These equations combine to

Δ ciΔxΔyΔz� �
Δt

� Ni;x x
� Ni;x x�Δx ΔyΔz

� Ni;y y
� Ni;y y�Δy ΔxΔz � Ni;z z

� Ni;z z�Δz ΔxΔy

�RiΔxΔyΔz:

In the limit of an infinitely small control volume,

@ci @Ni;x @Ni;y @Ni;z� � �Ri:
@t @x @y @z

The species material balance may be written more com­
pactly in vector form as

@ci � �∇ ?Ni �Ri: (4.10)
@t

Equation 4.10 represents a differential material balance on
species i. Equation 4.10 along with the appropriate initial
and boundary conditions will be used frequently and
should be committed to memory. For a one-dimensional
geometry, one initial condition and two boundary condi­
tions must be specified to define completely a problem.

Let’s suppose for a moment that you would like to
solve an electrochemical transport problem involving mul­
tiple ionic species in solution. How would you use
Equation 4.10? What other equations are needed? A
complete set of equations for n species in solution would
include the material balance (Equation 4.10) for each of the
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species in solution, into which the corresponding flux
equation (Equation 4.3) for each species has been substi­
tuted. Also, since the electrical forces between charged
species in solution are quite large, and the mobilities of
ions in an electrolyte solution are relatively high, signifi­
cant separation of charge does not occur. Therefore, in the
bulk electrolyte solution, electroneutrality is maintained as
expressed by the electroneutrality equation:

zici � 0: (4.11)
i

Electroneutrality, of course, does not hold in the double
layer, which can be modeled separately from the bulk if
needed. If the velocity is known, we have a complete set of
n+ 1 equations (n material balance equations and the
electroneutrality equation) for n concentrations and the
potential. If the velocity is not known, we will also need the
appropriate equations for fluid dynamics. Most frequently,
we assume that the fluid flow equations are decoupled from
the rest of the equation set and solve them independently.
Also, we typically do not write a material balance for the
solvent, and we assume that the reference velocity is
essentially the same as that of the solvent.

The current density, i, is most often of great interest in
the simulation of electrochemical systems. Consequently,
a charge balance

∇ ? i � 0 (4.12)

can be substituted for one of the material balance equa­
tions. Equation 4.12 is not independent, but a weighted
sum of the other material balance equations as follows:

@
F zici � �∇ ? F ziNi

@t i i

2�F2∇ϕ� �∇ ? zi uici � F zi Di∇ci
i i

� �∇ ? i � 0:

Alternatively, one can solve the equation set above without
the charge balance and then calculate the current density
“postprocess” with Equation 4.4.

The Nernst–Planck description of the flux, when
combined with material balances just described, results
in a set of nonlinear differential equations that often do not
have an analytical solution. However, some important
simplifications are possible. In the absence of concentra­
tion variations, the potential follows Laplace’s equation,
which is examined below. The most common simplifica­
tions for systems of varying composition involve elimi­
nation of the migration term in the flux equation. These,
too, are considered below and include binary electrolytes,
where the electric field is eliminated from the conservation
equation through mathematical manipulation, and “excess
supporting electrolyte,” where the effect of the electric
field can be neglected. A form of the convective diffusion
equation results for each of these cases, but for different
reasons and with different implications. These and other
classifications of electrochemical problems are summa­
rized in Figure 4.4.

No Concentration Gradients
In situations where the concentration gradients can be
neglected, the charge balance in Equation 4.12 can be
simplified to yield

Figure 4.4 Classification of electrochemical problems.
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2�F2 � κ∇2ϕ� ∇ ? i � 0 � �∇ ? zi uici∇ϕ
i

or ∇2ϕ � 0:

(4.13)

Equation 4.13, Laplace’s equation, is the only equation
that needs to be solved since the concentrations and
conductivity are known and constant. For a one-dimen­
sional problem, the potential drop in solution for a system
at constant concentration can be readily calculated if the
solution potential at the two electrodes is known or if the
current is known. This calculation is demonstrated in
Illustration 4.1.

ILLUSTRATION 4.1

In Section 3.4, we used the equation i � �κ�Δϕ=Δx� to
calculate the potential drop in solution. What is the
source of this equation, and what assumptions are
implicit in its use? In that problem we assumed that
the solution concentration was constant. The Laplace
equation in one dimension is

d2ϕ

dx2
� 0:

This equation can be integrated twice to yield

ϕ � Ax � B;

where x= 0 at the zinc electrode (negative electrode: n)
and x= L at the nickel electrode (positive electrode: p).
Since we are looking for the potential difference, we
arbitrarily set the potential in solution at x= 0 to be ϕn

2.
Therefore, B � ϕn

2. In general, we will at a minimum
need to specify the potential at one point in the domain
when solving Laplace’s equation. To findA, we note that

A � dϕ

dx
� � i

κ
:

The expression for ϕ becomes

ϕ � � i

κ
x � ϕn

2:

We can now use this expression to determine the
potential difference across the electrode:

Δϕ � ϕp
2 � ϕn

2 � � i

κ
L:

This result is equivalent to the expression we used in
Chapter 3, where Δx= L. Note that Laplace’s equation
here relates the potentials in solution, ϕ2.

In Chapter 3, we showed how to use the kinetic
expressions to relate the solution potential, current,

and potential of the metal at each electrode. What if the
electrode reaction is very fast? For a large exchange-
current density, the surface overpotential is zero and the
potential difference between the metal and the solution is
at the equilibrium value. Using the nomenclature from
Chapter 3 relative to a zinc reference electrode,

ηns � ϕn
1 � ϕn

2 � Un;

0 � 0 � ϕn
2 � 0;

ϕn
2 � 0;

ϕp
2 � ϕn

2 � iL

κ
� � iL

κ
;

ηps � ϕp
1 � ϕp

2 � Up;

0 � ϕp
1 � � iL

κ
� Up;

ϕp
1 � Up � iL

κ
;

Vcell � ϕp
1 � ϕn

1 � Ucell � iL

κ
:

In other words, the cell voltage is equal to the equi­
librium voltage of the cell minus the ohmic drop (or
overpotential). This expression was derived for fast
kinetics.

We can write an expression for the potential of the cell,
Vcell, similar to the one shown in the illustration above,
which includes the surface overpotentials. For a galvanic
cell, the expression is

: (4.14a)Vcell � Ucell � jηanode j � jηcathode j � jηohmic j
Thus, for a galvanic cell, the maximum voltage is the
equilibrium voltage, and the actual cell voltage is reduced
from the equilibrium voltage by the amount needed to
drive the surface reactions and the flow of current in
solution. For an electrolytic cell,

: (4.14b)Vcell � Ucell � jηanode j � jηcathode j � jηohmic j
Here, the cell voltage is higher than the equilibrium voltage
as additional power must be added to drive the reactions and
the flow of current in solution. Integration of Laplace’s
equation in one dimension is straightforward and is some­
thing that you should be able to do in Cartesian, cylindrical,
and spherical coordinates. For two- and three-dimensional
problems, solution of Equation 4.13 is more difficult and
frequently results in a nonuniform current density at a
surface. This issue and the use of kinetic expressions as
boundary conditions are treated in more detail in Section 4.6.
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Binary Electrolyte
A binary electrolyte is an electrolyte with only one type of
anion and one type of cation. It is formed by dissolving a
salt in a solvent to create an electrolyte solution. The
neutral salt Mv�Xv� dissolves in the solvent as follows:

Mν�Xν� ! ν�Mz� � ν�Xz�; (2-51)

where

νizi � ν�z� � ν�z� � 0: (4.15)
i

As an example, for CaCl2, ν+= 1 and ν�= 2. The resulting
binary electrolyte is electrically neutral and, therefore,
satisfies the electroneutrality equation (Equation 4.11).
Maintaining electroneutrality during transport means that
the fluxes of the two ions are not independent. In fact,
electroneutrality couples the concentration of the two ions
together and allows us to express concentration in terms of
a single salt concentration,

c� c�c � � : (4.16)
ν� ν�

Using this salt concentration, the Nernst–Planck equation,
and the assumption of incompressible fluid (∇ ? v � 0), one
can write the material balance equations for the positive
and negative species as follows:

@c � v ?∇c � z�u�F∇ ? �c∇ϕ� � D�∇2c; (4.17a)
@t

@c � v ?∇c � z�u�F∇ ? �c∇ϕ� � D�∇2c: (4.17b)
@t

We have assumed the absence of a homogeneous reaction.
Equation 4.17b is subtracted from Equation 4.17a to yield

�z�u� � z�u��F∇ ? �c∇ϕ� � �D� � D��∇2c � 0: (4.18)

Equation 4.18 provides a relationship between the migra­
tion and diffusion terms in the material balance. This
equation can be used to eliminate the potential from either
one of the species balance equations to yield

@c � v ?∇c � D∇2c; (4.19)
@t

where c is the concentration of the salt. Thus, the concen­
tration follows the same equation as that for a neutral
species. Here, the equivalent diffusion coefficient of the
salt is given by

z�u�D� � z�u�D� D�D��z� � z��D � � : (4.20)
z�u� � z�u� z�D� � z�D�

Equation 4.20 defines the diffusivity of the salt, which may
often be more readily measured and reported than the
diffusivities of the individual ions. Although the

Figure 4.5 Electrorefining of copper.

diffusivities may be quite different, the concentration of
the two species will always be related to the stoichiometry
of the neutral salt because of electroneutrality. The diffu­
sivity of the salt, given by Equation 4.20, can be thought of
as the weighted average of the diffusivities of the two ionic
species.

Although the electric field has been eliminated math­
ematically in Equation 4.19 to facilitate solution of the
problem, the physics have not changed; therefore, there is
still a potential gradient in solution that leads to transport
by migration. The effect of the potential can most readily
be seen at the boundary. To illustrate this, consider the
steady-state electrorefining of copper shown in Figure 4.5.
Here Cu is oxidized at the anode and deposited on the
cathode. The electrolyte is CuSO4 and there is no convec­
tion. The solution contains only CuSO4 and is therefore a
binary electrolyte. For a one-dimensional system,
Equation 4.19 reduces to

d2c

dx2
� 0: (4.21)

From Equation 4.21, it is clear that the concentration
profile is linear between electrodes. Since only the copper
reacts, the current is related by Faraday’s law to the flux of
Cu2+ as follows:

i � 2FNCu2� � 2F��z�u�ν�Fc∇ϕ � ν�D�∇c�: (4.22)

As you can see, the copper(II) flux includes both migra­
tion and diffusion. At first glance, this creates a problem
since we have not solved explicitly for the potential field.
However, because sulfate does not react at the electrodes,
its net flux must be zero; therefore, the contributions of
migration and molecular diffusion must exactly offset



each other. This balance allows us to use Equation 4.3 for
the anion to relate the potential and concentration gradi­
ents:

z�u�ν�Fc∇ϕ � �ν�D�∇c: (4.23)

We can now use Equation 4.23 to eliminate the potential
gradient in Equation 4.22 in order to provide the boundary
relation in terms of just the concentration gradient as
needed. This process is illustrated with an example
in Section 4.4. From this discussion, we see that
solution of a problem involving a binary electrolyte can
be facilitated by mathematically eliminating the electric
field and using electroneutrality to express the equations
in terms of a single salt concentration. The resulting
equations can be solved directly for the concentration
profile of the salt and appropriate fluxes. Migration does
not show up explicitly in the equations; nonetheless, it is
completely and properly accounted for in the above
treatment.

Excess Supporting Electrolyte
In instances where a large amount of a salt that is not
involved in the electrochemical reaction is added to the
solution, the effect of the potential gradient on transport is
diminished. The added salt that is not involved in the
reaction is called a supporting electrolyte. There are
several reasons for using a supporting electrolyte. Here
we are concerned with the effect of the supporting electro­
lyte on migration. Returning to the electrorefining of
copper discussed previously, we modify the system
with the addition of sulfuric acid, H2SO4, which is a
supporting electrolyte. If enough sulfuric acid is added
to the solution so that migration can be neglected, then we
have an excess supporting electrolyte. To repeat, the effect
of the excess, nonreacting electrolyte is to reduce the
electric field so that migration no longer contributes
significantly to the transport of the reacting species. In
contrast to the binary electrolyte, use of a supporting
electrolyte implies that there must be at least three ionic
species in solution.

It is frequently reported or implied that the role of the
supporting electrolyte is to reduce the electric field by
carrying the current. This conclusion is in error since, at
steady state, the flux of any nonreacting species must be
zero, and the supporting electrolyte is by definition non-
reacting. Therefore, only the fluxes of the reacting species
contribute to the current (see Equation 4.4). That said, the
presence of the supporting electrolyte does diminish the
magnitude of the potential gradient. To explore this further,
consider a system at steady state with no bulk flow where
any transport of the supporting electrolyte due to migration
must be offset by diffusion. Concentration gradients of the
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nonreacting species must be connected to those of the
minor reacting species in order to preserve electroneutral­
ity. Therefore, concentration gradients of the supporting
species cannot be large. Furthermore, the conductivity of
the supporting electrolyte is high. These two facts together
make it impossible to support a large potential gradient in
solution. As a result, migration can be neglected for the
reacting species when its concentration is significantly less
than that of the supporting electrolyte. Convection can be
used to minimize concentration gradients and to increase
the rate of transport of the reacting species.

Returning to the Nernst–Planck equation, we neglect
migration due to the supporting electrolyte and express the
flux as

(4.24)

If we further assume that the diffusivity is constant, the
resulting material balance is

@ci � v ?∇ci � Di∇2ci: (4.25)
@t

Finally, in the absence of bulk flow, we are left with Fick’s
second law:

@ci � Di∇2ci: (4.26)
@t

Note that, in contrast to the binary electrolyte, Equations
4.25 and 4.26 include both the diffusivity and the concen­
tration of the individual minor species of interest. There are
many techniques available for solution of Equation 4.26.
What’s more, there are many physical situations where
Fick’s second law is appropriate.

Figure 4.6 shows results from a simulation for a
problem similar to the copper electrorefining considered
earlier. In both cases, copper is consumed at the anode and
deposited at the cathode. This particular simulation only
considers transport by diffusion and migration. Because
there is no convection, mass transport limitations occur at
very low current densities, limiting the range of results. In
spite of the limited range, the results illustrate the influence
of the supporting electrolyte. The current density at a given
cell voltage is higher for the system with the supporting
electrolyte when mass transfer is not limiting. This increase
is because the potential drop in solution is very small in the
presence of the supporting electrolyte, and the entire
applied voltage goes to driving the reactions at the electro­
des (see Figure 4.6c). In contrast, a considerable ohmic
drop is observed without the supporting electrolyte
(Figure 4.6b). At just under 0.04 V in this simulation,
the curves cross as the mass-transfer limiting current (∼10
A�m�2) is approached for the system with the excess
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electrolyte. The mass-transfer limit in the presence of the
sulfuric acid is half of the limiting value without the acid
because migration does not contribute to the transport when
there is excess electrolyte. As the mass-transfer limit is
approached, the concentration of copper(II) ions at the
cathode decreases, leading to a sharp increase in the
cathodic overpotential (Figure 4.6c). As illustrated by
this simulation, excess electrolyte increases the current
that can be achieved at a particular cell voltage as long
as the system is operated below the mass-transfer limit. Note

Figure 4.6 (a) Relationship of current density and potential
with and without supporting electrolyte. (b) Potential losses
without supporting electrolyte. (c) Potential losses with
supporting electrolyte.

that the mass-transfer limit in a practical system will be much
higher than the values that pertain to this simulation due to
convection in the practical system. Excess supporting elec­
trolytes are used in both industrial processes and analytical
experiments. For industrial processes, a reduction in ohmic
loss is the principal reason. Supporting electrolyte makes it
possible to achieve the same current at a lower cell potential.
This result is true in the region of operation where kinetics is
important. The supporting electrolyte may actually reduce
the magnitude of the limiting current by eliminating the
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contribution of migration to the transport of the minor
species. Industrial use of supporting electrolytes may also
be driven by the lower cost of the supporting electrolyte
relative to the minor salt of interest. In addition, supporting
electrolyte can be used to overcome difficulties associated
with a low solubility of the reacting component. For electro­
analytical methods (Chapter 6), the goal is the elimination of
migration so that transport is controlled by diffusion and
analysis is greatly simplified.

ILLUSTRATION 4.2

A common experiment is a potential step study under
diffusion control, where the diffusion of a reactant is
limiting. As shown in the figure below, the concen­
tration at the surface approaches zero at time zero
when the potential step is applied. Assuming no
convection and neglecting migration, Fick’s law
applies (Equation 4.1). Substituting this into the mate­
rial balance equation, Equation 4.10, gives

Fick’s second law
@ci
@t

� Di∇2ci � Di
@2ci
@x2

With initial conditions t � 0; ci � coi

and boundary conditions
x � 0; ci � 0
x ! 1; ci � coi

:

There are several ways to solve this equation, includ­
ing the use of Laplace transforms or Fourier analysis.
Here we pursue a similarity solution. For convenience,
we drop the i subscript since we are only dealing with
the transport of a single species. We begin by intro­
ducing a new variable, η � x= 4Dt

p
; which trans­

forms the partial differential equation to an ordinary
differential equation:

d2c

dη2
� 2η

dc

dη
� 0;

with the following BCs, η � 0; c � 0; η ! 1;
c � co: This ODE may be readily solved using reduc­
tion in order. The solution is

c

co
� erf �η2�;

where the error function is defined as

erf x� � � 2

π
p

x

o

exp�η2
dη:

The concentration profiles under these conditions are
shown in the figure. For electrochemical systems, we
are generally interested in the response of the current

or potential. If we consider that the diffusing species
undergoes reduction at the surface, the flux of the
oxidized species to the surface can be related to the
current with Faraday’s law:

i � nFNo jx�0 � nFD
dc

dx x�0

:

The error-function solution above can be differenti­
ated to obtain an expression for the concentration
gradient at the electrode surface. Substituting that
gradient into the expression for the current density,
i, yields

i � nF Di

p
coi

π t
p :

Here we see that the current depends inversely on the
square root of time. This relationship is known as the
Cottrell equation (see Chapter 6), and this dependence
on time is indicative of mass-transfer control. This
simple analytical relationship applies in situations
where migration can be neglected.

4.4 TRANSFERENCE NUMBERS,
MOBILITIES, AND MIGRATION

In Equation 4.3, both the ion mobility and a diffusion
coefficient appear. Both the concentration and the potential
impact the electrochemical potential (μi). While the details
are beyond the scope of this text, it is the gradient of the
electrochemical potential that is the true driving force for
transport. Therefore, we might expect the diffusivity and
mobility to be related. That relationship is
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ILLUSTRATION 4.3

Calculate the transference number of the ions present in an electrolyte that is 0.5 M CuSO4 and 0.1 M H2SO4. Assume
complete dissociation of the ionic species.

uCu2� � 2:8 � 10�13 m2mol J�1s�1;

uH� � 1:9 � 10�12 m2mol J�1s�1;

uSO4
2� � 4:3 � 10�13 m2mol J�1s�1:

Cu2�: tCu2� � 22 2:8 � 10�13 m2mol=Js 500 mol=m3

22 2:8 � 10�13 500� � � �2� �2 4:3 � 10�13 600� � � 12 1:9 � 10�12 200� � � 0:284;

SO4
2�: tSO4

2� � �2� �2 4:3 � 10�13 600� �
22 2:8 � 10�13 500� � � �2� �2 4:3 � 10�13 600� � � 12 1:9 � 10�12 200� � � 0:523;

H�: tH� � 12 1:9 � 10�12 200� �
22 2:8 � 10�13 500� � � �2� �2 4:3 � 10�13 600� � � 12 1:9 � 10�12 200� � � 0:193:

Note that even though the mobility of the hydrogen ion is much higher, the majority of the current is carried by the
sulfate ion because of its higher concentration, higher charge per ion than H+, and a mobility that is greater than that of
the cupric ion.

If a current density of 1000 A�m�2 is applied and current is positive when it flows from left to right in the system,
what is the magnitude of the migration flux (mol�m�2�s�1) for each of the ions, and in which direction do the ions move?
Assume that the concentration is constant.

In the absence of concentration gradients, all current flow is due to migration. Under these conditions (e.g., at short
times before concentration gradients develop or when convection is sufficient to keep the concentrations constant), we
can relate the flux of individual species to the portion of the current that is carried by that species:

iCu2� � tCu2�� � i� � � 0:284��1000� � � 284 A m�2;

iCu2�

zCu2�F
� NCu2� � 284 A m�2

2 equiv mol�1 96485 C equiv�1� � � 0:00147 mol m�2s�1 �flux : left to right�;
iSO4

2�

zSO4
2�F

� NSO4
2� � 523 A m�2

�2 equiv mol�1 96485 C equiv�1� � � �0:00271 mol m�1s�1 �flux : right to left�;
iH�

zH�F
� NH� � 193 A m�2

1 equiv mol�1 96485 C equiv�1� � � 0:00200 mol m�2s�1:

Di � RTui; (4.27)

which is the Nernst–Einstein relationship for dilute solu­
tions. This equation provides us with a convenient way of
estimating one of these parameters from knowledge of the
other.

Now let’s take a second look at the Nernst–Planck
equation in the absence of concentration gradients:

2i � �F2∇ϕ zi uici � �κ∇ϕ:
i

We see that the total current is the sum of contributions
from movement of the individual species. This observation

leads to the definition of a second convenient transport
property, the transference number,

2zi uiciti � 2
: (4.28)

zj ujcj
j

The quantity can be thought of as the fraction of current
carried by species i in the absence of a concentration
gradient. Similar to Ohm’s law, it has this intuitive physical
meaning only when the concentration is uniform; none­
theless, the transference number represents a key transport
property of the electrolyte. From its definition, it can be
seen that the sum of the transference numbers for the
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individual ions is unity,

ti � 1: (4.29)
i

Remember, this calculation is valid only for systems
without concentration gradients. It is interesting to see that
the flux of the hydrogen ion is higher than that of copper,
but it still does not carry as much current. The equivalent
ionic conductance is often reported in the literature rather
than the mobility (ui) or diffusivity (Di) of individual ions.
The symbol for the equivalent ionic conductance is λi, with
units of S�cm2�equiv�1. Thus, λi is the conductance per
equivalent. Ionic conductance is related to the mobility as
follows:

j jF2Di
λi � zi ui � zi (4.30)j jF2 :

RT

The values for λi will depend on the solvent, the species,
the temperature, and the concentration. However, one
typically finds values tabulated for common ions in water
at room temperature at infinite dilution. There are theories
that attempt to predict the dependence on concentration,
for example; but, for the most part, these transport proper­
ties must be measured for practical electrochemical sys­
tems. Here we will only look at a simple salt that
dissociates into one anion and one cation of equal charge.
The conductance is given by the sum of the conductance of
the two ions.

κ κ
Λ � λ� � λ� � � : (4.31)

z�ν�c cequiv

Equivalent Equivalent
conductance, λi conductance, λi

Cation [S�cm2�equiv�1] Anion [S�cm2�equiv�1]

H+ 349.8 OH� 197.6
Li+ 38.69 Cl� 76.34
Zn2+ 53 HSO4

� 50
Na+ 50.11 SO4

2� 80
Cu2+ 54 Br� 78.3
K+ 73.52 NO3� 71.44

ILLUSTRATION 4.4

Calculate the (a) conductivity, (b) transference number
of Na+, and (c) diffusivity of 0.1 M NaCl from values
for equivalent conductance.

a. Λ � λ� � λ� � 50:11 � 76:34 � κ

cequiv
:

The concentration is 0.1 M, which is equal
to 0.1/1000 equiv cm�3. Substituting into
Equation 4.31 gives κ= 0.01265 S cm�1. The
experimental value is 0.01067.

b. Using Equations 4.28 and 4.30, the transference
number of the sodium ion is simply

t� � λ�
λ� � λ�

� 50:11
50:11 � 76:34

� 0:40:

c. The diffusion coefficient of the salt is given by
Equation 4.20:

D � D�D� z� � z�� �
z�D� � z�D�

� λ�λ� z� � z�� �
z�λ� � z�λ�

RT

F2

� 50:11� � 76:34� �2
50:11 � 76:34� �

8:314� � 298� �
96485� �2 � 1:6 � 10�5 cm2 s�1:

Binary Electrolyte: Lithium-Ion
Battery
Now that we have examined transport properties, let’s
consider an additional example that involves a binary
electrolyte. Specifically, let’s look at transport in the
separator of a lithium-ion battery. The electrolyte con­
sists of an organic solvent into which a salt of lithium is
dissolved (e.g., LiPF6). The salt is assumed to dissociate
completely to form a binary 1:1 electrolyte. For simplic­
ity, we will treat the electrodes as planar even though
porous electrodes are used in practice (see Chapter 5).
During charging of the battery, lithium ions are reduced
at the negative (left electrode) and lithium oxidized at the
positive electrode (right side). The anion does not react at
either electrode. Thus, in effect, we are shuttling lithium
ions from one electrode to the other. Graphite is a typical
negative electrode, and metal oxides are commonly used
for the positive electrode. The half-cell reactions of
interest are

LiC6 $ Li� � e� � C6

Li� � e� � CoO2 $ LiCoO2

Convection is neglected. We can write the flux of cations
and anions using the Nernst–Planck equation for one-
dimensional transport in the x-direction as

dϕ dc�N� � �z�u�Fc� � D� ; (4.32)
dx dx
dϕ dc�N� � �z�u�Fc� � D� : (4.33)
dx dx
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Since only lithium ions can react, these are the only ions
responsible for current, which can be expressed as

i
N� � : (4.34)

F

For the anion, however, the flux must be equal to zero.
Thus, we can use Equation 4.33 to express the potential
gradient in terms of a concentration gradient.

dϕ D� dc�� � : (4.35)
dx z�u�Fc� dx

This expression can be substituted back into Equation 4.32
to eliminate the potential. Also note that although the
concentration of the salt will change, because of electro­
neutrality, c�= c+= c since ν+= ν�= 1. Thus,

i dcz�u�D� � z�u�D�N� � � : (4.36)
F dxz�u�

If we now introduce the following for the transference
number and the diffusivity of the salt:

t� � z�u�
z�u� � z�u�

and D � z�u�D� � z�u�D�
z�u� � z�u�

;

we arrive at

i �D dc
N� � � : (4.37)

F 1 � t� dx
Equation 4.37 can be generalized rather simply by adding
ν+ so that it applies to any binary electrolyte where only the
cation reacts, a situation that is quite common. The general
expression is

N� � ν�
z�u�D� � z�u�D�

z�u�
dc

dx
� ν�D�

z� � z�
z�

dc

dx

� ν�
�D

1 � t�
dc

dx
;

(4.38)

where the simplification in the middle expression was
obtained via the Nernst–Einstein relation.

Now that we have the needed expression for the flux as
a function of the salt concentration, we can move forward
to solve for the concentration profile in the lithium-ion
battery containing a binary salt. As we saw earlier, for a
binary electrolyte, the equation for convective diffusion
applies. Neglecting convection, the material balance for
the salt is @c=@t � D∇2c.

A battery is inherently a transient device whose state­
of-charge changes continuously during charge and dis­
charge (see Chapter 7). However, batteries are often
operated at conditions where the time required for the
transport processes to reach steady state, as characterized

by the diffusion time (L2/D), is short relative to the time
scale that characterizes the chemical conversion. Physi­
cally this means that the concentration gradient changes
relatively quickly compared to time it takes to charge or
discharge the battery. Under such conditions, a pseudo
steady-state is maintained. Consequently, if we assume
steady-state for a one-dimensional case with constant
diffusivity, we are left with Laplace’s equation for the
concentration, which we can integrate to show that the
concentration varies linearly with position,

c � Ax � B:

We can now use Equation 4.37 to find the constant A. Also,
since the electrolyte is not involved in the reactions,
lithium ions are simply shuttled between electrodes, the
amount of salt is constant. This conservation of lithium
allows for the evaluation of the second constant B. The net
result is

i �1 � t�� L
c � � x � co: (4.39)

F D 2

Figure 4.7 shows the concentration graphically for dis­
charge (i is positive). Since the amount of salt is fixed, the
average concentration cannot change. Therefore, the con­
centration is constant in the middle of the separator. As the
current density increases, two undesired results are possi­
ble. The concentration of the salt and therefore lithium can
go to zero at the electrode surface (x= 0). This case
represents a limiting-current behavior. A second

Figure 4.7 Concentration profile in separator.
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possibility is seen at the opposite electrode where the
concentration increases with current density. There is
the risk of exceeding solubility limits at that electrode,
which would lead to salt precipitation.

The impact of the transference number for the lithium
ions can be seen in Equation 4.39. An increase in the
transference number for the lithium ion leads to a lower
concentration gradient for a particular flux (or current). As
the transference number approaches one, the concentration
gradient of the salt goes to zero. In general, it is desirable to
have a high lithium-ion transference number in these
batteries.

ILLUSTRATION 4.5

Calculate the following quantities given data for con­
ductivity and transference number of an electrolyte in
a separator of thickness 200 μm. The initial concen­
tration of the salt is 800 mol m�3. Also, κ= 1.3 S m�1

and t+= 0.4.

a. Diffusion time. The conductivity and transference
number can be expressed in terms of mobilities
(Equations 4.7 and 4.28). Solving for the mobi­
lities gives

u� � 6:98 � 10�14 m2 mol J�1 s�1;

u� � 1:05 � 10�13 m2 mol J�1 s�1;

the salt diffusivity D � 2:08 � 10�10 m2 s�1:

The time for diffusion is τdif f usion � L2

D �
2�10�4� �2

2:08�10�10 � 200 s, which is short relative to the
time typically required to charge or discharge a
battery.

b. Limiting current, corresponding to zero concen­
tration at the electrode surface at x= L, is given by

ilim � FD

1 � t�� �
2co
L

� 96485 C
mol

2:08 � 10�10 m2

1 � 0:4� � s
2� �800 mol

2 � 10�4 m m3

� 267 A m�2:

c. Potential drop at half of limiting current meas­
ured instantly after the start of the current flow.
Before there is time for the concentration gradient
to develop, the potential drop will be given by
Ohm’s law.

Δϕ � iL

κ
� 2 � 10�4 m �133:5 A� m

m21:3 S
1000 mV

V

� 21 mV:

d. Once sufficient time elapses, a concentration gra­
dient will develop and the modified form of
Ohm’s law is used, Equation 4.5, which is inte­
grated to give

Δϕ � iL

κ
� F

κ i

ziDiΔc � 15 mV:

Thus, as the concentration gradient develops, the
potential drop decreases by about 5 mV.

4.5 CONVECTIVE MASS TRANSFER

In cases where migration can be neglected (e.g., excess
supporting electrolyte), traditional methods and correla­
tions for mass transfer can be used to determine reaction
rates and the current density, which of course are related
through Faraday’s law. In this section, we consider con­
vective mass transfer for geometries that are of interest for
electrochemical systems.

It is frequently convenient to describe mass transfer
with a convective mass-transfer coefficient rather than
molecular diffusion and a detailed description of the fluid
motion. If, as mentioned previously, we restrict ourselves
to cases where transport by convection is important and
where migration can be neglected, we can use the multi­
tude of correlations developed in other fields of engineer­
ing to describe mass and heat transfer. Generally, the flux is
expressed as

; (4.40)Ni � kc ci;bulk � ci;surf

where kc is the mass-transfer coefficient with units of
m�s 1. Please note that although the flux is still a vector
quantity, this quality has been lost with Equation 4.40.
Therefore, you need to be careful to ensure that the sign is
correct, and that transport is still from high concentration to
low concentration. The difference in concentration
between the bulk, ci,bulk, and the surface, ci,surf, is the
driving force for transport.

Our interest in convective mass transfer is twofold.
First there are a number of problems of interest where one
needs to describe transport of reactants/products to or from
the surface. Second, one can use electrochemical methods
as a means of measuring mass-transfer coefficients and
transport properties.

Typically, mass-transfer coefficients are correlated
with dimensionless groups. A dimensional analysis of
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forced convection suggests that the Sherwood number is a
function of the Reynolds and Schmidt numbers.

Sh � f �Re;Sc�: (4.41)

The three dimensionless quantities are

kcL ρvL ν
Sh � ; Re � ; Sc � :

D μ D

Note that the v in Re is the characteristic velocity. The Sh
number is a dimensionless mass-transfer coefficient
defined in terms of the characteristic length, L, and the
diffusivity of the species being transported. For internal
flow through a pipe or channel, the characteristic length is
the diameter of the pipe or the hydraulic radius of the
channel. Flow through an electrochemical cell is often
represented as flow through a rectangular channel. For
external flow such as flow over a flat plate or a cylinder, the
characteristic length is the length of the plate or the
diameter of the cylinder.

Unfortunately, dimensional analysis does not provide
any help for the functional form of Equation 4.41. There
are a number of cases from heat and mass transfer where
analytical solutions are possible, but mostly the correla­
tions of interest for electrochemical systems are empirical.
Whether the result of analytical solution or experimental
measurements, the correlations are of the form

Sh � constant ReaScb; (4.42)

where a and b are constants.
The definition of Sh can be combined with

Equation 4.40 as follows:

Di� Sh : (4.43)Ni � kc ci;bulk � ci;surf ci;bulk � ci;surfL

It is sometimes advantageous to run an electrochemical cell
at the limiting current. The mass-transfer limiting current
represents the highest rate at which a cell can be operated
and, therefore, the rate that maximizes production. At
limiting current, Equation 4.43 becomes

Figure 4.8 Velocity profile in boundary layer.

nFShDici;bulkilim � : (4.44)
L

There are also important problems where the fluid motion
is driven by density differences in the fluid rather than
forced flow. Because of the gravitational field, buoyancy
forces result from these differences in density. This effect
is similar to flow induced by temperature differences,
which is commonly studied in heat transfer and is called
natural or free convection. As we saw earlier, electro­
chemical reactions often result in concentration gradients.
These concentration differences can result in variations in
density, which culminate in fluid flow. The boundary layer
developed from a vertical electrode is sketched in
Figure 4.8. For natural convection, the dimensionless
mass-transfer coefficient is expressed as

Sh � f �Gr; Sc�; (4.45)

where the Grashof number, Gr, replaces the Re number.
The Grashof number is given by

gL3Δρ
Gr � ;

ρbulkν2

where g is the acceleration due to gravity, Δρ is the
difference between the density of the bulk liquid and
that at the surface of the electrode, ρbulk is the density
of the bulk electrolyte and ν is the kinematic viscosity. The
Re number is the ratio of inertial and viscous forces;
similarly, the Gr number may be thought of as the ratio
of buoyancy and viscous forces. The characteristic length
for Gr is typically the height of a vertical plate or electrode,
which is of particular interest to us.

For the most part, one can use these correlations
without a comprehensive knowledge of their origin, which
will be our approach here. The interested reader is directed
to any number of texts that treat mass transfer in depth.
Since these correlations are by and large empirical, it is
important to know what characteristic length is used in the
definition of Re, Sh, and Gr. Similarly, the velocity used in
Re is essential. In contrast, Sc is a property of the fluid and
thus independent of the flow.

The methodology of solving these convection prob­
lems will be illustrated by the following two examples. The
first involves mass transfer in a parallel plate electrode; the
second is an electrorefining example.

ILLUSTRATION 4.6

A divalent metal contaminant in water is removed by
electrodeposition as itflows past parallel plate electrodes.
The average velocity of the fluid is 0.05 m�s�1, and the
plate electrodes are separated by a distance of 1.5 cm and
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are 20 cm long. The counter electrode is located down­
stream of the working electrodes. Estimate the limiting
current density. The concentration of contaminant is
0.1 M and its diffusivity is 7.1× 10-10 m2�s�1. Use a
density of 1000 kg�m�3 and a viscosity of 1 mPa.

Calculate the Reynolds number, Re � vρdh
μ . For

the characteristic length, we use the hydraulic diame­

ter, dh � 4Ac

P
� 4 cross-sectional area of flow

perimeter
∼2h

Re � 0:05 m s�1 1000 kg m�3 2 � 0:015 m� �
0:001 Pa

� 1500

indicating laminar flow.

Sc � 0:001 Pa

1000 kg m�3� � 7:1 � 10�10 m2s�1
� 1408:

The following correlation for the Sherwood number is
provided, assuming that the flow is laminar and well
developed before reaching the electrodes. Since the
electrodes are of finite length, there is an additional
dimensionless parameter in the correlation that
accounts for entrance effects, which are important
in this problem.

Shavg � 1:8488 Re0:333Sc0:333 dh
L

0:333

;

Shavg � 1:8488 1500� � 1408� � 0:03
0:2

0:333

� 126;

kc � Sh
D

dh
� 126

7:1 � 10�10

0:03
� 3 � 10�6 m s�1;

ilim � nFNi � nFkc ci;bulk � ci;surf

� 2� � 96485� ��3 � 10�6� 100 � 0� � � 58 A m�2:

ILLUSTRATION 4.7

Copper is purified by a process known as electro­
refining. Here Cu with some impurities is oxidized at
one electrode and reduced at the other. The purity can
be improved from 99 to 99.99% by this method. This
is a huge operation—world production of copper is in
the millions of metric tons per year.

The concentration of CuSO4 is about 0.25 M and
the supporting electrolyte is sulfuric acid with a con­
centration of about 1.5 M. Impurities more noble than
Cu (see Appendix A), will not oxidize appreciably, and
therefore do not enter the electrolyte. Metals, such as Ni
that are less noble than Cu will not be reduced. Thus, if
the potential is controlled carefully, the cathode can be

significantly purer than the anode starting material.

Estimate the limiting current and the electrode
area required to produce 1000 metric tons per day of
copper. For a vertical electrode, free convection is
assumed and the following correlation is suggested.

Sh � 0:31 ScGr� �0:28:

The following data are provided:

ρe � 1094 kg m�3; Δρ � 32 kg m�3;
D � 5:33 � 10�10 m2 s�1; ν � 1:27 � 10�6 m2 s�1;
L � 0:96 m:

The Grashof and Schmidt numbers are calculated from
the data provided:

Sc � ν

D
� 2383; Gr � gL3Δρ

ρv2
� 1:573 � 1011:

Next, the Sherwood number is estimated from the
correlation; Sh= 3739.

The limiting current is when ci= 0 at the surface.

Therefore, Sh � Lilim
nFDic1i

:

Solving for ilim = 100 A m�2,

Area � 1000 ton
day

day
86; 400s

106 g
ton

mol Cu
63:5g

2 96485� � C
mol Cu

s m2

100 C
1 km2

106 m2

� 0:35 km2:

There are certain mass-transfer situations that are par­
ticularly relevant to electrochemical processes. For some
systems gases are evolved on the electrode; for example,
chlorine is evolved on the positive electrode in a chlor-alkali
cell. Similar to boiling heat transfer, the bubbles disrupt the
boundary layer near the electrode and dramatically enhance
the rate of mass transfer. Additionally, the bubble can create
macroscopic circulation of the electrolyte. Thus, as shown in
Figure 4.9, gas evolution at one electrode may enhance mass
transfer at the counter electrode.

To describe mass transfer at gas-evolving electrodes,
the expansion of gas bubbles at the surface and its simi­
larity to nucleate boiling was used as the basis of a
correlation developed by Stephak and Vogt:

Sh � 0:93 Re0:5Sc0:487; (4.46)

where the characteristic length in the Sherwood and
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Reynolds numbers is the break-off diameter of the bubbles.
Measurements of the break-off diameter for hydrogen and
oxygen evolution in both acidic and alkaline solutions
yielded an average value of about 50μm. This value of
the diameter should be used unless more detailed information
is available. Equation 4.46 was tested against a large number
of experiments over a wide set of conditions involving
hydrogen, oxygen, or chlorine evolution from acidic or
alkaline electrolytes at temperatures ranging from 0 to
80 °C, and found to represent the data well in most cases.
However, 15% of the data were found to lie outside an error
margin spanning �50 to +100%, which is higher than the
typical error found for correlations that do not involve
formation of a second phase. The correlation found in
Equation 4.46 is recommended for the calculation of
mass-transfer rates at gas-evolving electrodes in the absence
of experimental data for the specific system of interest.

The above correlation is for the mass-transfer rate at
the gas-evolving electrode itself. In addition, Mohanta and
Fahidy1 studied two vertical, parallel plate electrodes
shown in Figure 4.10 where the evolution of gas at the
anode affected the rate of mass transfer at the cathode. The
gas flow will be upward, and the Reynolds number is based
on the hydraulic diameter (see Illustration 4.6) and the
superficial velocity of the gas:

V V
vs � � ; (4.47)

Ac Wh

_where V is the volumetric flow of gas in m3 s�1. Therefore,

1 Mohanta, S. and Fahidy, T.Z. (1977) J. Appl. Electrochem., 7, 235.

Figure 4.9 Evolution of gases on
electrodes showing the flow patterns
and the disruption of the stagnant fluid
near the surface. On the right, bulk
electrolyte motion shown.

vsρdh 2V_ ρ
Re � � : (4.48)

μ �W � h�μ
Fahidy et al. provided the following empirical correlation

Figure 4.10 Parallel plate vertical electrodes. The acceleration of
gravity is downward.



for mass transfer at the electrode opposite that of the gas-
evolving electrode:

0:336L
Sh � Sho � 3:088 Re0:77Sc0:25 : (4.49)

h

Sho is the Sherwood number in the absence of bubbles;
thus, the second term on the right side is the increase in
mass transfer due to the bubbles at the opposite electrode.
These and other correlations should be used cautiously as
many are based on a small set of data and have only a weak
theoretical basis. Nonetheless, Equation 4.49, for example,
is consistent with the expected behavior. Specifically, if the
distance between electrodes, h, is reduced, then the super­
ficial velocity and Re increase, resulting in a higher mass-
transfer coefficient. Additionally, if L is the length from the
bottom of the electrode, as L increases, the mass-transfer
coefficient increases because the bubbles reach further
across the electrode (Figure 4.9).

The void fraction of the gas, ε, is also referred to as the
“gas holdup,” φ . The superficial velocity of the gas isg
defined as the volumetric flow rate of the gas divided
by the cross-sectional area of flow:

_V
vs � :

Ac

Often, the velocity of the gas relative to the velocity of
the liquid can be determined. For example, the termi­
nal velocity of a bubble in liquid for a diameter less
than 0.7 mm is given by Stoke’s law:

gd2
bΔρvt � :

18μ

From the terminal velocity, the gas holdup can be
estimated

ε � vs � φg:vt

Finally, mass transfer can be improved by aggressively
bubbling (sparging) a nonreacting gas through the electro­
lyte. This phenomenon is similar to natural circulation in
that buoyancy forces are critical. Sigrist et al.2 have
proposed the following correlation:

�0:333Sh � 0:19 Ar� ∗Sc : (4.50)

The Archimedes number is similar to the Gr number, with

2 Sigrist, L. Dossenbach, O., and Ibl, N. (1979) Int. J. Heat Mass
Transfer., 22, 1393.
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the principal distinction being that in gas sparging there is a
second phase present.

L3g ρL � ρgAr � : (4.51)
ρLν2

Ar characterizes the buoyancy and viscous forces on the
bubble.

Rather than a single bubble, swarms of bubbles would
be used to enhance mass transfer. In this case, the fraction
of the volume occupied by the bubbles, ε, is important.
Assuming that the density of the gas is small compared to
the density of the liquid, the Ar number is modified to

gL3 ε
Ar∗ � ? : (4.52)

ν2 1 � ε

In the empirical data, no dependence between the mass-
transfer coefficient and either the height of the electrode, L,
or the space between electrodes, h, was observed. There­
fore, the correlation given by Equation 4.50 uses the bubble
diameter, db, as the characteristic length in the Sh and Ar∗.
As above, assume a bubble diameter in the electrolyte of
50 μm, unless additional information is given.

4.6 CONCENTRATION
OVERPOTENTIAL

In Section 4.3, we presented the following expression for
the cell potential during discharge in the absence of
concentration gradients:

: (4.53)Vcell � Ucell � jηanode j � jηcathode j � jηohmic j
We also examined how to solve problems with concentra­
tion gradients at various levels of approximation. The cell
voltage comes naturally from the solution of the coupled
equations for the potential field and concentrations. How­
ever, there are situations where we would like to estimate
the cell voltage in the presence of concentration gradients
without solving the fully coupled equations. In doing so,
we assume that the other voltage drops associated with the
reactions and the ohmic drop in solution still apply. We
also assume that concentration gradients are limited to a
mass-transfer boundary near the electrode surfaces. The
task, then, is to determine the cell voltage that pertains to a
certain current. Most frequently, the Tafel approximation is
used to facilitate calculation of the surface overpotential for
each reaction at the desired current. The ohmic drop
between the electrodes is calculated assuming a constant
conductivity at the bulk concentration, which accurately
represents most of the domain between the electrodes.
Following the treatment presented by Newman and
Thomas, we now define a concentration overpotential to
calculate the impact of the concentration gradients near
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each of the electrodes on the cell voltage:

1 sic1 1 RT i;1η � i dy � ln ∏ siconc κ κ1 nF ci i;0
0

1 (4.54)
zjDj @cj� F dy;
κ @y

j
0

where y is the distance from the electrode of interest, 1
represents the bulk solution, i is positive for anodic current
and negative for cathodic current, and activity coefficients
have been neglected. The first term on the right side
accounts for the error associated with use of the bulk
concentration to calculate the ohmic drop near the electrode
surface. The second term is the equilibrium potential
difference between the electrode of interest and a reference
electrode of the same type located in the bulk electrolyte. It
is thermodynamic in nature and is commonly referred to as
a concentration cell. The species of interest are only those
that participate in the electrochemical reactions. Note that
the stoichiometric coefficients in this term correspond to the
cathodic reaction when calculating the concentration over-
potential associated with either the cathode or the anode,
consistent with the convention described in Chapter 3. The
last term is the diffusion potential, which accounts for the
fact that differences in the transport properties of the ions in
solution impact the potential field. This last term is summed
over all the charged species in solution. Because we have
used the normal from the surface for both electrodes,
concentration gradients that are in the same physical direc­
tion have the opposite sign at the anode and cathode.

It is possible for the terms in Equation 4.54 to have
different signs, and hence contribute in opposite directions
to the concentration overpotential. The sign of the cathodic
and anodic concentration overpotentials, themselves, have
significance. The concentration overpotential contributes in
a negative way to the overall cell potential when its value at
the cathode is negative and its value at the anode is positive.

If we assume a stagnant diffusion layer of thickness δ
with linear variation of the concentration, the concentration
gradients in the last term can be approximated as

@cj cj;1 � cj;0� : (4.55)
@y δ

Equation 4.54 then becomes

1 sic1 1 RT i;1η � i dy � ln ∏ siconc κ κ1 nF ci i;0
0 (4.56)1 zjDj cj;1 � cj;0� F dy:

κ δ0 j

When there is excess supporting electrolyte, the

conductivity in the boundary layer does not change signifi­
cantly, and the first term in Equation 4.56 can be neglected.
Also, since the conductivity scales linearly with concentra­
tion, the last term scales as the concentration of the minor
species divided by that of the supporting electrolyte and is
likewise small. With these assumptions, the concentration
overpotential in the presence of a supporting electrolyte
becomes

sicRT i;1η � ln ∏ si : (4.57)conc nF ci i;0

This is the equation most commonly found in the literature
and the one that we will use most frequently in this text.
The concentration overpotential expressed in
Equation 4.57 will always be negative at the cathode
and positive at the anode since the concentration of reac­
tants and products at the surface will always be depleted or
enriched, respectively, relative to the bulk. Consequently,
Equation 4.57 represents a potential loss for both the anode
and cathode. Therefore, the appropriate expressions for the
cell potential during galvanic operation (discharge) and
electrolysis (charge) become

� η � ηVcell � Ucell � ηs;anode s;cathode conc;anode

� η ;conc;cathode � jηohmic j
(4.58a)

� η � ηVcell � Ucell � ηs;anode s;cathode conc;anode

� ηconc;cathode � jηohmic j:
(4.58b)

One of the challenges with all of the above expressions
for the concentration overpotential is that they require
knowledge of the concentration at the surface of the
electrode, which is a quantity that is not readily accessible.
In the presence of excess supporting electrolyte where the
bulk concentration is known, the current is related to
transport across the mass-transfer boundary layer as
follows:

Dii � nFkc � nF Sh : (4.59)cbulk � csurf cbulk � csurfL

Equation 4.59 applies to all species that participate in the
reaction. As before, we treat this equation as a scalar rather
than a vector. In doing so, we note that reactants are trans­
ported to the surface and have a surface concentration that is
less than the bulk, while the opposite is true for products of
the reaction. The n in this equation represents the number of
equivalents per mole of the species of interest. Once the
surface concentrations are known, Equation 4.57 can be used
to calculate the concentration overpotential.
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Finally, if there is only one species in the electrolyte
that participates in the reaction (e.g., a metal cation that is
deposited on the electrode) and the limiting current is
known, the surface concentration can be written as

i i
ci;0 � ci;1 1 � � ci;0;lim ; (4.60)

ilim ilim

where ci;0;lim is most often zero, but can be the saturation
concentration in situations where the surface concentration
is higher than the bulk.

ILLUSTRATION 4.8

Consider an electrorefining cell similar to that of
Illustration 4.7. In this case, however, there is forced
convection (instead of natural convection) and Sh is
dependent on the hydraulic diameter. The following
data are known:

Electrolyte composition: 0.25 M CuSO4 and 1.5 M
H2SO4

Sherwood number (based on hydraulic diameter):
1200

Electrode dimensions: cell gap= 0.05 m, width= 0.5 m,
height= 0.96 m

Operating current density: 200 A�m�2

Cupric ion diffusivity: 5.33× 10�10 m2�s�1

Kinetic parameters for copper reaction (apply at
both electrodes):

io= 0.001 A�cm�2

γ = 0.42

cCu2�;ref � 0:1 M

αa= 1.5

αc= 0.5

Determine the surface and concentration overpo­
tentials at both the anode and the cathode. Also deter­
mine the cell potential at the specified current density.

Solution:
1. We need to find the concentration of cupric ions at

both electrode surfaces. To do this, we will use
Equation 4.59 to relate the current to the surface
concentration, assuming that the bulk concentra­
tion is known.

The characteristic length for Sh is
dh= 4Ac/P= 4(0.05 m)(0.5 m)/
(2(0.05 m+ 0.5 m))= 0.0909 m

For the cathode:

i � 200 A m�2 � nF Sh
Di

L
cbulk � csurf

� 2� � 96485� � 1200� � 5:33 � 10�10

0:0909
250 � csurf ;

csurf ;c � 102:7 mol m�3:

Assuming that the same mass-transfer
coefficient and properties apply at the anode,
csurf,a= 397.3 mol�m�3.

2. To calculate the concentration overpotential, we
need the value of si. The reaction written in the
cathodic direction is

Cu2� � 2e� ! Cu

Therefore, sCu2� � �1. This same value is used at
both the anode and cathode since, in both cases, we
are calculating the difference between the potential
at the surface and that of a reference electrode of the
same type as the working electrode located in the
bulk solution.

3. The concentration overpotentials can now be
determined:

Cathode: ηconc � RT
nF ln

c�1
i;1
c�1
i;0

� RT
nF ln csurf

cbulk

� �0:0114 V:
Similarly, for the anode: ηconc � 0:00595 V. Nei­

ther of these values is very large.

4. We can also calculate the surface overpotentials:

Cathode : io � io;ref
c1

c1;ref

γ1

� 0:01 A m�2 102:7
100

0:42

� 0:0101 A m�2:

From the BV equation with use of a nonlinear
solver, ηs;c � �0:1533 V.

Similarly, for the anode, io � io;ref
c1

c1;ref
γ1

� 0:01 A m�2 397:3
100

0:42 � 0:0178 A m�2:

From the BV equation with use of a nonlinear
solver, ηs;a � 0:0420 V.

5. We can now calculate the potential of the cell.
From Equation 4.58b, Vcell � Ucell �

ηs;anode � ηs;cathode � ηconc;anode � ηconc;cathode
� ηohmic :

Equation 4.58b is used because this is an
electrolytic cell. We will neglect the ohmic drop
because of the supporting electrolyte. In practice,
there will be a small ohmic drop, depending on the
relative concentrations of the species in solution.

Vcell � 0 � 0:0420 � 0:1533� � � 0:00595

� 0:0114� � � 0:213 V:
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In summary, in this section we developed an expres­
sion for the concentration overpotential that can be used in
conjunction with the surface overpotentials and ohmic loss
to estimate the potential of a cell at a given current density,
as illustrated previously. It applies in the presence of flow
since it assumes that the concentration gradients occur near
the electrodes across the respective boundary layers.

4.7 CURRENT DISTRIBUTION

Current distribution refers to how the current density varies
across the surface of an electrode. A current density that is
constant over the electrode surface corresponds to a uni­
form current distribution. Imagine you are electroplating a
metal object such as a door handle or a dental instrument.
From Faraday’s law, the thickness of the deposit will vary
if the current density is not uniform, which is clearly not
desirable as it could result in incomplete coverage in some
areas and/or overplating in others. Whether we are design­
ing an electrode, a corrosion protection system, or an
electrodeposition process, it is usually advantageous to
have a uniform current distribution. The consequences of a
nonuniform distribution can be an uneven deposition,
unwanted side reactions resulting in low efficiencies,
oxidation of cell components, and poor yield. Specific
examples will be considered in more detail in subsequent
chapters. Our purpose in this section is twofold: (1) to
develop a method for assessing the nonuniformity of the
current distribution and (2) to explore quantitatively the
current distribution for some simplified cases.

Geometric Symmetry
Geometries that are one-dimensional naturally lead to a
uniform current distribution. For example, consider a
rectangular cell with electrodes at opposite faces that
occupy the entire face area. All of the transport between
the electrodes is inherently one dimensional because of the
geometry. Concentric cylinders with insulating planes at
the two ends would also be one-dimensional due to
symmetry. Although less common, spherical symmetry
can also lead to a uniform current density. Since the
uniformity is a result of the geometry, the current distribu­
tion will always be uniform, independent of the complexity
of the problem and the parameters involved. Care should
be taken with problems that include convective flow since
flow may disrupt the inherent geometric symmetry.

Electrochemical systems are frequently not geometri­
cally symmetric and may therefore have a current distri­
bution that is not uniform. Consider the geometry of
different types of electrochemical cells and see if you

Figure 4.11 Ohmic and charge-transfer (surface) resistances.

can predict where you expect the current between the
two electrodes to be highest. What is the rationale for
your prediction? Your intuition may have told you that the
current will likely be highest at locations where the electro­
des are closest together. It turns out that you are mostly
correct. Let’s explore this issue further.

Constant Concentration
When concentration gradients can be neglected, we are left
with Laplace’s equation for the potential as shown in
Section 4.3. In that section, we solved for the potential
drop in a one-dimensional (symmetric) geometry for fast
kinetics. Previously, we examined the impact of the surface
reaction on the potential losses at each of the two electro­
des, in addition to losses associated with the ohmic drop in
solution. Rapid kinetics leads to small surface overpoten­
tials and voltage losses that are dominated by the solution.
In contrast, surface overpotentials dominate the voltage
losses for slow kinetics. How are these observations related
to the current distribution in systems that are not geomet­
rically symmetric?

Figure 4.11 provides a conceptual view of the situation
in terms of two types of resistances: ohmic resistance and
charge-transfer resistance. The charge-transfer resistance
occurs at the surface and does not depend on the geometry.
In contrast, the ohmic resistance is strongly dependent on
the geometry and is responsible for nonuniformities in the
current distribution. Therefore, situations where the



charge-transfer resistance dominates over the ohmic resist­
ance result in a uniform current distribution. Conversely,
situations where the ohmic resistance is dominant lead to a
nonuniform current distribution (except, of course, in cases
where the problem is geometrically symmetric). In
Figure 4.11a, the current would be higher on the right
where the electrodes are closer together. In contrast, the
current would be nearly uniform over both electrodes when
the surface resistance dominates as in Figure 4.11b.

Consider current flowing between two large, parallel
plates separated by a distance L. The resistance between
the plates is (see Equation 4.8c)

L
RΩ � : (4.61)

Aκ
The charge-transfer resistance can be expressed as

1 dηsRct � ; (4.62)
A di

where ηs is the surface overpotential. The ratio of these two
resistances is the dimensionless quantity known as the
Wagner number, which is a measure of the uniformity of
the current density.

Rct κ dηsWa � � ; (4.63)
RΩ L di

The change in the surface overpotential with respect to the
current can be obtained from an expression for the kinetics.
Beginning with the Butler–Volmer equation introduced in
Chapter 3,

αaF �αcFη ηi � io exp RT s � exp RT s ;

we consider the simplified expressions for linear and Tafel
kinetics. The results are as follows (see Problem 4.20):

κ RT 1
Linear kinetics : Wa � : (4.64)

Lc F io�αa � αc�
RTκ 1

Tafel kinetics : Wa � : (4.65)
FLc αciavg

For Tafel kinetics, the average current density appears in
the denominator of the Wagner number. Under these
conditions, the charge-transfer resistance decreases with
increasing current density due to the exponential nature of
the current. In contrast, the exchange-current density
appears in Equation 4.64 for linear kinetics. The resistance
is independent of the current density for the linear region. In
general, the current distribution becomes less uniform as the
Wagner number decreases. When the Wa approaches zero,
the kinetic resistance is no longer significant and the current
distribution is controlled completely by the ohmic drop in
solution. To summarize:
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� In the absence of concentration gradients, the current
distribution is influenced by kinetic and ohmic
resistances.

� In situations where the kinetic resistance dominates, the
current distribution tends to be uniform (Wa >>1).

� In situations where ohmic losses dominate, the current
distribution tends to be nonuniform (Wa→ 0).

Equations 4.64 and 4.65 also highlight the important
factors in controlling the distribution of current. The
current distribution can be made more uniform by (1)
increasing the conductivity of the solution, by adding a
supporting electrolyte for instance, (2) reducing the char­
acteristic length L, (3) lowering the exchange-current
density, perhaps by adding inhibitors to the electrolyte,
and (4) keeping the average current density low. All of
these techniques are used in practice.

The choice of characteristic length for use in the Wa
number is often not clear since there is frequently more than
one possibility to consider. A couple of generalizations are
helpful in making this choice. If the electrodes are similar in
size, then the resistance is best characterized by the distance
between them. In contrast, for a situation where the electrode
of interest is smaller than the counter electrode and
where spherical or cylindrical symmetry leads to decay of
the potential field with increasing distance away from the
electrode, the most appropriate length is the diameter or
length of the small electrode. In such cases, the precise size
and location of the counter electrode are not important since
nearly all of the potential drop occurs within 5–10 radii of the
small electrode. In all cases, if the electrodes are very far

Figure 4.12 Characteristic length.



84 Electrochemical Engineering

apart (>5L), the potential distribution near the electrode is
not affected by the other electrode and a dimension charac­
teristic of the electrode (L) should be used as the character­
istic length. These generalizations are illustrated in
Figure 4.12.

We can now provide some important definitions:

Primary current distribution: The current distribution
where Wa= 0 and kinetic resistances are not important.
The distribution of the current depends entirely on
ohmic losses in the electrolyte. Constant concentration
is assumed and Laplace’s equation is solved for the
potential field with constant potential boundary condi­
tions at the electrodes.

Secondary current distribution: The current distribution
that is determined by including kinetics as a boundary
condition when solving Laplace’s equation for the
potential field. Also assumes constant concentration.
This distribution approaches the primary current distri­
bution when kinetics are extremely rapid.

Tertiary current distribution. This distribution includes
mass transfer, kinetics, and potential field effects. A
fully coupled solution of the equations that describe all
of these effects is required.

Primary Current Distribution Example
(Wa=0)
For the primary current distribution, the kinetic resistance is
negligible. Under these conditions, the kinetics are suffi­
ciently fast to be considered at equilibrium. Since the metal
potential of the electrode is constant, this assumption implies
that the solution just beyond the metal surface is also at a
constant potential. Ohmic losses control the distribution and,
since the conductivity is constant, the geometry dictates the
current distribution as determined from Laplace’s equation.

Figure 4.14 Primary current distribution between two parallel
plate electrodes. The distance between the electrodes (h) is 1.25 times
the electrode width (L).

For the primary current distribution we have two types of
boundary conditions. The first is the constant potential bound­
ary condition at the electrode as just described. The second
boundary condition applies at insulating boundaries where
there is no current flow. From Ohm’s law, the gradient of the
potential normal to an insulating boundary is equal to zero.

Figure 4.13 shows the potential distribution for two
parallel electrodes embedded in insulating walls, where the
potential of the electrodes has been specified and the
gradient of the potential at the insulating walls is zero.
This problem can be solved analytically with use of the
Schwarz–Christoffel transformation to yield the current
distribution. A number of different analytical and numeri­
cal methods for solving Laplace’s equation for the primary

Figure 4.13 Lines of constant potential for the primary current distribution between two parallel plate electrodes. The distance between the
electrodes (h) is 0.67 times the electrode width (L).
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Figure 4.15 Current density between insulators and electrodes for primary current distributions.

current distribution are available, and solutions for a
number of different geometries have been published.
While analytical solutions are useful and perhaps even
elegant, numerical solution with use of modern computa­
tional tools is quite straightforward and is probably the
quickest way to solve a problem whose primary current
distribution is not readily available. The results shown in
figures 4.13 and 4.14 were determined numerically.

The current flows normal to the lines of constant poten­
tial. Therefore, the current flows out from the edges of the
electrodes at right angles to the potential lines. At insulating
surfaces, the lines of constant potential are perpendicular to
the surface, corresponding to a zero gradient and hence zero
current at those surfaces. Why is the current distribution so
nonuniform (see Figure 4.14)? The answer is that there is
much more area in which current can flow at the edges of the
electrodes, and the current takes the path of least resistance.
This path is a bit longer but less crowded. To illustrate,
imagine that you and thousands of other people are trying to
get into the stadium entrance to a sporting event. What do you
do if you are in a hurry? You run along the outside of the
crowd where things are not all jammed up with people, and
then head for the outside edge of the entrance. That is what the
current does and that is why the current at the edges is much
higher. Basically, a much larger cross section of the electro­
lyte feeds the current on the outside of the electrodes.

Figure 4.16 Primary current distribution between two parallel
plate electrodes. The distance between the electrodes (h) is 1.25 times
the electrode width (L). Geometry and conductivity.

A few general rules are illustrated by Figure 4.15.
When the angle between an insulating surface and the
electrode is less than 90°, the current density in the corner
is zero. For an angle of 90°, the current is finite; for angles
equal to or greater than 90°, the current density is infinite.
This behavior has important implications for electrodepo­
sition and electropolishing.

Secondary and Tertiary Current
Distributions
For the secondary distribution, kinetic resistances of the
electrode reactions are included. As we discussed previ­
ously, the finite kinetics has the effect of smoothing out the
current distribution. Since we still assume a uniform
concentration in the electrolyte, Ohm’s law and Laplace’s
equation apply. The difference is that the boundary condi­
tions treat finite kinetics for the electrochemical reactions.
There are analytical solutions for a few secondary current
distributions that take advantage of simplified kinetics.
However, most problems for the secondary current distri­
bution involve nonlinear boundary conditions that are
more easily addressed numerically. While the details of
the solution are beyond the scope of this section, it is useful
to examine the results for the parallel plate problem as a
function of Wa number (Figure 4.16). For a uniform
current distribution, the local current density and the
average current density are equal (i/iavg= 1). As seen in

Figure 4.17 Impact of Wa on the average current for the
conditions of Figure 4.16.
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the figure, the results for Wa= 30 are close to uniform. The
figure also shows very little difference between the results
for a Wagner number of 30 and those for Wa= 2.7. Thus,
from an engineering perspective, efforts to increase Wa
from 2.7 to 30 would not be warranted for this system. The
nonuniformity of the current distribution at low Wa values
is also apparent from the figure.

The normalized data in Figure 4.16 provide an accu­
rate view of the current distribution. However, the price
paid for uniformity is perhaps not obvious. Figure 4.17
shows the average current density that corresponds to each
value of Wa. In this case, the average current was reduced
by orders of magnitude in order to get a current distribution
that was nearly uniform, with rapid changes occurring at
very low Wagner numbers. The reduction in the average
current means that, for example, the rate of electrodepo­
sition has been dramatically reduced in order to make the
current distribution more uniform. In situations where it is
possible, it is advisable to start with a primary current
distribution that is more nearly uniform in order to avoid
the severe reductions in current observed here.

Finally, we have tertiary current distributions, which
include concentration gradients and mass-transfer effects,
which also impact the current distribution. Ohm’s law can
no longer be used and, for all intents and purposes,
numerical solutions are required.

4.8 MEMBRANE TRANSPORT

Electrolyte and Electrode
Separation
The electrodes in electrochemical cells are physically
separated, and electrolyte occupies the space between
the two electrodes. The manner in which this separation
is implemented can vary and has significant impact on
transport. Let’s inspect the space between electrodes for
three electrochemical systems to highlight the differences.
The first system we consider is the electrorefining of
copper as discussed earlier in this chapter. In this system,
there is no physical separator between the electrodes, and
the space between them is filled with electrolyte. Since the
electrolyte does not conduct electrons, the electrodes are
insulated from each other as they must be. Current flows in
solution by the transport of ions as we have discussed
throughout this chapter (Figure 4.18a).

The second system is a lithium-ion battery. For battery
operation, it is critical to minimize losses in order to get as
much power as possible from the battery. Lithium ions are
shuttled between the two electrodes during charge and
discharge. In order to minimize losses related to transport,
we want the distance between electrodes to be as small as
possible, say 25 μm. At the same time, the two electrodes
cannot touch each other. We cannot reliably construct a
large area cell with the two electrodes so close together
without having them touch if we only have liquid electro­
lyte between the electrodes. Instead, a porous separator

Figure 4.18 (a) Transport across a simple electrode gap filled with electrolyte. (b) Porous inert separator filled with electrolyte. (c) Solid
membrane representing a separate phase.



made from a nonconductive material (e.g., polymer) is used
(Figure 4.18b). The electrolyte fills the pores and enables
ionic transport, while the polymer separator material pre­
vents contact between the two electrodes. Movement
through the pores restricts transport; therefore, transport
properties, conductivity, and diffusivity must be adjusted
to account for volume fractionfilled by the inert polymer and
for the tortuous path through the separator. These adjust­
ments are discussed in detail in Chapter 5.

Finally, the third type of system we consider is one that
uses a membrane between the electrodes. An important
example of a membrane-based system is the chlor-alkali
process used to produce chlorine gas and caustic. Many
fuel-cell systems also use membranes. In contrast to a
porous separator film, a membrane has no open porosity.
Rather, the molecular structure of the membrane permits
selective transport of one or more species through the
membrane while blocking other species. For example, the
chlor-alkali membrane selectively allows cations to move
through the membrane, but excludes anions. This feature is
critical to an efficient chlor-alkali process (Chapter 14).

Ion Transport Through
Membranes
When used as the separator in an electrochemical process,
the membrane itself serves as an electrolyte to allow ionic
current to flow between the electrodes. It represents an
additional phase in our electrochemical system, and there is
selective partitioning of species between the bulk electro­
lyte and separator. In other words, the concentration of a
species in the membrane is different from, but related to,
the concentration of that species in the bulk electrolyte at
the interface between the membrane and the electrolyte.
We will only consider situations where the interfacial
compositions are in equilibrium and can be described by
a thermodynamic relationship. A partition or distribution
coefficient is used to provide the required relationship as
described below.

The partition coefficient is simply the ratio of the
concentration of species i in phase α divided by its
concentration in phase β (see Figure 4.18c):

∝ciKi � : (4.66)βci

These values are usually determined experimentally and
are different for different species. In general, as you might
expect, concentrations in the nonporous membrane are
lower than those in the bulk.

The concentration difference between the cβ values oni
either side of the membrane provides a driving force for
transport. However, the potential field and charge interac­
tions are also important for the transport of ions. Thus, ionic
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transport through the membrane can be quite complex and
are not usually adequately described by the Nernst–Planck
equation. The relationships needed to accurately describe
transport in cation-exchange membranes that are commonly
used in fuel cells are presented in Chapter 9.

Transport of Gases Through
Membrane’s Thin Liquid Films
An approach similar to the partition coefficient mentioned
previously can be used to describe the transport of gases in
films. Such gas-phase transport is much simpler than ion
transport since charge interactions are not important.
However, transport of gases through membranes can result
in important losses of efficiency. For example, hydrogen
gas in a fuel cell may transport across the membrane to the
cathode and react directly with oxygen instead of reacting
separately on the anode to produce power. For gases,
equilibrium at the interface between the gas and the
membrane is expressed with Henry’s law:

xiHiyi � ; (4.67)
p

where x and y are the mole fractions in the membrane and
gas phases, p is the total pressure, and Hi is Henry’s law
constant. As defined, 1/Hi describes the solubility of gas i
in the membrane. A common physical situation is solution
and diffusion, where a gas dissolves into and then diffuses
across the membrane. To illustrate, we describe the trans­
port of a gas species i. On the right side of the membrane
the partial pressure is pi, and on the left side it is zero.
Equation 4.10 is applied to the membrane, which at steady
state reduces to

d2ci � 0; (4.68)
dz2

where z is the position in the membrane in the “thickness
direction.” Integration gives

ci � Az � B: (4.69)

As for boundary conditions, we express the concentration
of the gas in the membrane with Henry’s law to yield

z � 0; ci � 0
and

picz � δ; ci � ;
Hi

where δ is the membrane thickness, c is the total molar
concentration or molar density of the membrane, and we
have made use of the fact that xi= ci/c. We can now
determine the constants A and B to yield the following
expression for the concentration as a function of position

pic zci� � �z : (4.70)
Hi δ

The flux is determined with Fick’s law:
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Di pic : (4.71)Ji �
δHi

The rate of transport of gas through the membrane will
depend both on its solubility (1/Hi) and the diffusivity of
the species (Di). Often, these properties are combined into
a quantity called the permeability,

Dipermeability � Pi � diffusivity � solubility � :
Hi

(4.72)

We also see that the rate of transport depends linearly on
the difference in partial pressure of gas across the mem­
brane, as expected. When the species must first go into
solution and then diffuse across the membrane, these
processes are combined and described as permeation.

CLOSURE

Transport in electrochemical systems by molecular diffu­
sion and convection was introduced. Distinctive to elec­
trochemical systems, the electric field plays a role in
transport of ions. The Nernst–Planck equation was pre­
sented and several important simplifications were exam­
ined. Two important circumstances are the binary
electrolyte and the case of an excess supporting electro­
lyte. For all intents and purposes, we treat the electrolyte
as electrically neutral, which has the effect of coupling ion
transport. For a binary electrolyte, there are three transport
properties: electrical conductivity, diffusivity of the salt,
and the transference number. Additionally, the significance
of the current distribution was presented, which is influenced
by geometry, kinetics, and mass transfer. The Wagner
number is a dimensionless ratio of the ohmic and kinetic
resistances. This dimensionless group provides a good
starting point for assessing the uniformity of a current
distribution. For transport of gases in liquids and mem­
branes, the solubility and diffusivity can be combined to
define the permeability; this quantity plays an important role
in fuel cells and gas transport in membranes.
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PROBLEMS

4.1 Oxygen diffuses through a stagnantfilm as shown in thefigure.
At the electrode, oxygen is reduced to form water. Estimate the
limiting current density, that is, when the concentration of
oxygen at the electrode goes to zero, corresponding to the
maximum flux of oxygen. The following data are provided:
thickness of the film 5 μm, the diffusivity of oxygen is
2.1× 10�10 m2�s�1, and the concentration of oxygen at the
film surface in contact with gas is 3 mol�m�3.

4.2 For a binary electrolyte, show that the electric field can be
eliminated and Equation 4.19 results.

4.3 At the positive electrode of a lead–acid battery, the reaction is

PbO2 � SO4
2� � 4H� � 2e� $ PbSO4 � 2H2O

(a) If the electrolyte is treated as a binary system consisting of H+

and SO4
2�, show that at the surface the current is given by

i �2D @c� :
F 2 � t� @x

(b) What issues could arise from the formation of solid lead
sulfate on the surface?

4.4 A porous film separates two solutions. The left side contains
2 M sulfuric acid, whereas on the right side there is 2 M
Na2SO4. Discuss the rate of transport of sulfate ions across
the membrane and the final equilibrium state.

4.5 The purpose of this problem is to compare the limiting current
for the electrorefining of copper both with and without support­
ing electrolyte. Assume that copper is reduced at the left
electrode (x= 0) and oxidized at the right electrode (x=L).
You should also assume steady state and no convection. Finally,
assume that the current efficiency for both copper oxidation and
reduction are 100%. (Note that the assumption of no convection
leads to very low values of the limiting current since transport by
diffusion is slow over the 5 cm cell gap.)

(a) Derive an expression for the limiting current as a function of
the diffusivity, the initial concentration of copper (which is
also the average concentration), and the cell gap, L.

(b) Derive an analogous expression for the limiting current
in the presence of a supporting electrolyte.

(c) How do the two expressions compare? Why is the limiting
current lower in the presence of a supporting electrolyte?

(d) For the binary system, derive an expression for the concen­
tration profile as a function of current for values below the
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limiting current. What is the sign of the current in this
expression?

4.6 One type of Li-ion battery includes a graphite negative electrode
and manganese dioxide spinel positive electrode, described by
the following reactions (written in the discharge direction):

LixC6 ! xLi� � xe� � C6 �negative�
xLi� � xe� � Mn2O4 ! LixMn2O4 �positive�

The electrolyte consists of an organic solvent that contains a
binary LiPF6 lithium salt, where the anion is PF�

6 . Assume a
one-dimensional cell with the cathode located at x= 0 and the
anode located at x=L. The following properties are known:

2DLi� � 1:8 � 10�10 m s�1;
� 2:6 � 10�10 2 �1DPF6

� m s ;
t� � 0:4:

For our purposes here, we assume that the electrodes are
flat surfaces, and that they are separated by an electrolyte-
containing separator that is 25 μm thick. The initial concen­
tration of LiPF6 in the electrolyte is 1.0 M. The parameters
given in the question are for transport in the separator. The
same expression derived in the text for the concentration also
applies to this situation, Equation 4.39.

(a) In which direction does the current in solution flow during
discharge? Is this positive or negative relative to the x-
direction?

(b) Where is the concentration highest, at x= 0 or x= L?

(c) What is the concentration difference across the separator
if a cell with a 2 cm× 5 cm electrode is operated at a
current of 10 mA? Is this difference significant?

(d) Briefly describe how you would calculate the cell poten­
tial for a constant current discharge of this cell if the
current is known and the concentration variation is
known. The potential that would be measured between
the current collectors of the cathode and anode during
discharge. You do not need to include all the equations
that you would use. The important thing is that you know
and are able to identify the factors that contribute to the
measured cell potential, and that you know the process
by which you might determine their values.

4.7 A potential step experiment is conducted on a solution of
0.5 M K3Fe(CN)6, and 0.5 M Na2CO3. The potential is large
enough so that the reduction of ferricyanide is under diffu­
sion control. Using the data provided, estimate the diffusion
coefficient of the ferricyanide.

3�
Fe�CN�6 � e� ! Fe�CN�6 4� �Uθ � 0:3704 V�

Time (s) Current density (A�m�2)

1 731
1.7 564
2.8 438
4.6 340
7.7 263

12.9 201
21.5 156
35.9 122
59.9 94

100 72

4.8 Platinum is used as a catalyst for oxygen reduction in low-
temperature, acid fuel cells. At high potentials, the platinum
is unstable and can dissolve (see Problem 2.17), although the
concentration of Pt2+ is quite small. The electrolyte conduc­
tivity is 10 S�m�1, and the current density, carried by protons,
is 100 A�m�2. Assuming that the temperature is 80 °C and the
Pt2+ is transported over a distance of 20 μm, is it reasonable
to neglect migration when analyzing the transport of plati­
num ions? Why or why not?

4.9 Calculate the diffusivity, transference number, and conduc­
tivity of a solution of 0.05 M KOH at room temperature.

4.10 Estimate the conductivity of a 0.1 M solution of CuSO4 at 25 °C.

4.11 An electrochemical process is planned where there is flow
between two parallel electrodes. In order to properly design
the system, an empirical correlation for the mass-transfer
coefficient is sought. An aqueous solution containing 0.05 M
K4Fe(CN)6, 0.1 M, M K3Fe(CN)6, and 0.5 M Na2CO3 is circu­
lated between the electrodes. The reactions at the electrodes are

3�
Fe�CN�6 � e� $ Fe�CN�6 4� �Uθ � 0:3704 V�

(a) If the potential difference between electrodes is increased
slowly from zero, sketch the current–voltage relationship
that would result. Include on the graph, the equilibrium
potential for the reaction, the open-circuit potential, the
limiting current, and the decomposition of water.

(b) For the conditions provided, which electrode would you
expect to reach the limiting current first?

(c) Show how to calculate a mass-transfer coefficient, kc,
from these limiting current data.

4.12 For the system described in Problem 4.11,

(a) Use the data provided for Ilim versus flow rate to develop
a correlation for dimensionless mass-transfer coefficient,
Sh. The Re should be defined with the hydraulic diame­
ter, dh � 4Ac=P. At 298 K, the diffusivity of the ferri/
ferrocyanide is 7.2× 10-10 m2�s�1. Treat the electrodes as
0.1 m× 0.1 m squares separated by a distance of 1 cm. Use
density as 998 kg�m�3 and a viscosity of 0.001 Pa�s. Based
on the literature, the following correlations are suggested.

1=3dhLaminar flow Sh � a Re1=3Sc1=3 ;
L

1=4dhTurbulent flow Sh � b Re2=3Sc1=3 :
L

(b) What is the importance of the sodium carbonate in this
experiment?

(c) Justify the need for the additional dimensionless factor
�dh=L�.

Flow rate [cm3s�1] Limiting current [A]

0.96
2.06
3.69
6.41
9.16

11.89

0.15
0.19
0.22
0.27
0.30
0.34

(continued )
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(Continued )

Flow rate [cm3s�1]

14.62
17.35
20.22
22.83
25.54
28.56

Limiting current [A]

0.36
0.39
0.41
0.44
0.46
0.50

4.13 For the Cu electrorefining problem (see Illustration 4.7),

(a) Calculate the mass-transfer coefficient, kc [m�s�1], based
on natural convection using the height of the electrode as
the characteristic length.

(b) It is desired to increase the mass-transfer coefficient by a
factor of 10 and thereby raise the limiting current. If
forced convection is used, what fluid velocity and Re are
required? The following correlations for mass transfer
between parallel planes are available. The distance
between the electrodes is 3 cm. Assume that the electro­
des are square.

0:333dhLaminar flow Sh � 1:85 ReSc ;
L

0:50:079
Turbulent flow Sh � 0:0789 ReSc0:25:

Re0:25

Note that in contrast to the correlation for natural convection,
the Sh and Re here are based on the equivalent diameter
dh � 4Ac=P.

(c) For this arrangement, sparging with air at a rate of 2 L/min
per square meter of electrode area results in a mass-
transfer coefficient on the order of 2× 10�5 m�s�1. Calcu­
late the superficial velocity of the air and compare with the
velocity obtained in part (b). Why might air sparging be
preferred over forced convection?

4.14 Correlations for mass-transfer coefficients for full-sized,
commercial, electrowinning cells under the actual operating
conditions can be difficult to measure.

(a) What could be some of the challenges with measuring
these mass-transfer coefficients?

(b) It has been suggested (J. Electrochem. Soc., 121, 867
(1974)) that kc can be estimated by codeposition of a
trace element that is more noble. For instance, in the
electrowinning of Ni (Uθ= 0.26 V), Ag (Uθ= 0.80 V)
could be used. The idea is that because the equilibrium
potential for the more noble material is higher, the
limiting current will be reached sooner. After a period
of deposition, the electrode composition is analyzed to
determine the local and average rates of mass transfer.
Would the mass-transfer coefficient for Ni be the same as
for Ag? If not, how would you propose correcting the
measured value?

4.15 A porous flow-through electrode has been suggested for the
reduction of bromine in a Zn–Br battery.

Br2 � 2e� ! 2Br�

Calculate the limiting current if the bulk concentration of
bromine is 5.5 mM using the correlation

Sh � 1:29Re0:72

The Re is based on the diameter of the carbon particles, dp,
that make up the porous electrode.

2 �1DBr2 � 6:8 � 10�10 m s ; v � 0:2 cm s�1; dp � 25 μm;
2 �1 1υ � 9:0 � 10�7 m s ; cBr2

� 5:5 mol m�3:

4.16 Chlorine gas is being evolved on the anode of a cell.
L= 0.5 m, W= 0.5 m, and h= 0.03 m. The electrode is oper­
ating at a uniform current density of 1000 A�m�2.

(a) Using the geometry from Figure 4.7, relate the superfi­
cial velocity of the gas between electrodes as a function
of x, distance from bottom of the electrode.

(b) If the bubbles have a diameter of 3 mm, estimate the void
fraction of gas, ε, between the electrodes. Use a surface

�2 �3tension of 0.072 J�m and a density of 997 kg�m .
Assume the bubbles travel with a terminal velocity given by

2σ gdb� :vt � dbρL 2

(c) Compare estimates for the mass-transfer coefficient from
Equations 4.37 and 4.38. Use a diffusivity of 1× 10�9

m�2�s�1. The viscosity of the solution is 0.00089 Pa�s.

4.17 The Hull cell is used to assess the ability of a plating bath to
deposit coatings uniformly; this is known as the “throwing
power” of the bath. The cell shown below has two electrodes
that are not parallel. The other sides of the cell are insulating.
The electrodeposition of a metal is measured on the long side
(cathode), and the more uniform the coating, the better the
throwing power.

Sketch the potential and current distribution assuming a
primary current distribution.

4.18 Please comment on the effect that moving the counter
electrode farther away from the working electrode has on
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the primary and secondary current distributions. Also, name
at least one advantage and one disadvantage of doing so.

4.19 Electropolishing is an electrochemical process to improve
the surface finish of a metal whereby rough spots are
removed anodically. Sometimes this leveling process is
characterized as acting on macroroughness or microrough­
ness. Assume that there is a mass-transfer boundary layer on
the surface.

(a) Propose a mechanism for the leveling of macrorough­
ness, specifically where the thickness of the boundary
layer is small compared to variations in the roughness.

(b) When silver is electropolished in a cyanide bath, CN�
ions are needed at the surface to form Ag(CN)2

�.
Transport of the cyanide ion to the surface may limit
the rate of dissolution of silver. Sketch how the current
density for anodic dissolution of silver changes with the
anode potential.

(c) With microroughness, the variation in thickness of the
surface is less than that of the boundary layer. How
would the diffusion of the cyanide ion to the surface
affect the electropolishing process?

4.20 Derive Equations 4.64 and 4.65.

4.21 Suppose that you have an electrolysis tank that contains 10
pairs of electrodes. The tank is 75 cm long and the gap between
electrodes is 4 cm. The tank is 26 cm wide, and the width of the
electrodes is 20 cm. The distance between the electrodes and
each side of the tank is 3 cm. The temperature is 25 °C.

The tank is used for the electrorefining of copper
(io= 0.01 A�m�2, αa= 1.5, αc= 0.5) at an average current
density of 250 A�m�2. The composition of the solution is
0.7 M CuSO4 and 1 M H2SO4. The following properties are
known:

2 �1DCu2� � 0:72 � 10�9 m s ;
2 �1DSO4

2� � 1:0 � 10�9 m s ;

DH� � 9:3 � 10�9 m2 s�1:

Would you expect the secondary current distribution to be
uniform or nonuniform? Please support your response
quantitatively.

4.22 Use a charge balance on a differential control volume to
show that ∇ ? i � 0 at steady state.

4.23 Permeation of vanadium across an ionomer separator of a
redox flow battery should be kept small for high efficiency.
In contrast to a simple porous material, for an ionomer
membrane separator there can be partitioning between the
bulk solution and the ionomer membrane (see Figure 4.18c).
Consider the case when the current is zero.

(a) If this equilibrium is represented by a partition coefficient,
membrane bulkK � c =c , what is the expression for the molari i

flux across the separator analogous to Fick’s law?

(b) The product of solubility and diffusivity is called per­
meability, here equal to DK. For a permeability of
4× 10�11 m2�s�1, estimate the steady-state flux of vana­
dium across a membrane that is 100 μm thick. On one

side, the concentration of V is 1 M, whereas on the other
side assume the concentration is zero.

(c) This flux results in a loss of current efficiency for the cell.
If the valence state of vanadium changes by one, what
current density does this flux represent?

4.24 It is possible to obtain both the diffusivity and the solubility
of a diffusing species from one experiment. The experiment
involves establishing the concentration on one side of the
membrane and measuring the total amount of solute that is
transported across the membrane as a function of time.
Assume that at the start of the experiment, there is no solute
in the membrane.

Time [s] Total flux [mol�m�2]

45.9 0.0
90.0 0.0

136.9 0.0
179.3 0.5
226.0 1.1
270.9 2.8
315.8 4.4
359.0 6.7
403.5 9.4
446.6 11.9
489.6 14.7
536.9 17.7

(a) Sketch concentration across the membrane as a function
of time. Your sketch should include the initial
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Electrode Structures
and Configurations

Rather than the planar electrodes that have been the focus
of earlier chapters, electrodes for electrochemical systems
are often three-dimensional structures. The primary driving
force behind three-dimensional electrodes is to increase the
reaction area per volume in order to facilitate heteroge­
neous electrochemical reactions. Other benefits include
providing storage volume for solid reactants, supporting
dispersed catalysts, establishing a so-called three-phase
boundary, and efficiently evolving gases, to name but a few.

One example of a porous electrode is the electro­
chemical double-layer capacitor (Chapter 11). Here, the
capacitance is proportional to the surface area, which can
be augmented by two or more orders of magnitude with a
porous electrode. Without the high surface area made
possible by porous electrodes, these double-layer capaci­
tors would be of limited commercial interest.

A second illustration of an effective porous electrode
is the positive electrode of the lead–acid battery, which is
the battery used for starting automobiles. The discharge
reaction for this positive electrode is

PbO2�s� � SO4
2� � 4H� � 2e� ! PbSO4�s� � 2H2O

The interfacial area between phases is greatly increased by
the use of a porous electrode. A greater surface area lowers
the current density at the surface, which reduces the kinetic
polarization and increases the power output of these
batteries enormously. The porous structure also provides
other important advantages for this electrode. During
discharge, solid lead oxide reacts with the electrolyte to
form another solid, lead sulfate, whose density is greater
than that of the original lead oxide. The porous electrode
provides the volume needed for accumulation of the
reaction product, and accommodates changes in the solid
volume of the electrode. The small pore dimensions also
reduce the diffusion path length that is important for

Electrochemical Engineering, First Edition. Thomas F. Fuller and John N. Harb.

precipitation (discharge) and subsequent dissolution
(charge) of the PbSO4, leading to enhanced performance.
Additional information on battery applications is provided
in Chapters 7 and 8.

Another example of a porous electrode is the cathode
of a phosphoric acid fuel cell. The reaction at the cathode is

O2�g� � 4H� � 4e� ! 2H2O�g�
where the oxygen is in the gas phase, the protons are found
in the electrolyte, and electrons are from the solid phase. In
this case, a porous electrode is used to provide the three
interpenetrating phases (gas, liquid, and solid) needed for
the desired reaction to take place. The actual situation is
complicated further by the need for a catalyst to facilitate
oxygen reduction reaction in acid, which is notoriously
sluggish if not catalyzed. The catalyst is typically sup­
ported on high-surface-area carbon to reduce the kinetic
polarization. Transport of oxygen to reaction sites can also
be important. Finally, creating a stable interface between
the gas and the liquid electrolyte is perhaps the principal
challenge, and is discussed further in Section 5.5, as well as
in Chapter 9 on fuel cells.

The objective of this chapter is to establish the basic
principles that govern the behavior of porous electrodes.
We first consider a simplified porous electrode, consisting
of straight cylindrical pores, and derive the relationships
that we will use for analysis of three-dimensional electro­
des. This analysis is followed by a discussion of the
physical characteristics of porous electrodes. We then
examine the current distribution in porous electrodes,
which is critical to the design and optimization of these
electrodes. Porous electrodes containing a gas phase are
then considered. Finally, we consider flow-through elec­
trodes for reaction under mass-transport control.

 2018 Thomas F. Fuller and John N. Harb. Published 2018 by John Wiley & Sons, Inc.
Companion Website: www.wiley.com/go/fuller/electrochemicalengineering
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5.1 MATHEMATICAL DESCRIPTION
OF POROUS ELECTRODES

As we examine porous electrodes, we first consider a simple
geometry consisting of straight cylindrical pores in an
electrically conductive matrix as shown in Figure 5.1.
The idea behind using a three-dimensional porous structure
is to increase the amount of surface area in a given electrode
volume. Let’s assume that we have an electrode that is
10 cm× 10 cm and 1 mm thick. The electrode is filled with
an array of straight pores as shown in thefigure. Assume that
each pore has a diameter of 10μm, and that the minimum
distance between pores is 2.5μm. That would give us 64
million pores in the 10 cm× 10 cm area. The internal surface
area of each pore is about 0.0004 cm2. This single pore area
results in a total pore surface area greater than 25,000 cm2,
which is more than 250 times greater than the flat area of the
original electrode. The area enhancement can be even higher
for practical porous electrodes.

Previously, we assumed that the electrochemical
reactions took place on the surface of the electrode and
we treated the reactions appropriately as boundary condi­
tions. The analysis of a porous electrode, however, is a bit
more complex since the reaction takes place throughout the
volume of theelectrode.Wecoulduseourpreviousapproach
and perform a three-dimensional calculation on the actual
geometry, including the individual pores, and apply the
reaction boundary condition on each pore wall. Fortunately,
a much more effective method, referred to as porous elec­
trode theory, has been developed extensively by Newman.
We will illustrate the method in one dimension since in most
applications it is only variations in the thickness direction
that are important. Situations that require multidimensional
treatment are beyond the scope of this chapter.

Let’s begin with a discussion of the physical system of
interest. As shown in Figure 5.1, we have a porous
electrode attached to a current collector. We assume
that the current collector is at a constant potential, and

Figure 5.1 Straight pores of an idealized porous electrode.

that the current density at the current collector is uniform.
These assumptions are consistent with the one-dimen­
sional treatment mentioned previously and, as a result,
we don’t need to model the current collector. Our spatial
coordinate system is defined as x= 0 at the back of the
porous electrode (the side of the electrode in contact with
the current collector) and x= L at the other side of the
electrode, where L is the thickness of the electrode. Con­
sistent with the notation introduced previously, i1 and ϕ1

are the current density and potential in the solid, electron-
conducting phase; and i2 and ϕ2 represent the current
density and potential in the electrolyte phase. The electro­
lyte fills the cylindrical pores. For the purposes of discus­
sion, we assume that the electrode is the anode, although
the relationships developed apply equally well to a cath­
ode. The current associated with charging of the double
layer is not considered in the following treatment. The
extension of porous electrodes to electrochemical double-
layer capacitors is made in Chapter 11.

At the back of the electrode (x= 0), all of the current is
in the solid phase. Therefore,

i1 � I=A at x � 0; (5.1)

where I/A is the specified current density in A�m�2, and i1 is
based on the superficial area, A, of the electrode (100 cm2=
0.01 m2 for this case). At the other end of the electrode
(front), the solid phase ends and all the current must be
transferred in the electrolyte. Therefore,

i2 � I=A at x � L: (5.2)

In between x= 0 and x= L, the current is split between the
solid and liquid phases. The following relationship must
hold at any point in the electrode:

i1 � i2 � I=A: (5.3)

How does the current change from being entirely in the
solid at the back of the electrode to being entirely in the
electrolyte at the front of the electrode? The current varies
due to electrochemical reaction at the interface between the
solid and electrolyte phases, just as it did for the flat
electrodes that we have considered up to now. In fact,
we can use the same type of kinetic expression (e.g., linear,
Tafel, or BV) that we used earlier to describe the reaction.
The difference is that the reaction area is spread throughout
the volume of the electrode in a porous electrode. That area
is the surface area of the cylinders in our simplified
electrode model (Figure 5.1). As we prepare to write a
charge balance for the electrode, it is convenient to define a
volumetric charge generation term,

Volumetric charge generation rate � ain; (5.4)



where in is the current density normal to actual surface
(A�m�2) and a is the surface area per volume (m�1) or
specific interfacial area. The volumetric charge generation

�3�rate has units of [C�m s�1)] or [A�m�3]. The current
density, in, is the same current density that we have
discussed previously in Chapter 3 and can be represented
by, for example, a Tafel or BV expression. The surface area
to which in corresponds is the interfacial area between the
solid and electrolyte, and is equal to the combined surface
area of the 64 million cylindrical pores in our example. The
specific interfacial surface area, a, in our example is equal
to the combined surface area divided by the superficial
volume of the electrode:

combined suface area 2:5 m2

a � �
superfical volume 0:1 m � 0:1 m � 0:001 m

� 250; 000 m�1

We are now prepared to write charge balances for the
current in solution (i2) and the current in the solid phase
(i1). The balance for i2 is

�∇ ? i2 � ain � 0: (5.5)

The positive sign on the generation term is consistent with
the convention that anodic current is positive and repre­
sents the flow of current into the electrolyte. A similar
expression can be written for i1,

�∇ ? i1 � ain � 0: (5.6)

Note that the generation term is negative since charge
leaves the solid phase when in is positive. It follows that

∇ ? i1 � ∇ ? i2 � 0: (5.7)

It is important to remember that both i1 and i2 are based on the
same superficial area (10 cm× 10 cm in our example). Also,
note that only two of these three equations are independent.

To describe completely the electrode, we also need
material balance equations for the species in solution. In
Chapter 4, a general material balance was provided.

@ci � �∇ ?Ni �Ri: (4.10)
@t

This equation needs to be modified since our control
volume now includes the electrolyte and solid phases.
The term on the left is the rate of accumulation of species
i in our control volume. We will continue to let ci represent
the actual concentration in the electrolyte (moles/volume
of electrolyte). In the porous medium, only a fraction of the
volume is occupied by the electrolyte; therefore, the
amount of species i per control volume is ciε, where ε
is the volume fraction of the electrolyte. Furthermore, since
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the porosity may change with time and position, we must
keep this term in the derivative. The flux, Ni, is the
superficial molar flux and does not require a change in
the differential material balance. Nevertheless, when the
flux is expressed with the Nernst–Planck equation, for
instance, effective transport properties must be used. Sim­
ilar to our treatment of the flux, Ri is the generation rate
based on the superficial volume that includes both solid
and electrolyte phases. The form of the material balance for
porous electrodes becomes

@εci � �∇ ?Ni �Ri: (5.8)
@t

Heterogeneous reactions in the porous electrode affect the
individual balances of reacting species, which are either
consumed or generated by reaction at the surface. In the
present macroscopic approach, we account for these terms
as volumetric generation terms, similar to what was done
above for the charge balance. Therefore, if we neglect
generation terms other than those related to the electro­
chemical reaction:

Ri � aj ; (5.9)n

where jn is the species reaction rate at the surface in moles/
(time–area). This rate is related to the current at the surface
through Faraday’s law:

j � � si in: (5.10)n nF

Note that jn is positive when the current is positive (anodic)
and the species of interest is a product of the anodic
reaction (si< 0). You should review the definition of si
and convince yourself that this is true. The species equation
now becomes

@εci si si� �∇ ?Ni � a in � �∇ ?Ni � ∇ ? i2: (5.11)
@t nF nF

This step completes the balance equations needed to
describe a porous electrode. The unknowns are ci for
each of n species, ϕ1 (potential in solid), and ϕ2 (potential
in electrolyte), for a total of n+ 2. Thus, n+ 2 equations are
required: two charge balance equations, n� 1 species
balances, and the electroneutrality equation.

We still need to write the equations that relate the
currents and fluxes to their respective driving forces in
order to substitute these into the relevant material balances.
We will use the Nernst–Planck equation, although a similar
procedure is suitable for other descriptions of the species
flux. The expression after adjustment for the porous nature
of the electrode is

Ni � �εDi∇ci � εziuiFci ∇ϕ � εci v; (5.12)
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where v is the actual molar-averaged velocity in the pores.
Remember, the flux is based on the superficial area of the
porous electrode, and not on the actual pore area. The
porosity in the first two terms of the flux expression is
usually combined with an additional correction to yield
effective transport properties. Finally, ε and v are some­
times combined into a superficial velocity, which is based
on the superficial area of the electrode and is essentially the
volumetric flow rate divided by the superficial area. Effec­
tive properties are described below after a brief discussion
of the characteristics of porous electrodes in order to
broaden our view beyond the simplified electrode geome­
try considered previously. Note, however, that the material
balances derived above are completely general and not
restricted to the illustrative geometry consisting of straight
cylindrical pores.

We have identified the equations necessary to describe
the behavior of the porous electrode. Next, the methods of
characterizing porous electrodes are presented, followed
by a look at specific examples.

5.2 CHARACTERIZATION OF
POROUS ELECTRODES

An idealized porous electrode with straight cylindrical
pores was considered above. Next our aim is to describe
and characterize porous media in a way that is broadly
applicable. The empty space of the electrode available to
the electrolyte (or gas phase) is the void volume fraction or
porosity, ε. This parameter is the most important feature of
any porous media.

total volume� volume occupied by solid phase
ε � :

total volume
(5.13)

Initially, we assume that this void space is completely
filled by the electrolyte. In our general description, we treat
the porous medium as a continuum; that is, we’ll take a
macroscopic point of view and do not try to describe the
microscopic details. The key to this approach is that the
size of the electrode is large compared to the features of the
pores. The solid and electrolyte phases are therefore treated
as two interpenetrating continua as shown in Figure 5.2.
Additional phases can also be considered. For example, a
gas phase is important for many fuel cells and for some
batteries. Multiple solid phases are also possible. Thus, our
two continua model can be readily expanded to include
three or more interpenetrating phases.

As mentioned earlier, one key objective of porous
electrodes is to increase the interfacial area between the
two phases. Thus, a second key characteristic of the porous

Figure 5.2 Typical porous electrode.

media is the specific interfacial area, a.

interfacial area
a � : (5.14)

superficial volume

This quantity, which was introduced previously for our
cylindrical pore electrode, has units of [m�1]. An electrode
geometry that is more representative of electrodes used in
practice is that formed from a packed bed of spherical
particles, where the interstitial space between particles forms
the void volume, ε. A characteristic length between spheres,
analogous to a hydraulic diameter, can be used to describe
the pore size. Although still simplified, let’s explore this
construct in a bit more depth. For a single sphere of radius r,
the specific interfacial area is 4πr2

. In general, the� 3
4=3πr3 r

specific interfacial area increases as the features of the
porous electrode become smaller. Without worrying about
the exact details of how the spherical particles pack together,
we can express the specific interfacial area with

V�1 � ε� 24πr2 4 3�number of spheres�4πr =3 3 1 � ε�πr �
a � � � :

volume V r
(5.15)

We see that the specific interfacial area for this packed bed
depends not only on the size of the spheres, but also on the
number of spheres as reflected in the solid volume fraction
(1� ε).

The characteristic pore size, rp, can be estimated as
follows:

cross section available for transport
rp � wetted perimeter



volume available for transport�
wetted surface

volume of voids

rp � bed volume
wetted surface

� ε

a
� ε

1 � ε

r

3
: (5.16)

bed volume

Although simplified, this analysis helps us to develop some
intuition into the behavior of porous media. As the void
volume gets small, the pore diameter also decreases. For
larger porosity, the pore diameter will be larger.

A typical porous electrode has a distribution of pore
sizes rather than the single pore size that characterizes our
idealized electrode. Similarly, there is also a distribution of
particle sizes in the electrode. The detailed structure of the
pores controls the properties; however, in general we won’t
attempt to treat the geometric minutiae. Instead, we will
take the specific interfacial area as a measurable quantity of
the porous media or electrode. An example distribution of
the pore volume is shown in Figure 5.3, which was
measured with Hg-intrusion porosimetry. Here, larger
pores are easier to fill than small ones. Since the pores
don’t fill uniformly, we can relate the volume of Hg and
required pressure to pore diameter. Not only don’t we have
a single pore size, but often there is a relatively broad
distribution, perhaps centered on a couple of predominant
sizes. Figure 5.3 shows a bimodal distribution, which is
also common. The volume labeled primary corresponds to
the volume inside the individual particles, and the volume
labeled secondary refers to the volume between particles.
From data for pore volume, quantities such as the mean
pore size and specific interfacial area can be estimated. The
size of the pores impacts transport in the electrode and, as
we’ll see below, is important in establishing a stable
interface with electrodes involving gases.

Figure 5.3 Bimodal distribution of pore sizes for a hypothetical
electrode containing metal catalyst on carbon.
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ILLUSTRATION 5.1

A porous carbon felt is being used for the electrode of a
redox-flow battery. The felt is 2 mm thick with an
apparent density of 315 kg m�3; the true density of the
carbon is 2170 kg m�3. The felt is made up of 20μm
fibers. Calculate the porosity and specific interfacial area.

a. ε � 1 � ρA
ρT
� 1 � 315

2170 � 0:85:

b. Use a cylindrical filament to model the fibers.

a � 4
d

1 � ε� � � 29; 032 m�1:

The superficial current density is 1000 A�m�2. If at
60 °C the exchange-current density is 95 A�m�2, how
much is the kinetic polarization reduced because of the
porous electrode? Assume αa= αb= 0.5.

c. The apparent current density is equal to the actual
current density times the thickness and specific
interfacial area:

I=A � inaL:

The true current density is 17.2 A�m�2, and is
assumed to be constant throughout the electrode.
The Butler–Volmer kinetic expression is used to
evaluate the overpotential, ηs.

I=A � io exp
αaFηs
RT � exp

�αcFηs
RT :

For the apparent current density, ηs= 136 mV; for
the true current density, ηs= 5 mV.

5.3 IMPACT OF POROUS ELECTRODE
ON TRANSPORT

Clearly, the porous structure has an effect on transport
through the media. The way to treat this influence is to
define effective transport properties that can be related to the
bulk transport properties discussed in Chapter 4. The need
for the effective transport properties can be seen with the
cartoon illustrated in Figure 5.4. There are two phenomena
that we need to consider. First, with a porous medium, the
cross-sectional area available for transport is reduced by the
presence of the solid phase. The effective area can be
approximated as the superficial area multiplied by the
porosity. Second, the path length for transport is increased.
A molecule diffusing through the electrode must go around
the solid obstacles following a tortuous path. This charac­
teristic is known as the tortuosity, τ. The tortuosity can have
values as high as 6–20, although values of 2–3 are typical for
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Figure 5.4 Tortuous path through porous media.

many applications. Effective transport properties are related
to those in the bulk by the combination of these two effects.
This correction is represented below for conductivity, but
applies equally to diffusion:

ε
κeff � κbulk : (5.17)

τ

Thus, a higher tortuosity leads to a lower effective
conductivity as would be expected. The effective transport
properties can be measured directly, although a common
estimate that accounts for porosity and tortuosity is

κef f � κbulkε
1:5; (5.18)

which is known as the Bruggeman relationship. A similar
expression can be used for other transport properties such
as the diffusivity and mobility. With these effective
transport properties, we can now write the flux equations
in terms of the appropriate driving forces. For example,
using the definition for conductivity (Equation 4.7),
Equation 4.5 can be written for the solution-phase current
density:

i2 � �κ∇ϕ2 � F ziDi∇ci: (5.19)
i

All that is needed to apply this relationship to a porous
electrode is to replace the transport properties, conductiv­
ity, and diffusivities, with effective values that account for
the porosity and tortuosity.

ziDi;ef f∇ci: (5.20)
i

i2 � �κef f∇ϕ2 � F

ILLUSTRATION 5.2

The effective conductivity of a porous separator is
measured to be 0.035 S�m�1. The porosity is 0.5.
Estimate the tortuosity if the accepted bulk value
for conductivity is 0.2 S�m�1.

κef f � κbulk
ε

τ
:

τ � κbulk
ε

κef f
� 0:2

0:035
0:5 � 2:86:

5.4 CURRENT DISTRIBUTIONS IN
POROUS ELECTRODES

As noted in Chapter 4, a uniform current distribution is often
desired. Generally, the calculation of the current distribution
for porous electrodes is not amenable to analytical solutions.
There are a few exceptions—most notably the one-dimen­
sional treatment of a porous electrode in the absence of
concentration gradients, which is described by the second­
ary current distribution. In contrast to what was examined in
Chapter 4, here we are interested in how the current is
distributed through the thickness of the porous electrode.

Consider the porous electrode shown in Figure 5.5. Let
κeff be the conductivity of the electrolyte and σeff the conduc­
tivity of the solid phase. For convenience, we will drop the
subscripts in the treatment that follows, but you should
remember that these are effective properties. The current
density in the electrolyte is i2 and the current density in
the solid phase is i1. There are also two potentials of interest:
ϕ2, the potential of the electrolyte, andϕ1, the potential of the
solid. We will simplify the analysis by neglecting concen­
tration gradients, and assuming steady state. We also assume
that the superficial current density, I/A, is constant.

In the absence of concentration gradients, two charge
balance equations are required to solve the problem. From
Equation 5.5,

∇ ? i2 � ain: (5.21)

Assuming linear kinetics (see Equation 3.30), this equation
in one dimension becomes

di2 aio�αa � αc�F� �ϕ1 � ϕ2�: (5.22)
dx RT

We will also use Equation 5.7

∇ ? i1 � ∇ ? i2 � 0; (5.23)



�

Figure 5.5 One-dimensional porous electrode showing front and
back of the electrode.

which can be integrated to yield (see Equation 5.3)

i1 � i2 � I=A: (5.24)

Since there are no concentration gradients, we can use
Ohm’s law for both the electrolyte and solid phases. As a
reminder, σ and κ are effective values for the conductivity.

dϕ1i1 � �σ ; (5.25)
dx

dϕ2i2 � �κ : (5.26)
dx

Initially, we will develop an analytical solution for the
current density in solution. To do this, we first differentiate
Equation 5.22 to yield

d2i2 aio�αa � αc�F dϕ1 dϕ2� : (5.27)
dx2 RT dx dx

Since we are after the current density, we can use Equa­
tions 5.24–5.26 to eliminate the potential from this equa­
tion and obtain an expression where the only independent
variable is i2:

i2 � I=A i2d2i2 aio�αa � αc�F� � ; (5.28)
dx2 RT σ κ

where I/A is constant and equal to the applied superficial
current density at the electrode. Equation 5.28 is an
ordinary differential equation with i2 as the only
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unknown. We now define the following dimensionless
variables:

i∗ � i2
I=A

; (5.29)

z � x

L
; (5.30)

ν2 � aio αa � αc� �FL2

RT

1
σ
� 1
κ

; (5.31)

Kr � κ

σ
: (5.32)

Substituting these into Equation 5.28 and simplifying
yields:

d2i∗ Kr� ν2 i∗ � : (5.33)
dz2 1 � Kr

This second order, ordinary differential equation can be
solved analytically to yield i∗ as a function of z. Two
boundary conditions are required. Note that x= 0 is the
back of the electrode at the current collector. The original
boundary conditions for i2 and the dimensionless equiv­
alents are

i2 � I=A at x � L; i∗ � 1 at z � 1; (5.34)

and

i2 � 0 at x � 0; i∗ � 0 at z � 0: (5.35)

The solution is

Kr sinh νz sinh�ν�z � 1��� � � Kri∗ � � : (5.36)
1 � Kr 1 � Kr� sinh ν� � �

This current density can also be differentiated to give a
dimensionless local reaction rate:

di∗ νcosh νz cosh�ν z � 1�� aLin� � � νKr �� � : (5.37)
dz �1 � Kr� sinh ν =A� � I

Use of the dimensionless values allows us to examine the
shape of the current distribution and the local reaction rate as
a function of two parameters, ν and Kr, without having to
insert values for each of the variables in the dimensional
equation. For this exercise to be meaningful, we must first
examine the physical significance of each of these two
parameters. The parameter ν2 is the ratio of the ohmic
and the kinetic resistances, and includes contributions
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from both the solid and liquid phases to the ohmic resistance.
It is essentially the inverse of the Wa for linear kinetics that
was presented earlier in Chapter 4 adapted to the porous
electrode. The only reason that this ratio is defined as ν2

rather than ν is to avoid having to write the square root of ν
repeatedly in the solution of the differential equation. Small
values of ν2 are controlled by kinetic resistance and result in
a uniform or near-uniform distribution of current through the
thickness of the porous electrode, similar to what you
learned in Chapter 4. In contrast, ohmic resistance controls
the current behavior at high values of ν2, leading to a
nonuniform distribution. The second parameter, Kr, is sim­
ply the ratio of the conductivity of the electrolyte (κ) to that
of the solid matrix (σ). Limiting behavior is reached as
Kr→ 0 (electrolyte limited) or Kr→1 (solid limited). It is
common to have systems where the solid-phase conductiv­
ity is significantly greater than that of the electrolyte. With
this background, we will now examine the behavior of i2 and
the local reaction rate in their dimensionless form.

Figure 5.6 shows the dimensionless current density in
solution (a) and the local reaction rate (b) as a function of
position in the electrode at different values of ν2 for the
case where the conductivity of the solid is an order of
magnitude larger than that of the electrolyte, Kr= 0.1. For
small values of ν2 (kinetically limited), the reaction rate is
flat throughout the electrode (ain is constant) and the
current in solution varies roughly linearly with position.
The linear behavior is expected since, for this case, di∗=dz
is equal to a constant. As the value of ν2 is increased, the
reaction rate becomes nonuniform and is preferred at the
front of the electrode due to the additional ohmic resistance
of the electrolyte associated with penetration of the elec­
trode. The nonuniform reaction rate is reflected in the
solution current as shown in the figure. If the solid-phase
conductivity is high compared to the solution phase, then
the reaction would shift toward the electrode/separator
interface (x= L). If the conductivities are reversed, (σ < κ),
the reaction would shift toward the current collector.

In situations where a local solid-phase reactant is not
“consumed,” the distribution for high ν2 values implies that
a significant fraction of the electrode is not being used and
that similar performance could be obtained with a thinner
electrode. In contrast, for a battery electrode with a solid-
phase reactant, the results for high ν2 would indicate, for
example, that the outside of the electrode would discharge
first, followed by the regions closer to the middle, leading
to increased resistance at lower states of charge.

The asymmetry shown in Figure 5.6 is the result of
the assumption that Kr= 0.1. If the conductivity of the
solid and the electrolyte were identical, the reaction
distribution would be symmetrical. Figure 5.7 shows
the current distribution for a porous electrode with the
solid-phase conductivity equal to that of the solution
phase. Because of the equal resistance in the solid and

Figure 5.6 Dimensionless current density and its derivative across
the electrode. The back of the electrode is a z= 0, the front is at z= 1,
adjacent to the electrolyte. Kr= 0.1.

electrolyte phases, the current distribution is symmetri­
cal, neither preferring the front nor the back of the
electrode. The reaction is more nonuniform at higher
values of ν2, shifting away from the center to the front and
the back of the electrode.

It is useful to estimate a penetration depth for an
electrode. Penetration depth is not an issue for small
values of ν2, since such a system is under kinetic control
and reaction takes place throughout the entire electrode.
Here we consider the situation where Kr→ 0 and behav­
ior is limited by transport of current through the electro­
lyte. With these assumptions, the current changes
monotonically from a high value at the front of the
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Figure 5.7 Current distribution with equal electronic and ionic
conductivity.

electrode to a low value at the back of the electrode. The
expression for the local reaction rate, Equation 5.37, can
be simplified to

aLin νcosh νz� �� : (5.38)I=A �1 � Kr� � �sinh ν

We will use a practical approach to the penetration depth
by defining it in terms of the reaction rate at the back of the
electrode relative to that at the front. The approximate rate
at the front of the electrode (z= 1) is

aLin νcosh ν� �� : (5.39)
I/A �1 � Kr sinh ν� � �f ront

Similarly, at the back of the electrode (z= 0):

aLin ν� : (5.40)
I/A � �sinh ν� �back 1 � Kr

The ratio of the rate at the back over that at the front is

1
Relative rate � : (5.41)

cosh ν� �
A penetration depth can be estimated by solving this
equation for the ν value that corresponds to a specified
relative rate of reaction. The penetration depth, Lp, can then
be back calculated from the definition of ν, remembering
that we have assumed 1/σ ∼ 0. In other words, given the
rest of the parameters, we are seeking the value of L that
will yield the ν value calculated from Equation 5.31. This
process is shown in Illustration 5.3 that follows.

ILLUSTRATION 5.3

You are designing an electrode for a lithium-ion
battery for operation at room temperature. The solid-
phase electronic conductivity is much larger than
that of the electrolyte, κ= 0.1 S�m�1. If it is desired to
keep the reaction rate at the back of the electrode no
less than 30% of the front, what is the maximum
thickness of the electrode? Additional kinetic data are
αa= αc= 0.5, io= 100 A�m�2, a= 104 m�1. Starting
with Equation 5.41,

0:3 � 1
coshν

; and therefore; ν � 1:874:

Equation 5.31 is

ν2 � aio αa � αc� �FL2
p

RT

1
σ
� 1
κ

:

σ is assumed to be infinity; thus, the only unknown is
Lp. Solving for Lp yields

Lp � 95 μm:

We are also interested in the internal resistance of the
electrode. This resistance is nothing more than the change
in potential with current density. For linear kinetics the
resistance of a porous electrode is

σ κ
2 � � coshνL κ σRint � 1 � : (5.42)

σ � κ νsinhν

The internal resistance of the electrode as a function of
thickness is shown in Figure 5.8. It is important to recog­
nize that this resistance is a combination of ohmic drop in
the solution and solid phases as well as kinetic resistance.
For a large electrode thickness, the value of ν2 is high, and
the reaction is nonuniform. Here the resistance increases
with thickness. For thinner electrodes, the reaction is more
uniform but there is relatively little surface area available
for the reaction. Increasing the thickness makes more
surface area available for reaction, and thus, the resistance
decreases. There is a value of L, the electrode thickness
where the resistance is minimized. These effects are shown
in Figure 5.8 for two values of Kr.

Similar analytical solutions are available for Tafel
kinetics. Although the use of Tafel kinetics is more appro­
priate for a large number of problems, the linear and
Tafel results are qualitatively similar. We have presented
the linear results because they have fewer parameters and
are easier to understand. Tafel kinetics is explored in
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Figure 5.8 Internal resistance of an electrode assuming linear kinetics.

Problem 5.9 at the end of the chapter. There is an important
difference between the two solutions. As we can see from
Equation 5.36, there are only two parameters for linear
kinetics: Kr and ν. Although the exchange-current density
is part of ν, the current, I, does not impact the dimension­
less current distribution. This result in completely analo­
gous to what we saw for the Wa number in Chapter 4. For
linear kinetics, the exchange-current density is a parameter,
and the current distribution is independent of the average
current density as long as it is small. In contrast, for Tafel
kinetics the exchange-current density is not a parameter
and has been replaced with the average current density.
Since Tafel kinetics applies when the current density is
much larger than the exchange-current density, this differ­
ence makes sense.

5.5 THE GAS–LIQUID INTERFACE IN
POROUS ELECTRODES

There are many instances when both gas and liquid fill the
void volume of a porous electrode. Here, we introduce
important concepts to describe these two fluids contained
in the pores. A key aspect of porous media relevant for our
studies is capillarity or capillary action. The capillarity can
be understood from the ability of a fluid to flow against a
gravitational or other body force. The wetting of a paper
towel by wicking of the fluid against gravity is a familiar
example. Let’s consider a simple situation of a small
capillary (thin tube) in a fluid as shown in Figure 5.9.
Here surface tension causes the fluid to rise in the capillary.

Figure 5.10 shows the contact angle where there is an
intersection of the liquid, gas, and solid. If the contact angle
is less than 90°, the material is said to be hydrophilic or
wetting. In this case, the meniscus will be concave as
shown in Figure 5.9. Conversely, for large contact angles,

Figure 5.9 Capillary rise in a small tube.

the material is said to be hydrophobic, and the meniscus is
convex. The height of the fluid in the capillary depends on
the contact angle, θ, and the surface tension, γ.

2γcosθ
h � : (5.43)

ρgr

Typically, gravitational forces are not significant in porous
electrodes; and Equation 5.43 is not applicable. On the
other hand, surface tension and the contact angle are
important. We define a capillary pressure, which repre­
sents the difference in pressure between the nonwetting
(nw) and wetting (w) phases. For instance, at the top of the
column of water in Figure 5.9, the pressure of the gas
(nonwetting) will be higher than the pressure in the adja­
cent liquid (wetting phase). The liquid pressure can be
determined from hydrostatics to be below that of the gas by
a value of ρgh. Thus, the capillary pressure, pc, is

2γcosθ
p � pnw � p � : (5.44)c w r

For a wetting fluid with a contact angle less than 90°, the
capillary pressure is positive, meaning the gas pressure is

Figure 5.10 (a) Contact angle associated with capillary rise. (b)
Contact angle for gas bubble attached to solid surface.



above that of the liquid. Conversely, for contact angles
greater than 90°, the liquid pressure will be larger than that
of the gas. Hydrophilic materials will have a positive
capillary pressure and naturally wick up the fluid. In
contrast, hydrophobic materials will have a negative cap­
illary pressure and pressure must be applied to wet the
material.

For many electrodes, the entire void volume is filled
with the electrolyte. In others, gas occupies some of the
volume. Often, this partially filling with fluid is by design,
such as with low-temperature fuel cells where the void
volume is filled with one or more immiscible fluids. The
degree to which these fluids fill the void volume is
quantified by the saturation level, given the symbol Si.

volume filled by phase i
Si � : (5.45)

void volume

Since the porous medium typically consists of a range of
pore sizes, there are a range of capillary pressures as given
by Equation 5.44. Again, this is determined principally
from the surface tension, contact angle, and pore size
distribution. For a partially filled porous body, the distri­
bution of fluid will be described by this capillary pressure.
Assuming the contact angle and surface tension are con­
stant, for a wetting fluid the smallest pores will have the
largest capillary pressure and will be filled first. As more
liquid is made available, larger and larger pores will fill. If
the distribution of pore size is known, we can relate the fill
level with the capillary pressure as shown in Figure 5.11.
The pore size distribution becomes the key factor in
determining the shape of this curve.

Figure 5.11 Fill as a function of capillary pressure.
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ILLUSTRATION 5.4

The separator of a phosphoric acid fuel cell consists of
a matrix of micrometer-sized silicon carbide particles
filled with phosphoric acid. The function of the sepa­
rator is to keep the fuel and oxidant separate.
Invariably, there will be small pressure differences
between these gases. Estimate the capillary pressure in
the matrix if the particle size is 1.5 μm and the porosity
is 0.5. Assume that the contact angle is zero and the
surface tension is 0.02 N�m�1.

rp � ε

1 � ε

r

3
� 0:5

1 � 0:5� �
1:5 μm

3
� 0:5 μm:

pc � pnw � pw � 2γcosθ
rp

� 2�0:2��1�
5 � 10�5 � 80 kPa:

This pressure represents the maximum pressure that
the matrix can resist before gas breakthrough occurs.

5.6 THREE-PHASE ELECTRODES

There are situations where a stable three-phase structure is
required. For example, the cathode of a low-temperature
fuel cell involves three phases (gas, liquid, solid) in inti­
mate contact. Let’s examine the reduction of oxygen in
acid:

4H� � 4e� � O2 ! 2H2O

The protons are supplied from the electrolyte, electrons
supplied from a solid phase, and oxygen is in the gas phase.
The product water may be either in the gas or liquid phase
depending on temperature and pressure. The interface of
two phases that we have seen before is a surface, but now
with three phases the intersection is reduced to the line at
which all three phases meet (Figure 5.10b). Thus, the
region of intimate contact will be small and represents
an obstacle that must be overcome in the development of
practical electrodes. This challenge was recognized almost
immediately by investigators such as Sir William Grove,
the inventor of the fuel cell (1839), who described it as a
“notable surface of action.” One approach to address the
small contact region is with what is known as a flooded-
agglomerate electrode.

This approach is illustrated in Figure 5.12, which
shows the electrode at three different length scales to
clarify its critical features. The porous electrode consists
of agglomerate particles that are packed together to form a
porous bed. Each agglomerate consists of a porous, solid,
electronic conductor that supports catalyst and is com­
pletely filled with electrolyte. These agglomerates are
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Figure 5.12 Flooded-agglomerate model.

organized to provide both a continuous electronic and ionic
path across the electrode. Electrons are transferred through
the electrode via contacts between the electrically conduct­
ing solid phase (carbon) of the particles. Ionic conduction
occurs through liquid-phase connections between the par­
ticles. However, in contrast to the electrodes considered
earlier, a large fraction of the volume between particles is
occupied by a gas phase, which permits rapid gas transport
and allows ready access of the small agglomerate particles
to the needed oxygen. In analyzing these electrodes using
the methodology described previously, we would use the
respective volume fractions of gas and liquid in the
electrode rather than the electrode porosity since we
have added an extra phase (gas).

There is another important difference between this
model and the porous electrode treatment that we have
considered to the point. In the treatment above, the reaction
took place at the interface between the particles and the
electrolyte, and there were no physically important pro­
cesses taking place inside the particles other than electrical
conduction of the current. In contrast, the reaction of
interest in the flooded-agglomerate model takes place
throughout the agglomerate particle as oxygen diffuses
into the particle. Therefore, we need to model the processes
inside the particle and couple that model with the balance
equations previously developed for porous electrodes.
Development of the fully coupled model is beyond the
scope of this chapter. We will, however, develop the model
for the single agglomerate particle in order to illustrate this
aspect of the overall approach.

If we now look more closely at a single agglomerate,
depicted for a spherical geometry in Figure 5.12, we see
that the agglomerate of catalysts dispersed on a support and
is completely filled with a liquid electrolyte. Oxygen from
the gas phase dissolves into the electrolyte where it
simultaneously diffuses and reacts inside the agglomerate.

If the dimension of the agglomerate is small enough, then
oxygen can access all of the catalyst.

Starting with Equation 5.11,

(5.46)

which is applied to oxygen at steady state. We then will use
Fick’s law to describe the transport of oxygen and Tafel
kinetics for the reduction of oxygen, which is assumed to
be first order in oxygen concentration.

NO2 � �Def f∇cO2 : (5.47)

si∇ ? i2 siain aio pO2
�αcF� � � exp :ϕ1 � ϕ2 � Uθ

∗nF nF 4F pO2
RT

(5.48)

For this analysis, we assume that the overpotential inside
the particle is constant. This makes sense since the particle
is so small that potential losses are not likely to be
significant. The analysis is performed for the local partial
pressure of oxygen at the surface of the particle at that
location in the bed. The particle is assumed to be spherical
with a radius of rp. The boundary conditions are

r � 0; ∇cO2 � 0;
(5.49)

r � rp; cO2 � HpO2
:

Substitution into the differential material balance and
solving for concentration gives

Def f HpO2� �1 � K cothK�; (5.50)NO2 r�rp rp



where

2raio p �αcFK2 � exp :ϕ1 � ϕ2 � Uθ
∗Def f 4F pO2
H RT

(5.51)

Equation 5.50 provides the flux and, through Faraday’s
law, the current needed for the equations that model the
transport and reaction through the porous electrode (as
opposed to the particle). In turn, the local potential differ­
ence and partial pressure of oxygen are provided by the
porous electrode model to the particle model. Hence, the
additional physics that take place in the particle can be
accounted for while retaining the advantages of the macro-
homogeneous porous electrode model.

Exploring the particle behavior further, the concentra­
tion is given by

cO2 rp sinhKr
θ � � : (5.52)

HpO2
r sinhKrp

The dimensionless concentration is shown in Figure 5.13.
For low values of K, diffusion is rapid compared to the rate
of reaction. Here the concentration is nearly constant. In
contrast, for large values of K, the oxygen is consumed
near the surface of the agglomerate, and for all intents and
purposes no reaction occurs in the middle of the agglom­
erate. In this case, the effectiveness of the agglomerate is
low; that is, most of the volume is not being used. We can
define an effectiveness factor, similar to what is done for
reaction and diffusion problems in reaction engineering.
For a spherical agglomerate,

3�KcothK � 1�
ηef f � : (5.53)

K2

Although analytic solutions are not possible for the current
distribution in this electrode, the general rules learned in
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the previous section are applicable. In this particular
instance, the kinetics for oxygen reduction is slow and
therefore the reaction tends to be spread out across the
thickness of the electrode. As the current density increases,
the distribution becomes more nonuniform. Because of the
slow kinetics, more concern is applied to the structure of
the agglomerate rather than the thickness of the electrode.

5.7 ELECTRODES WITH FLOW

Fluid flow is sometimes used with porous electrodes in
order to bring reactants and products in and out of these
high-surface-area electrodes. A number of different flow
configurations are possible. Two basic categories are the
flow-through and flow-by configurations (Figure 5.14). In
the flow-through arrangement, the fluid flow is parallel to
the current flow, and the fluid flow actually flows through
the current collector. In the flow-by configuration, fluid
flow is perpendicular to the current flow. Also shown in
Figure 5.14b is a gap between the electrodes. In cases
where it is not desirable to mix the two reactant streams, a
porous or membrane separator may be used.

One important application for flowing systems is the
removal of low concentrations of valuable metals or
contaminants by electrochemical deposition or reaction.
We will consider the mass-transfer limited deposition of a
metal, such as copper in a supporting electrolyte, where the
flow and the current are in the same direction (flow­
through configuration). The analysis is performed for
the cathode (�) where the anode (+) is assumed to be
upstream as shown in Figure 5.15.

Because of the supporting electrolyte, it is not neces­
sary to include the migration term in the flux equation (see
Section 4.3). The flow velocity is controlled independently
and is assumed to be constant. The mass-transfer
coefficient is taken to be a function of the flow rate
only, and is therefore constant for this analysis. Plug

Figure 5.13 Dimensionless concentration in the agglomerate.
Figure 5.14 Electrode configurations for flowing systems.
(a) Flow-through electrode. (b) Flow-by electrode.
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Figure 5.15 Removal of Cu2+ from stream.

flow is assumed so that the problem is one dimensional,
and changes occur only in the direction of the flow. With
these assumptions, the flux equation for the species of
interest becomes

dcANA � �Def f � εcAvx; (5.54)
dx

where vx is the velocity of the fluid in the pores in the
direction of interest (εvx would be the superficial velocity).
As before, this flux is based on the superficial area of the
electrode perpendicular toflow direction. For simplification,
we further assume that axial diffusion is small relative to
convective transport, which leaves us with just the second
term on the right side of Equation 5.54. At limiting current,
the potential and concentration fields are decoupled, and we
can solve the material balance directly for the concentration
profile of species A in the electrode. At steady state, the
material balance is (see Equations 5.8 and 5.9)

dNA dNA dcA� � ajn � � � akccA � �εvx � akccA � 0;
dx dx dx

(5.55)

where a mass-transfer expression has been used to describe
the species reaction rate at the surface, jn. The concentra­
tion at the pore surface is, of course, equal to zero at
limiting current, and this fact has been accounted for in the
above equation. This expression can be integrated along
the direction of flow to yield the concentration profile with
use of the following boundary condition:

εvx

cA � cA;in; at x � 0 (5.56)

to yield

cA � cA;ine�αx; where α � :
akc (5.57)

If we assume that the desired reaction is the only reaction
that takes place in the electrode, we can solve the charge

balance to obtain the current and potential distributions.
The charge balance is

di2 di2� � nFakccA � � � nFakccA;ine
�αx � 0: (5.58)

dx dx

Integration followed by application of the following aux­
iliary condition:

i2 � 0; at x � L; (5.59)

yields the expression for the superficial current density,

�αx � e�αLe : (5.60)i2 � nFεvxcA;in

Examining this equation, we see that the current in
solution is directly related to the amount of A that reacts.
Specifically, the total current at the front of the electrode
(x= 0) is equal to the difference between the amount of A
that enters the electrode and the amount that leaves the
electrode, multiplied by nF. As L→1, essentially all of
the A is reacted in the electrode and the current reaches its
maximum value of nFεvxcA;in. However, the utilization of
the electrode drops as the electrode thickness increases
beyond the point at which almost all of A has reacted.
Further increases in thickness do not increase the current
but result in increased pumping costs and a larger initial
capital investment because of the thicker electrode.

ILLUSTRATION 5.5

A packed bed electrode is used to remove metal ions
from solution. The inlet concentration of the metal
ions in a supporting electrolyte solution is 0.002 M,
and the desired outlet concentration is 0.0001 M. The
size of the electrode perpendicular to the flow is
25 cm× 25 cm, and the volumetric flow rate of the
solution to be treated is 25 L�min�1. The spherical
particles that make up the bed are 0.5 mm in diameter.
The porosity of the bed is 0.45, and the mass-transfer
coefficient is 0.003 cm�s�1. The direction of flow is
from the front of the electrode toward the back,
similar to that seen in Figure 5.15. The reduction
reaction is a two-electron reaction. Please calculate
(a) the required thickness of the electrode, (b) the
superficial current density at the front of the electrode
closest to the anode, and (c) the relative rates of
reaction at the front and back of the electrode.

Solution:
Part (a) can be addressed with Equation 5.57. The
value of the mass-transfer coefficient was given in



the problem statement. However, we need values for
the velocity and a, the area per volume. The
superficial velocity is

_V
A
� εvx � 25 l=min

25 cm� �2 �
1000 cm3

l
� min

60 s
� m

100 cm

� 6:67 � 10�3m s�1:

We can use Equation 5.15 to estimate a for a packed
bed of spherical particles:

a � 3 1 � 0:45� �
0:25 mm

?
1000 mm

m
� 6600 m�1

From Equation 5.57 for x= L,

L � �ln
cA;out
cA;in

?
εvx
kca

� 0:10 m:

For part (b), we first determine α:

α � kca

εvx
� 29:7 m�1:

We then use Equation 5.60 at x= 0:

i2 � nFεvxcA;in 1 � e�αL � 2442 A ?m�2:

For part (c), the local reaction rate is proportional to
exp(-αL), as seen in Equation 5.58. Another way of
looking at this is to realize that the local reaction rate
is directly proportional to the local concentration,
which varies exponentially through the electrode.
Therefore, for this example,

rate at back
rate at front

� e�αL
1

� 0:05:

This is also equal to cA;out =cA;in . Therefore, the rate
at the back of the electrode is only 5% of that at the
front. That number would decrease exponentially
with increasing L.

In the above treatment, side reactions were not consid­
ered. What is the impact of such reactions? To address this
question, let’s consider perhaps the most straightforward
example of a side reaction, hydrogen evolution at cathodic
potentials. If the cathodic overpotential becomes too large,
hydrogen evolution may dominate over the desired reaction.
Thus, there is a practical limit to the potential drop that is
permitted across the electrode. The overpotential must be
sufficiently large to drive the desired reaction, but not so
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large that side reactions prevent the desired reaction from
occurring. The range of overpotentials at which limiting
current conditions prevail is roughly 0.1–0.3 V, depending
on the system. Beyond this, the current increases due to side
reactions. This means that the change in overpotential across
the thickness of the electrode cannot vary by more than this
amount without appreciable side reaction.

The most common situation is where σ≫ κ. Under
such conditions, the change in overpotential is equal to the
change in the potential in solution across the thickness of
the electrode. To estimate the change in potential, we can
substitute Ohm’s law into Equation 5.60, using the effec­
tive conductivity of the supporting electrolyte, and inte­
grate to yield the following expression for the potential:

β �αx � e�αLe � βe�αL�x � L�; (5.61)ϕ2 � ϕ2;L � α

nFεvxcA;inwhere β � :
κef f

The total potential difference across the electrode is

β �αLΔϕ2 � 1 � e � βLe�αL: (5.62)
α

The maximum value occurs for electrodes of large thick­
ness, where Equation 5.62 simplifies to

2β nF�εvx� cA;in
Δϕ2 j � � ; (5.63)max α κef f kca

and εvx is the superficial velocity. For comparison, if we
substitute for the values from the illustration above, Δϕ2 �
1:38 V; while Δϕ2 j � 1:73 V: Both of these values aremax
too high for practical application. Note that the difference
between the calculated potential drop and the maximum
value is significant, even when we are removing 95% of the
incoming metal-ion concentration. Decreasing our
throughput by lowering the volumetric flow rate
from 25 L�min�1 to 9 L�min�1 reduces Δϕ2 to 0.18 V, a
value that may be feasible. A fraction of this decrease will
be offset by a decrease in the mass-transfer coefficient with
decreasing velocity, which was not considered in the
calculation.

Given that there are voltage losses associated with the
anodic reaction and ohmic drop across the channel sepa­
rating the electrodes, that a sufficient overpotential is
needed on the cathode to reach the limiting current, and
that impurities may influence behavior, practical systems
rarely operate at 100% current efficiency. In fact, in
extreme cases current efficiencies for removal systems
with low initial concentrations and high removal fractions
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may dip below 5%, although this is clearly not preferred. It
is your job as the electrochemical engineer to understand
and quantify the factors that influence electrode design and
operation in order to achieve an optimal solution that meets
both technical and economic constraints.

CLOSURE

The basic concepts of a porous electrode have been intro­
duced and the principal methods of characterizing these
electrodes were discussed. The main terms used in dis­
cussing porous electrodes are shown in Figure 5.16. Addi­
tional key parameters are the porosity, specific interfacial
area, pore size distribution, and surface energy. The most
important feature is the increased surface area per volume.
Porous electrodes are the mainstays of nearly all electro­
chemical systems for energy storage and conversion, such
as batteries, fuel cells, electrochemical capacitors, and flow
cells. Therefore, the information from this chapter is
essential for the analysis of these devices in subsequent
chapters. The governing equations to describe a porous
electrode have been developed. Analytic solutions are
possible for either linear or Tafel kinetics when concen­
tration gradients are neglected. The distribution of current
through the electrode is determined by the ratio of ohmic
and kinetic resistances. Systems with a gas phase were also
discussed. In particular, fuel cells require three separate
phases in contact. One specific example, the flooded-
agglomerate model, was used to illustrate how an effective
electrode can be created.

Figure 5.16 Porous electrode terminology.

Porous Electrode Terminology

Front: the edge of the electrode next to the electrolyte

Back: the edge of the electrode next to the current
collector

Porosity: the empty or void portion of the electrode

Superficial area: the area of a plane cutting through
the electrode normal to the direction of superficial
current

Specific interfacial area: the actual physical surface
area of electrode in contact with the electrolyte
divided by the volume of the electrode [m�1]
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PROBLEMS

5.1 The discharge of the lead–acid battery proceeds through a
dissolution/precipitation reaction. These two reactions for
the negative electrode are

Pb ! Pb2� � 2e� dissolution

and

Pb2� � SO4
2� ! PbSO4 precipitation

A key feature is that lead dissolves from one portion of
the electrode but precipitates at another nearby spot. The
solubility of Pb2+ is quite low, around 2 g�m�3. How then can
high currents be achieved in the lead–acid battery?

(a) Assume that the dissolution and precipitation locations
are separated by a distance of 1 mm with a planar
geometry. Using a diffusivity of 10�9 m2�s�1 for the
lead ions, estimate the maximum current that can be
achieved.

(b) Rather than two planar electrodes, imagine a porous
electrode that is also 1 mm thick made from particles
with a radius 10 μm packed together with a void volume
of 0.5. What is the maximum superficial current here
based on the pore diameter?

(c) What do these results suggest about the distribution of
precipitates in the electrodes?

5.2 A porous electrode is made from solid material with an
intrinsic density of ρs. When particles of this material are
combined to form an electrode, it has an apparent density
of ρa. What is the relationship between these two densities



Chapter 5 Electrode Structures and Configurations 109

and the porosity? Assuming the particles are spherical with a
diameter of 5.0 μm, what is the specific interfacial area? If the
electrode is made from particles with a density of
2100 kg�m�3 is 1 mm thick and has an apparent density of
1260 kg�m�3, by what factor has the area increased compared
to the superficial area?

5.3 Calculate the pressure required to force water through a
hydrophobic gas diffusion layer of PEM fuel cell. The
contact angle is 140° and the average pore diameter is
20 μm. Use 0.0627 [N�m�1] for the surface tension of water.

5.4 The separator of a phosphoric acid fuel cell is comprised of
micrometer and submicrometer-sized particles of SiC. Cap­
illary forces hold the liquid acid in the interstitial spaces
between particles, and this matrix provides the barrier
between hydrogen and oxygen. What differential gas pres­
sure across the matrix can be withstood? Assume an average
pore size of 1 μm, and use a surface tension of 70 mN�m�1, a
contact angle of 10°.

5.5 The separator used in a commercial battery is a porous
polymer film with a porosity of 0.39. A series of electrical
resistance measurements are made with various numbers of
separators filled with electrolyte stacked together. These data
are shown in the table. The thickness of each film is 25 μm,
the area 2× 10�4 m2, and the conductivity of the electrolyte is
0.78 S�m�1. Calculate the tortuosity. Why would it be bene­
ficial to measure the resistances with increasing numbers of
layers rather than just a single point?

Number of layers Measured resistance [Ω]

1
2
3
4
5

1.91
3.41
5.17
6.65
7.79

5.6 To reach the cathode of a proton exchange-membrane fuel cell,
oxygen must diffuse through a porous substrate. Normally, the
porosity (volume fraction available for the gas) is 0.7 and the
limiting current is 3000 A�m�2. However, liquid water is
produced at the cathode with the reduction of oxygen. If
this water is not removed efficiently, the pores can fill up
with water, and the performance decreases dramatically. Use
the Bruggeman relationship to estimate the change in limiting
current when, because of the build-up of water, only 0.4 and
0.1 volume fractions are available for gas transport.

5.7 Calendering of an electrode is a finishing process used to
smooth a surface and to ensure good contact between parti­
cles of active material. The electrode is passed under rollers
at high pressures. If the initial thickness and porosity were
30 μm and 0.3, what is the new void fraction if the electrode
is calendared to a thickness of 25 μm? What effect would this
have on transport?

5.8 For a cell where σ≫ κ, the reaction proceeds as a sharp front
through the porous electrode. Material near the front of the
electrode is consumed before the reaction proceeds toward

the back of the electrode. This situation is shown in the
figure, Ls is the thickness of the separator, Le the thickness of
the electrode, and xr is the amount of reacted material.

(a) If the cell is discharged at a constant rate, show how the
distance xr depends on time, porosity, and the capacity of
the electrode, q, expressed in C�m�3.

(b) What is the internal resistance? Use κs and κ for the
effective conductivity of the separator and electrode,
respectively.

(c) If the cell is ohmically limited, what is the potential
during the discharge?

5.9 For Tafel kinetics and a one-dimensional geometry, an
analytic solution is also possible analogous to the one
developed for linear kinetics. The following is the solution
for a cathodic process:

xi1 � 2θtan θ � ψ
I L

and

di1 I θ2 x� sec2 θ � ψ ;
dx L δ L

where

tan θ � 2δθ

4θ2 � ε δ � ε� � ; tan ψ � ε

2θ
;

αcFIL 1 1 αcFIL 1
δ � � ; ε � :

RT κ σ RT	 κ

(a) Make two plots of the dimensionless current distribution
(derivative of i1) for Tafel kinetics: one with Kr= 0.1 and
the other with Kr= 1.0. δ is a parameter, use values of 1,
3, and 10.

Hint: It may be numerically easier to first find the value of θ that
corresponds to the desired value for δ.
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(b) Compare and contrast the results in part (a) with
Figures 5.6 and 5.7 for linear kinetics.

5.10 The two parameters that describe the current distribution in a
porous electrode with linear kinetics in the absence of
concentration gradients are

aio�αa � αb�FL2 1	 1 κ
ν2 � � and	 Kr � :

RT κ σ σ

(a) How can the parameter ν2 be described physically?

(b) For the following conditions, sketch out the current
distribution di2=dx across the electrode:

Kr= 1, ν2≫ 1,
Kr= 1, ν2≪ 1,
Kr= 0.01, ν2≫ 1.

5.11 Problem 5.9 provides the solution for the current distri­
bution in a porous electrode with Tafel kinetics in the
absence of concentration gradients. Describe the physical
parameters? Compare and contrast these results with the
analysis that leads to the Wa for Tafel kinetics found in
Chapter 4.

5.12 The figure shows the current distribution in a porous electrode
for Tafel kinetics. δ= 100 and Kr is a parameter. As expected,
for such a large value of δ, the current is highly nonuniform.
Further, for the values ofKr chosen, the reaction is concentrated
near the back of the electrode. Here, the scale of the ordinate has
been selected to emphasize the behavior at the front of the
electrode. Note that in all cases, rather than getting ever smaller
at the front of the electrode, the derivative of current density
always goes through a minimum and is increasing at the current
collector. Physically explain this behavior.

5.13 An electrode is produced with a thickness of 1 mm, κ= 10
S�m�1 and κ= 100 S�m�1. The reaction follows linear kinet­
ics, io= 2 A�m�2 and the specific interfacial area is 104 m�1.
It is proposed to use the same electrode for a second reaction
where the exchange-current density is much larger,
100 A�m�2. What would be the result of using this same
electrode? What changes would you propose?

5.14 The exchange-current density io does not appear in the
solution for the current distribution for Tafel kinetics (see
how ε is defined in Problem 5.9). Why not?

5.15 Rather than the profile shown in Figure 5.7, one might expect
that for the case where σ = κ, the distribution would be
uniform and not just symmetric. Show that this cannot be
correct. Start by assuming that the profile is uniform; then
sketch how i1 and i2 vary across the electrode. Then sketch
the potentials and identify the inconsistency.

5.16 Repeat Illustration 5.3 for a more conductive electrolyte,
κ= 100 S�m�1. If it is desired to keep the reaction rate at
the back of the electrode no less than 40% of the front, what is
the maximum thickness of the electrode? Additional kinetic
data are αa= αc= 0.5, io= 100 A�m�2, a= 104 m�1. Using the
thickness calculated, plot the current distribution for solutions
with the following conductivities, 100, 10, 1, and 0.1 S�m�1.

5.17 Consider a similar problem to the flooded-agglomerate model
developed in Section 5.6, except that now a film of electrolyte
covers the agglomerate to a depth of δ. Find the expression for
the rate of oxygen transport that would replace Equation 5.50.

5.18 Derive the expression for the effectiveness factor, Equation 5.53.
What is the expression for a slab rather than a sphere?

5.19 A porous flow-through electrode was examined in Chapter 4
for the reduction of bromine in a Zn-Br battery.

Br2 � 2e� ! 2Br�

The electrode is 0.1 m in length with a porosity of 0.55.
What is the maximum superficial velocity that can be used on
a 10 mM Br2 solution if the exit concentration is limited to
0.1 mM? Use the following mass-transfer correlation:

Sh � 1:29 Re0:72

The Re is based on the diameter of the carbon particles,
dp, and the superficial velocity, which make up the porous
electrode.

2 �1DBr2 � 6:8 � 10�10 m s ; dp � 40 μm;

υ � 9:0 � 10�7 m2 s�1:

5.20 Derive Equation 5.42. Start with Equation 5.36.

5.21 Rearrange Equation 5.57 to provide a design equation for a
flow-through reactor operating at limiting current. Specifi­
cally, provide an explicit expression for L, the length of the
reactor, in terms of flow rate, mass-transfer coefficient, and
the desired separation.

5.22 A direct method of removing heavy metals, such as Ni2+,
from a waste stream is the electrochemical deposition of the
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metal on a particulate bed. The goal is to achieve as low
concentration of Ni at the exit for as high a flow rate as
possible. A flow-through configuration is proposed. How­
ever, here only the negative electrode is porous, and the
counter electrode (+) is a simple metal sheet. Would you
recommend placing the counter electrode upstream or down­
stream of the working electrode? Why? For this analysis,
assume σ≫ κ, and that the reaction at the electrode is mass-
transfer limited. Hint: Develop an expression for the change
in solution potential similar to Equation 5.63.
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tion of Frederick G. Donnan,
the eminent Irish physical
chemist. One of the chal­
lenges for these studies was
the oxidation of aluminum
during the experiment. Their
innovation was to study
flowing aluminum so that
the surface was continually
refreshed. The advantages of
a liquid metal surface that is
continually renewed fore­
shadowed his subsequent
work on mercury electrodes.

Heyrovsky’s original drawing
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biographies, his life wasSource: Heyrovsky 1924.

Reproduced with permission shaken by the World Wars.
of Royal Society of Perhaps because of his sin-
Chemistry. gle-minded focus, for Heyr­

ovský these were more
distractions than life-alter­

ing moments. After just a year conducting research in
London, World War I broke out in 1914. Jaroslav hap­
pened to be in Prague visiting his family at this time and
could not return to London. He was called up to service in
the Austro-Hungarian Army, but served his time at a
hospital in Prague dispensing chemicals and taking X-
rays. Throughout the war, he was able to continue his
research and was awarded a Ph.D. from Czech University
on September 26, 1918, just before the armistice that ended
the war.

Heyrovský devoted more than 40 years to the study of
electrochemistry at the dropping mercury electrode. Here,
mercury flows through a narrow capillary into an electro­
lyte solution, and every few seconds a drop falls off.
Current flows between the drop and the pool below. He
was made director of a newly formed Physical Chemistry
Department in 1922, and before long Prague was the center
of research on dropping Hg electrodes. The same year he
measured the first polarogram, a graph showing current
from a dropping Hg electrode versus applied potential. The
term polarography was coined in 1925 while working with
Masuzo Shikata, who helped systematize the process and
create polarography, the first fully automatic analytical
instrument. In 1939, the Nazi occupation of Czechoslova­
kia resulted in the closing of the University; yet Heyrovský
was able to continue his work, although without students
and coworkers.

He was awarded the Nobel Prize in Chemistry in 1959
for development of polarographic method or polarography,
which in his own words is

“. . . the science of studying the processes occurring around
the dropping-mercury electrode. It includes not only the
study of current-voltage curves, but also of other relation­
ships, such as the current-time curves for single drops,
potential-time curves, electrocapillary phenomena and the
streaming of electrolytes, and its tools include besides the
polarograph, the microscope, the string galvanometer, and
even the cathode ray oscillograph.”

He is sometimes referred to as the father of electro­
analytical chemistry. Today, methods involving Hg elec­
trodes have largely been replaced by other techniques,
such as a variety of spectroscopic methods. Yet, these
early studies are the foundation of electroanalytic meth­
ods; and Heyrovský was one of the pioneers that recog­
nized the importance of controlling potential and
measuring limiting currents. Professor Heyrovský died
on March 27, 1967.

Image Source: Archive of J. Heyrovsky Institute of Physical
Chemistry, CAS.



Chapter 6

Electroanalytical Techniques and
Analysis of Electrochemical Systems

The methods described here are used to screen or evaluate
the suitability of electrodes and electrolytes for specific
applications, to measure transport and kinetic parameters,
and to diagnose the performance of electrochemical sys­
tems. As an example, it is often desirable to identify the
physical processes that control the behavior of an electro­
chemical cell. Often the procedures explored in this chapter
are the first tests performed when one is confronted with a
new electrode, electrolyte, or system. An important goal of
this chapter is to give you an opportunity to apply the
fundamental principles of thermodynamics, kinetics, and
transport that you learned in previous chapters to real
systems of interest. Though not exhaustive, the approaches
here will help you become familiar with basic electro­
analytical methods and provide a foundation for the analy­
sis of more complex systems in the future.

6.1 ELECTROCHEMICAL CELLS,
INSTRUMENTATION, AND SOME
PRACTICAL ISSUES

The basic electrochemical cell used for analysis of electro­
chemical systems consists of three electrodes: the working
electrode (WE), the counter electrode (CE), and a reference
electrode (RE). The three-electrode setup is shown in
Figure 6.1. The working electrode is where the electro­
chemical reaction being studied occurs. Typically, the
potential or current of the working electrode is controlled.
Of course, an electrochemical cell must contain at least two
electrodes. The second electrode is called the counter
electrode. Sometimes this electrode is referred to as an
auxiliary electrode. The counter electrode carries current
and completes the circuit. The detailed reactions that take
place on the counter electrode may or may not be of
interest, depending on the experiment. Finally, whenever
possible, we want to include a reference electrode in an

Electrochemical Engineering, First Edition. Thomas F. Fuller and John N. Harb.

electrochemical cell in order to allow us to separate the
processes that occur on the working electrode from those at
the counter electrode. The reference electrode does not
participate in the reactions (no current is passed through the
reference electrode), but provides a reference point for
measuring and/or controlling the potential. Because there
is no current flow to the reference electrode, its potential
stays as close as possible to the reversible potential of the
electrode.

There are two basic modes of operation for the three-
electrode setup. The first mode is called potentiostatic
control. Here the current flowing through the WE is
adjusted until the desired potential is measured between
the working and reference electrodes. Generally, we pre­
scribe the potential as a function of time and measure the
current that is required to achieve this potential. The
second mode of operation is galvanostatic control. In
this case, the value of the current is set and the potential
of the WE is measured relative to the RE. We can specify
the current as constant or as a function of time. There is
need for both modes of operation and, fortunately, modern
instrumentation makes this control straightforward.

The high-precision instrument used for such mea­
surements is called a potentiostat/galvanostat. The typical
potentiostat may be limited to no more than a few
amperes of current. Quite often, with laboratory fuel
cells, for instance, the engineer may require currents
on the order of 50 A or more. A battery for an automobile
may draw hundreds of amperes when a short burst of
power is needed. In these situations, an electronic load is
used rather than a potentiostat. It may be possible to
operate in a near-potentiostatic mode, but often there is
no RE included and the precision is reduced. Also
consider the case when we are cycling batteries or
electrochemical capacitors. It is common to have dozens
if not hundreds of cells operating at the same time.
Providing the level of control that a high-quality

 2018 Thomas F. Fuller and John N. Harb. Published 2018 by John Wiley & Sons, Inc.
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Figure 6.1 Schematic diagram of typical three-electrode setup.

potentiostat offers is not economically feasible. In these
instances, automatic cyclers are used.

There are several factors that need to be considered
when analyzing an electrochemical system. Suppose that
we are examining the oxidation and reduction of a particu­
lar species in the electrolyte. In this situation, the WE
provides a surface on which the electron-transfer reaction
can take place, but does not react itself. Noble metals like
Pt or Au that are stable (nonreactive) over a wide range of
conditions are often used for this purpose. Conversely, if
we investigate the active material of a battery, the WE is
the active material, which would participate directly in the
electrochemical reaction. Similarly for corrosion studies
(Chapter 16), the working electrode participates in the
reaction.

As introduced in Chapter 2, a reference electrode
should consist of well-defined materials and be capable
of carrying out a specific, known electrochemical reaction.
Ideally, the reference electrode reaction should involve an
ion present in the electrolyte so that liquid junctions are
avoided and additional corrections to the potential are not
needed. Selection of reference electrodes is explored in
Problem 6.1. Another consideration is the placement of the
reference electrode. With current flow between the work­
ing and counter electrodes, there will be a potential drop
through the electrolyte. As already noted, essentially no
current flows through the RE; consequently, there is no
polarization of the RE (this is just another way of saying
that the surface overpotential of the reference electrode is
zero). Nevertheless, the measured potential is affected by
the potential drop in solution, and therefore depends on the
placement of the reference electrode. Generally, we cannot

eliminate the impact of the potential drop on the measured
potential, but we can correct for it. This correction is
examined in Section 6.9. The ideal situation is to have
an infinitesimally small reference electrode located just
outside of the double layer so that no correction for ohmic
drop in solution is necessary.

Similarly, the counter electrode should be selected
judiciously. This choice will vary according to what we are
trying to accomplish. Frequently, it may be a relatively
inert material such as Au or Pt. At times, the reaction at the
counter electrode may not be important, and we may
electrolyze the solvent or corrode the CE. For example,
the evolution of oxygen (anodic) or hydrogen (cathodic) is
commonly done at the CE. In all cases, you should know
what reaction is occurring at the CE, and you should be
aware of issues that may result from these reactions. A
minute dissolution of metal from the CE may be trans­
ported to and interfere with the reaction at the WE. For
example, Pt like Au is generally inert, but when studying
oxygen reduction on a nonprecious metal catalyst, Pt
would be a poor choice for the CE. Typically, the area
of the CE should be much larger than the area of the WE;
when this is true, the current density at the CE is signifi­
cantly lower than that at the WE so that the cell potential
and overall behavior of the cell are not limited by processes
at the counter electrode.

In addition to the electrodes, there are factors related to
the electrolyte that should be considered. In Chapter 4, we
introduced the concept of a supporting electrolyte. As we
saw before, the mathematical analysis is greatly simplified
with a supporting electrolyte because we can neglect
migration. In addition, the resistance of the solution is
lowered. Supporting electrolyte is used with a number of
electroanalytical techniques where it is beneficial and
where the introduction of the additional electrolyte does
not compromise other aspects of the experiment. It is also
common to remove oxygen from the electrolyte. For
instance, if oxygen reacts under the conditions (potential
and composition) present, it may interfere with the
reactions of interest. Oxygen removal is accomplished
by bubbling an inert gas such as nitrogen or argon through
the electrolyte to strip out any dissolved oxygen in solution
(Figure 6.1). In contrast, if we are studying the reduction of
oxygen, we would bubble oxygen through the solution to
saturate the solution.

What exactly are we doing when we use a potentiostat
to apply a potential? The physical situation is shown in
Figure 6.2, which shows the CE, RE, and WE connected to
a potentiostat. The current through the WE (measured with
the I/E converter) and potential difference between the WE
and RE (measured with the electrometer) are sensed. To
change this potential, the instrument passes current
between the working and the counter electrodes. When
you select a value of Eapp on the potentiostat, the control
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Figure 6.2 Setup and operation of a potentiostat.

amplifier drives whatever current is needed through the
WE so that the measured potential matches Eapp. If that
potential is greater than the equilibrium potential, then the
resulting current will be anodic at the working electrode.
Conversely, application of a potential below the equili­
brium potential would drive the cathodic reaction at the
working electrode.

What precisely does Eapp represent? Eapp can be
expressed as follows:

Eapp � Uworking=ref � ηs � ηconc � ΔϕiR: (6.1)

ΔϕiR is the potential difference between the solution at the
location of the reference electrode and a location just
outside the double layer of the working electrode. This
potential drop is well defined if the current distribution is
uniform, or nearly so, and must be accounted for because it
is not practical to locate the reference electrode just outside
the double layer (see Section 6.9). The influence of the
concentration overpotential is often neglected and can be
reduced through the use of convection. Finally, a note
about the sign of the current. According to the convention
that we have used and Equation 6.1, you might expect a
positive current when Eapp is greater than the equilibrium
potential. This is not necessarily the case and will depend
on the instrument that you are using. A voltage greater than
the equilibrium voltage will always yield an anodic cur­
rent, but that current may be displayed as a negative current
by some potentiostats.

6.2 OVERVIEW

There are a multitude of experiments that can be performed
with the basic three-electrode setup described above.
Through a series of examples, we will explore a few of
the more common ones, highlighting the main information
that is obtained from each and its advantages and disad­
vantages. The key features of the any experiment are (1)
the geometry of the electrode and the system, (2) the flow
of electrolyte, and (3) control of potential or current. The
examples that we will treat in this chapter are shown in
Table 6.1. Of course, the same principles illustrated in
these examples can be applied to different situations.
Hence, an understanding of these experimental techniques
will help to equip you with the tools needed to analyze any
system that may be of interest.

Each of the features will be explored in more detail in
the upcoming sections and are only briefly discussed here.

Table 6.1 Experimental Features Considered in This
Chapter

Geometry Fluid flow Control

Planar

Spherical

Disk

Stagnant

Convection

Infinite rotating
disk

Potential or current step

Potential sweep (CV)

Small sinusoidal perturbation
(EIS)
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Mass transfer has a central role in the analysis of these
systems. Two key equations from Chapter 4 are the
Nernst–Planck equation and mass conservation:

Ni � �ziuiFci∇ϕ � Di∇ci � civ ; (4.3)
migration diffusion convection

and

@ci � �∇ ?Ni �Ri: (4.10)
@t

For the circumstances considered in this chapter, there is
no homogeneous reaction (Ri � 0). We will also assume
that there is a supporting electrolyte so that migration can
be neglected. In addition, we assume that the diffusion
coefficient is constant and that the fluid is incompressible.
With these assumptions, the general material balance,
Equation 4.10, reduces to

@ci � v ?∇ci � Di∇2ci: (4.25)
@t

Alternatively, a binary electrolyte yields a similar equation
by elimination of the potential gradient. The balance
equation in this form can be applied to any geometry
and will be starting point for our studies in this chapter.
The time-dependent term on the left side is included only
for transient experiments. The flow and therefore the
velocity field, v, will either be zero or a well-defined
known value. An initial condition is required for transient
problems. In addition, we must specify boundary condi­
tions. Since electrode reactions occur at the surfaces,
electrode kinetics will enter as boundary conditions.
Most often the concentration is known far from the elec­
trode and can be used as one of the boundary conditions.
For the second boundary condition, the flux is frequently
specified at the electrode surface. Our approach is to
identify the geometry, characterize the flow, and specify
the boundary conditions. As we examine different electro­
chemical experiments, we will be interested in determining
which reactions take place over a specified range of
potentials. For these reactions, we want to know whether
the reaction is controlled by kinetics or mass transfer or is
under mixed control. If under mixed control, how much of
the polarization is due to kinetics, ohmic resistance, and
concentration overpotentials. Often, the objective is to
measure kinetic and transport parameters for the system.
Keep these types of things in mind as we describe several
different types of experiments with their corresponding
analyses and interpretations.

6.3 STEP CHANGE IN POTENTIAL
OR CURRENT FOR A SEMI-INFINITE
PLANAR ELECTRODE IN A
STAGNANT ELECTROLYTE

As shown in Figure 6.3, we consider a planar WE located
at x= 0. The CE is located sufficiently far from the working
electrode so that it has no effect on the results. The
reference electrode is assumed to be positioned just outside
of the double layer. As before, the potential of interest is
the potential of the WE relative to the RE. The electrolyte
is assumed to be stagnant so that the bulk fluid velocity is
zero.

Cottrell Equation
In this section we consider a potential step experiment
where the potential is changed instantaneously at the start
of the experiment, and the current is measured as it varies
with time. This technique is referred to as chrono-amper­
ometry, where “chrono” refers to time and “amperometry”
to the measurement of current. We restrict our analysis to a
case where the overpotential of an electrode is changed
from zero to some large positive or negative value, a
magnitude so large that a limiting current is reached.

The case that we examined in Illustration 4.2 is
essentially the same as that considered here. For the
one-dimensional, planar geometry with no convection,
Equation 4.25 reduces to

@ci
@t

� Di∇2ci � Di
@2ci
@x2

; (6.2)

which is also known as Fick’s second law. The initial and
boundary conditions for this problem are

Initial condition t � 0; ci � c1 ;i
x � 0; ci � 0;

Boundary conditions 1x ! 1; ci � ci :

These conditions assume that the reaction is limited by the
transport of a reactant to the surface. One could also
consider the case where the reaction is limited by transport
away from the surface owing to, for example, a saturated
layer on the surface, with similar results. The solution is

Figure 6.3 One-dimensional planar working electrode.
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well known and can be expressed in terms of the similarityp
variable η, where η � x= 4Dt. The concentration profile
in terms of η is

ci
1 � erf η2 ;
ci

where the error function is defined as

x
2 �η2

erf x p� � � exp dη:
π

o

The concentration profiles under these conditions were
shown in Figure 4.3. For electrochemical systems, we are
generally interested in the current or potential response. If
we consider that the diffusing species undergoes an electron-
transfer reaction at the surface, the flux of that species to the
surface can be related to the current by Faraday’s law:

dcii � nFNi jx�0 � nFDi : (4.17)
dx x�0

Differentiating the error-function solution above and
substituting yields

p 1nF Dicii � p : (6.3)
π t

Here we see that the current depends inversely on the
square root of time. This relationship is known as the
Cottrell equation. Regardless of which electrochemical
system is being analyzed, you should always be mindful
of how the current changes with time. This dependence on
the reciprocal of the square root of time is indicative of
mass-transfer control. Also note that with this semi-infinite
geometry, a steady-state solution does not exist.

What can we learn by using the potential step method
as an analytical technique? A plot of the current versus thep
reciprocal of t results in a straight line, with the current
density approaching zero at long times. From the slope of
the line, either the diffusivity, Di, the number of electrons
transferred, n, or concentration, ci

1, can be calculated if the
other quantities are known. We’ll see later in this chapter
that there are other, perhaps better, approaches to deter­
mining these quantities. Nonetheless, it is worth taking a
minute to examine a couple of our assumptions. First, we
assumed that the CE was far enough away to be treated as
infinity. Just how far is far enough? The length over whichp
concentration changes occur is proportional to Dt, and
can be seen in Figure 4.3. If the distance between electro­
des is at least an order of magnitude larger, the supposition
is good. Second, we assumed the electrolyte was stagnant.
Often it is difficult to achieve a stationary electrolyte with

this configuration. Small vibrations in the laboratory can
affect the results. Additionally, the flow of current will
cause some heat generation and temperature differences, as
well as concentration differences. Both result in density
differences and free convection as described in Chapter 4.
The net result is that the flow is not zero; and worse yet, the
fluid velocity is not well defined. These challenges can be
mitigated if the time of measurement is short.

If the overpotential is not sufficiently large so that the
reaction is mass-transfer controlled, there is no simple
analytical solution. Thus, this experiment depends on
achieving a limiting current. Finally, we must consider
the possibility of side reactions occurring. The overpoten­
tial cannot be so large as to promote other reactions, such
as the electrolysis of the solvent.

Sand Equation
Whereas the above analysis describes a controlled poten­
tial technique, we can easily imagine a controlled current
method. In this experiment, a step change in current is
made for the same semi-infinite, planar system. Generally
the equipment for controlled current experiments is
cheaper, but unfortunately the analysis is not as straight­
forward as with a controlled potential method.

Our starting point is again the convective�diffusion
equation (Equation 4.25) and, since the geometry and
assumptions are the same, it reduces to Equation 6.2.
The boundary conditions are different for this galvano­
static experiment. In this case, the current I(t) is prescribed
at the surface; therefore, the flux of any species involved in
the reaction is known at all times. Here we will only
consider a step change to a constant value of current.
Figure 6.4 shows the concentration profiles at several

Figure 6.4 Concentration of reactant near electrode surface for
step change in current.
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different times. Note that the slope at the electrode surface
is constant—directly proportional to the current density. At
longer times, the concentration of limiting reactant at the
surface decreases, and the effects of the step change in
current propagate farther away from the electrode surface.
The time at which the surface concentration drops to zero is
known as the transition time, τ, which is given by

p
iτ0:5 nFD0:5 πi
1 � : (6.4)
c 2i

This relationship is known as the Sand equation. For a
semi-infinite case, the current cannot be sustained indefi­
nitely because eventually the concentration of the reactant
approaches zero at the transition point. As this reactant
concentration decreases, the overpotential at the electrode
increases to maintain constant current. At some point, the
overpotential becomes very large and a second reaction,
for example, electrolysis or corrosion, occurs. This behav­
ior is shown in Figure 6.5, which plots the overpotential as
a function of time. This overpotential remains relatively
constant until the concentration of reactant approaches
zero. At that point, the exchange-current density becomes
small and the overpotential increases sharply.Similar to the
Cottrell equation, this analysis allows one to determine
either n, the bulk concentration, or the diffusivity, assum­
ing the other two quantities are known. Like the step
change in potential experiment, it can be difficult to
prevent unwanted convection, leading to differences
between the experimental results and the analysis. Note
that, in addition to the utility of this specific analytical
technique, it is important to understand the behavior

Figure 6.5 Overpotential for step change in current. At long times,
the overpotential increases sharply.

exhibited in Figure 6.5, which is another indication of a
system that is mass-transfer limited.

The system is likely mass-transfer limited if

1. at constant potential, the current decreases
inversely with the square root of time;

2. at constant current, the overpotential increases
dramatically to sustain the current;

3. at steady-state, a change in potential does not
result in a change in current.

6.4 ELECTRODE KINETICS AND
DOUBLE-LAYER CHARGING

Charging Time
Recall from Chapter 3 that the surface of the electrode is
usually charged, and that the structure of the interface is
described as a double layer. The charge associated with the
double layer depends on the electrode potential, and
current must flow to alter this charge as either more or
less charge is stored at the interface when the potential is
changed. In the above analysis, we neglected this charging
current since it was presumably not important for the
physical situation and timescales of interest. In contrast,
here we explore the current associated with double-layer
charging in some detail and identify its effect on our
analysis. We start by creating a simple equivalent circuit
model of the electrode. While there are numerous equiv­
alent circuits developed to describe electrochemical sys­
tems, we will limit ourselves to the simplified Randles
circuit shown in Figure 6.6. This equivalent circuit is an
idealized electrical circuit that mimics the electrical
response of the actual electrode. In general, there may
or may not be a close physical connection between the
electrical components of the equivalent circuit and the
actual physical processes occurring at the electrode. Here,
we consider a simplified system where the physical con­
nection is apparent and important. The first element is RΩ,

Figure 6.6 Simplified Randles equivalent circuit for an electrode.
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which represents the resistance to current flow in the
electrolyte. We next see that there are two paths for current
to flow to or from the electrode. The first is associated with
the charging of the double layer. This current does not
involve electron transfer at the surface and is termed non-
faradaic or a charging current density, ic. The second path
represents the faradaic current density, if; which is the
current due to an electron-transfer reaction at the surface.
The faradaic current density is generally described with the
Butler–Volmer equation discussed in Chapter 3. The sum
of these two is the measured current density, im:

im � if � ic: (6.5)

Devices using the charge stored in the double layer are
treated in detail in Chapter 11 on electrochemical double-
layer capacitors. Here we simply want to describe the
double layer as a capacitor in parallel with an element
representing the resistance to charge transfer, Rf. This
equivalent circuit concept will allow us to understand
the response of the systems considered here and, more
specifically, how the charging current can affect our
analysis of electrochemical systems.

The behavior of an ideal resistor is familiar. We can
describe the relationship between current and potential
with Ohm’s law, namely, that the voltage across the
resistor is directly proportional to the current flow (ΔV=
IRΩ). The ideal capacitor behaves differently, which can be
expressed mathematically as

dV
I � C : (6.6)

dt

At steady state, dV/dt= 0. Therefore, the current is zero and
the capacitor has a fixed charge that depends on the potential
across the capacitor, Q=CV. Conversely, for a step change
in potential or current, the capacitor first behaves as short
circuit, providing no initial resistance to the flow of current.
In response to a change in current between the WE and CE in
Figure 6.4, at first all of the current would flow through the
capacitor. Because of the resistance of the electrolyte (RΩ) in
series with the capacitor, this current is finite even for an
ideal capacitor. As the charge builds up on the capacitor, the
potential across the capacitor increases, as does the resist­
ance to the flow of current through the capacitor. As a result,
current begins to flow through the parallel path representing
the faradaic reaction. Once the capacitor is fully charged, no
current flows through the capacitor, and all of the current is
faradaic.

How long does it take to charge the capacitor that
represents the double layer? To address this question, let’s
consider the response of a capacitor in series with a resistor
to a step change in potential. This situation is similar to that
just described, although simplified further to only consider

Figure 6.7 Circuit considered for determining double-layer
charging time.

the current flow through the capacitor as shown in
Figure 6.7. The resistance in series with the capacitor
comes from the ohmic resistance of the electrolyte.

As seen in the definition of capacitance, the charge, Q,
is proportional to the potential across the capacitor. In
practice, we cannot move the charges instantaneously; that
is, there is some resistance to current flow. Assume that at
time equal to zero, the potential applied to the circuit is
changed to V0. Current will flow in response to the change
in voltage, and the charge on the capacitor will vary. After
a time, the capacitor will be fully charged, and the current
will be zero. We can define Q0 to be the charge equal to
CV0, which is the charge at the final steady state. The
potential across the capacitor is simply Q/C, where Q
varies with time, and the potential drop across the resistor
in series is IRΩ. We can use Kirchhoff’s voltage law to get

Q Q dQ
V0 � � IRΩ � � RΩ ; (6.7)

C C dt

where dQ/dt is the current. Equation 6.7 can be integrated
to give the fractional charge on the capacitor:

Q t� � �t=RΩC� 1 � e : (6.8)
Qo

The quantity RΩC has units of seconds
ohm ? coulomb � coulomb � s and is a characteristic timevolt ampere

representing the time to charge or discharge the capacitor;
it is called the charging time. Since the capacitance is the
proportionality constant between charge and voltage,
Equation 6.8 can also be written as

V t� � �t=RΩC� 1 � e : (6.9)
V0

The current is obtained by differentiation of Equation 6.8:

dQ V0 �t=RΩCI � � e : (6.10)
dt RΩ

For a step change in potential, the current decreases
exponentially to zero with a time constant τ=RΩC. A
large resistance implies that the current is small and,
therefore, it takes longer to charge the capacitor. Similarly,
as the capacitance increases, it will also take longer to
charge or discharge the capacitor.
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Table 6.2 Physical Parameters That Affect the Charging
and Diffusion Times

Quantity Description Value

L Distance between CE and WE 0.001 m

Di Diffusion coefficient 10�9 m2�s�1

CDL Electrode capacitance per unit area 0.2 F�m�2

κ Electrical conductivity of solution 10 S�m�1

We can gain insight into the timescales that corre­
spond to different physical processes in our electrochem­
ical system by comparing the time constant for capacitor
charging with the characteristic time for diffusion:

τD � L2

Di
and τc � RΩC � LCDL

κ
;

diffusion time constant charging time constant

where CDL is the specific capacitance of the double layer
(capacitance per area). If τc is much smaller than τD, then
the current is not affected by the charging process except at
very short times following a step change in current or
potential. Let’s pick some typical values (Table 6.2), and
estimate these characteristic times. The resistance in series
with the capacitor is taken to be the resistance of the
electrolyte between the WE and CE.

The diffusion time is 103 s, while the charging time is
only 20 μs. This difference tells us that often we don’t need
to worry about the charging time. There are some cases
where this time constant for charging is important as
discussed in subsequent sections. Also, charging times
can be considerably longer for a porous electrode where
the surface area and, therefore, the capacitance is high. The
time constant for double-layer charging of porous electro­
des is addressed further in Chapter 11, which examines
electrochemical double-layer capacitors.

We have assumed that double-layer charging can be
represented by a capacitor in series with the solution
resistance, and defined a time constant, τc, that is equal
to the product of the resistance and capacitance. At a time
equal to τc, the system reaches 63.2% of the steady-state
value (see Equation 6.9). It actually takes 3τc to reach 95%
of steady-state value, which is a reasonable approximation
of completion.

It turns out that the resistor and capacitor in series is a
simplification that provides a reasonable estimate of the
double-layer charging time. In reality, the capacitor is in
parallel with the faradaic resistance (see Figure 6.6), which
influences the charging time and the extent to which the
double layer must be charged since, in the presence of
current, not all of the voltage drop needs to be across
the capacitor. This issue is explored in more detail in

RΩCProblem 6.4. A different time constant, , results
1 � RΩ=Rf

that is smaller than that presented above, but approaches the
same value as the faradaic resistance becomes large. Con­
sequently, the above treatment overestimates the double-
layer charging time and therefore provides a conservative
estimate.

Current Interruption
Figure 6.8 shows the voltage response for a step change of
current (current step is not shown). At a time of 20 s, the
current is increased and held constant. As shown, the
potential also changes, but not instantaneously. In fact,
multiple time constants are evident. There is an immediate
step change in potential associated with the ohmic resist­
ance in the electrolyte. Next we see a relatively rapid
increase in potential, shown in more detail in the inset,
which is associated with charging of the double layer.
Finally, the potential continues to increase. This further
increase can be ascribed to diffusion and changes in
concentration. Recall from Chapter 4 that there are usually
concentration changes associated with the flow of current.
Here, the reactant concentration becomes lower, decreas­
ing the exchange-current density; thus, a higher overpo­
tential is required to keep the current constant. Generally,
the double-layer charging is fast compared to the time for
diffusion. Charging or discharging of the double layer
takes place fairly quickly, while concentration changes
take significantly longer.

When the cell potential is recorded experimentally for
a step change in current, one needs to consider the sam­
pling rate of the measurement. The smooth, continuous
curves seen in Figure 6.8 may not always be obtained. This
particular challenge is explored in Illustration 6.1.

Figure 6.8 Current interrupt showing the charging time and the
diffusion time.
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A comment regarding the counter electrode is appro­
priate here. Electroanalytical methods are almost
invariably focused on the behavior of one electrode.
Therefore, it is important that the other electrode, the
counter electrode, does not interfere with the measure­
ment. The counter electrode also has a double-layer
capacitance that is in series with that of the working
electrode. In order to avoid interference from the counter
electrode, we ensure that its capacitance is much larger
than that of the working electrode, since it is the smaller
capacitor in series that controls the dynamic behavior
(Why?). The easiest way to increase the size of the
counter electrode capacitance is to increase its active
area. Hence, we see a second reason for the counter
electrode to be significantly larger than the working
electrode in electroanalytical experiments.

ILLUSTRATION 6.1

During operation of a low temperature H2-O2 fuel cell
at steady state, it is desired to periodically measure the
resistance of the cell. Current interruption is proposed
as a means of accomplishing the measurement. It is
common to report the resistance in [Ω�m2] for electro­
chemical systems. We used the same symbol, RΩ for
both resistance quantities. Here, the current density is
used in place of the current:

RΩ � ΔV
Δi

:

At 0.4 A�m�2, the potential of the cell is 0.7 V. The
sampling rate is every 3 ms, resulting in the data
shown in part (a) of the following figure for current
interruption (step to zero current) at t= 0. The esti­
mated resistance is (0.98–0.7)/0.4= 0.70Ω�m2. This
value seems large, and your colleague suggests
increasing the sampling rate. When the sampling
rate is increased to once every 50 μs, the data in
part (b) of the following figure are obtained. Clearly,
the potential of the cell changes rapidly during the first
few milliseconds following interruption of the current.
The potential is then extrapolated back to time zero in
order to estimate its value at the instant just after the
current is interrupted. This value is 0.73 V:

RΩ � 0:73 � 0:70
0:40

� 0:075 Ω ?m2

Why was the first calculation so far off? When
the current is interrupted, there are reductions in
ohmic losses, kinetic losses, and mass-transfer
losses. Although the ohmic loss changes instantane­
ously when the current is interrupted, other losses
have a time constant associated with them. In partic­
ular, it takes time for the charge in the double layer to
reach a new steady state; this change in the double
layer is the main reason for the delayed response of
the potential at short times. The sampling time must
be short enough to distinguish the ohmic losses from
losses associated with charging or discharging of the
double layer.
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6.5 CYCLIC VOLTAMMETRY

Cyclic voltammetry (CV) is a useful analytical tool for
electrochemical engineers. It is often the first test per­
formed to characterize a new electrolyte or an electrode.
You will need to be familiar with the basic experiment and
the interpretation of the data in order to obtain quantitative
information. We begin at a potential that is well below the
equilibrium potential of the reaction of interest. The poten­
tial is ramped up linearly to some maximum potential
(called the switching potential or peak potential) at a
constant rate, ν [V�s�1], called the sweep rate. The sweep
in the positive direction is called the anodic scan. At the
peak potential, the sweep rate is reversed (�ν) and the
potential is returned to its original value. The negative scan
is termed the cathodic scan. This triangular wave may be
repeated many times as shown in Figure 6.9.

Imagine that we have a generic redox reaction:

O � ne� $ R

Let’s begin by assuming that we have kinetics at the
electrode that can be described by the Butler–Volmer
expression from Chapter 3:

αaFη αcFηs si � io exp � exp : (3.17)
RT RT

ηs is, of course, the surface overpotential defined as

η � V � U � �ϕ1 � ϕ2� � U : (3.15b)s

ϕ1 is the potential of the working electrode and ϕ2 is the
potential of the solution measured with a reference elec­
trode located just outside the double layer. U is the
equilibrium potential defined against that same reference
electrode.

If we simply use Equation 3.17 to calculate the current
when the surface overpotential undergoes a triangle wave

as depicted in Figure 6.9, the response is the solid black
line shown in Figure 6.10. Note that the current is identical
on the anodic and cathodic sweeps and only depends on the
overpotential. In other words, there is only one value of the
current for each value of the overpotential, and the current
does not depend on the direction that the voltage is
changing. This response was calculated with what we
learned in Chapter 3 for steady-state conditions under
kinetic control. However, for the common sweep rates
used in CV, too much of the physics of the problem have
been neglected. First of all, since the voltage changes
constantly during the experiment, the double layer is
also changing by either being charged or discharged;
consequently, there is current associated with the constant
charging or discharging of the electrical double layer. An
equivalent circuit representation of this situation was
shown in Figure 6.6. The faradaic current is given by
the BV equation. The non-faradaic current associated with
the double-layer charging is

dV
ic � CDL � νCDL; (6.11)

dt

where CDL is the double-layer capacitance of the electrode
[F�m�2]. We also make the simplifying assumption that
CDL does not depend on potential. With this assumption,
Equation 6.11 tells us that the current associated with the
double-layer charging is proportional to the sweep rate.
The double-layer current is shown as the solid gray line in
Figure 6.10 for the forward and reverse voltage sweeps. It
is constant for a given sweep rate and direction, but
changes sign when the sweep direction changes from
positive to negative. The total current is the sum of the
faradaic and double-layer current:

i � if � ic: (6.12)

The total current response for the CV that includes both the
faradaic and charging current is shown as the dashed lines

Figure 6.9 Triangle wave used in
cyclic voltammetry.
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Figure 6.10 Cyclic voltammogram in the absence of mass transfer.

in Figure 6.10. The figure showing the relationship
between potential and current is called a cyclic voltammo­
gram, although it doesn’t yet have the prototypical shape.

Another important phenomenon that needs to be
included is diffusion of products and reactants. So far
we have assumed that both species (O and R) are present
uniformly at the bulk values in the solution. Recall from
Chapter 3 that the exchange-current density depends on the
concentration of reactants. Therefore, a changing concen­
tration implies that the exchange-current density, io, is not
constant. Also, as we have seen from Chapter 4, mass
transfer of species to and from an electrode can limit the
rate of reaction. The equilibrium potential of the cell can
change with composition too—think back to the Nernst
equation from Chapter 2.

Before we go through the mathematical analysis of
this situation, let’s reason through what might happen
during the CV when mass transfer is considered. Imagine
that our bulk solution has an equal amount of R and O. If
the current follows the trajectory as shown in Figure 6.9 for
the anodic sweep, we would quickly deplete R from the
solution near the electrode. Molecular diffusion would
allow transport of R from the bulk to the electrode surface,
but there would be a finite maximum rate of replenishment;
that is, a limiting current. Above this point, increases in
potential would not result in an increase in the current. At
the same time, we would be building an excess of O at the
electrode surface. When the peak potential in the triangular
wave is reached, the potential sweep is reversed. At the
time of reversal, there is little R present and a large amount

of O at the electrode surface. Instantaneously, the current
associated with the double layer reverses sign (since dV=dt
changes sign), and the faradaic current also starts to
decrease as the overpotential diminishes. When the poten­
tial becomes low enough that the cathodic reaction is
favored, O is consumed. This cathodic reaction continues
until a limiting current is reached again. The current
voltage response for this process is shown in
Figure 6.11 for a typical voltammogram with fast or
reversible electrode kinetics.

Because of changing concentration profiles, the shape
of the voltammogram is different for the initial sweep and
subsequent sweeps. Multiple sweeps are common exper­
imentally, and sweeping is most often done experimentally
from the open-circuit potential. The simulation results
shown in this section follow multiple sweeps, where a
quasi-stationary condition has been reached.

The steps for calculating this relationship between the
current and voltage are analogous to those worked previ­
ously, and assume the presence of supporting electrolyte.
For one-dimensional transport in the absence of bulk flow,
Equation 4.25 once again becomes the well-known diffu­
sion equation:

@ci @2ci� Di :
@t @x2

As before, we can use Faraday’s law to relate the current to
the flux of species at the electrode surface by, for example,
setting i � nFNO (see Equation 4.17), where NO is the flux
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Figure 6.11 Prototypical cyclic voltammogram that
includes double-layer charging.

of species O and is positive when O moves away from the
surface. Since we are specifying the potential of the WE,
this potential combined with the BV equation is one of our
boundary conditions. Another boundary condition
expresses the fact that the concentrations far from the
surface of the WE are equal to the bulk values. Finally,
we add an initial condition, which also sets the composi­
tion of each species to its bulk value. Both analytical and
numerical solutions of the diffusion equation are possible.
The results shown here were obtained numerically for
multiple voltage sweeps. Note that many of the analytical
relationships in the literature, including popular textbooks,
apply strictly to a single linear voltage sweep (LSV) rather
than to multiple cycles and involve additional simplifying
assumptions. Care should be taken to ensure that the
assumptions made in deriving a relationship are consistent
with your experimental system.

Whether solving the equations analytically or numeri­
cally, it is important to express the exchange-current
density as a function of concentration. It is that concentra­
tion dependence that keeps the current from increasing
with potential once the mass-transfer limit is reached.
Using Equation 3.20 for the exchange-current density
with the reference concentration taken as the bulk concen­
tration and γ1= γ2= 0.5 yields

0:5 0:5cR cOio � io;ref : (6.13)
cR;ref cO;ref

An additional simplification is possible for reversible
systems where kinetic rates are sufficiently rapid that

the potential does not move significantly from its equili­
brium value. In such cases, the ratio of cO and cR at the
surface is directly related to the potential through the
Nernst equation. This simplification is used in many of
the analytical solutions available and is explored as part of
a numerical solution in Problem 6.24.

A typical cyclic voltammogram is shown in Figure 6.11
for reversible kinetics. There are two peak currents and two
peak potentials—These values are the basis for the primary
interpretation of the voltammogram. For reversible kinetics
at 25 °C, the distance between the two peaks is

0:057
ΔEp � (6.14)

n

as long as the sweep extends ∼300 mV above and below
the equilibrium potential in either direction. A smaller
sweep will lead to a slightly greater distance between
the peaks (e.g., 0.059/n for a sweep that extends
120 mV). It follows from Equation 6.14 that for reversible
kinetics, the number of electrons transferred can be deter­
mined from the distance between peaks. Conversely, if n is
known, the peak separation can be used to infer whether or
not the reaction is reversible.

The concentrations of O and R during CV just before
the peak current are displayed in Figure 6.12. Here the
concentration of the reduced species is low and the con­
centration of the oxidized species is high. The penetration
depth of this concentration difference depends on the
square root of time. Thus, the slower the scan rate, the
deeper the penetration, and the lower the limiting current.
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Figure 6.12 Concentration of O and R during potential sweep.

The height of the peaks due to the faradaic current is
3=2D1=2ν1=2proportional to n c1, whereas the double-layer

charging current is proportional to ν, the scan rate.
Figure 6.13 shows the effect of scan rate, ν, on the
voltammogram with the double-layer charging removed.
The results in Figure 6.13 are for reversible (fast) kinetics.
Under such conditions, the peak position is constant and
the peak height is a function of the scan rate.

When examining a cyclic voltammogram, the wave­
forms are frequently described in terms of how facile the
electrochemical reactions are: reversible, quasi-reversible,
and irreversible kinetics. We’ve already seen examples of

Figure 6.14 Effect of the exchange-current density on the cyclic
voltammogram when kinetic limitations are important.

reversible kinetics (see Figures 6.11 and 6.13). Figure 6.14
provides three CVs for reactions with more and more
sluggish kinetics; that is, decreasing exchange-current
density, io. The peak currents decrease as the kinetics
become slower. Also, in contrast to the reversible case,
the peak potentials are not constant for finite kinetics. For
irreversible or quasi-reversible kinetics, as the kinetics
decrease the peak potentials move farther and farther apart.
Although not shown in Figure 6.14, as the scan rate

Figure 6.13 Effect of scan rate for a reversible reaction.
Double-layer charging has been removed.
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Table 6.3 Impact of the Kinetics of the Reaction on the
Shape of Cyclic Voltammogram

Reversible Quasi-reversible Irreversible

Peak currents
increase with scan
rate

Peak position and
separation are
constant, given by
Equation 6.14

Peak currents
increase with scan
rate

Peak separation
increases with scan
rate

Voltammograms
are more drawn out
and exhibit a larger
separation

Peak current
increases with scan
rate

Only one peak
current observed
since reverse reaction
is not significant

increases, the peak separation increases further—also
different from the reversible case.

An electrochemically reversible reaction has a high
exchange-current density. As a result, the surface over-
potential is small and the potential of the electrode is
close to its equilibrium potential as approximated by the
Nernst equation, which is the primary condition for
reversibility. Quasi-reversible reactions have slower
kinetics where the potential differs significantly from
the Nernst value. Here we refer to irreversible reactions
as reactions for which the reverse reaction (cathodic or
anodic) does not take place to any appreciable extent.
Unfortunately, these terms are not particularly precise
and are not used consistently in the literature. For
example, reactions with very slow kinetics are often
referred to as electrochemically irreversible reactions,
even though they are chemically reversible (the reverse
reaction does take place). The behavior is summarized in
Table 6.3.

We close this section with one final note. In
Equation 6.1 we saw that the applied potential includes
the influence of concentration and ohmic drop in
solution, due to the fact that the reference electrode
is not located just outside the double layer. Conse­
quently, the CV data, as measured, will include these
influences and may need to be corrected. Ways for
handing these effects during measurement are consid­
ered in Section 6.9.

ILLUSTRATION 6.2

Please identify each of the following figures as revers­
ible, quasi-reversible, or irreversible (the answer is
below each figure).

Ferri-Ferro cyanide
Fe CN� �6 3� � e� ! Fe CN� �6 4� �Uθ � 0:55 V�

The peaks are symmetrical and separated by about
60 mV. This reaction is reversible. (Adapted from
Phys. Chem. Chem. Phys., 15, 15098 (2013).)

Reaction of 2-nitropropane.

The oxidation and reduction peaks are separated
by more than 0.5 V. Here both peaks are drawn out
rather than sharp. This is a quasi-reversible system.
(Adapted from J. Chem. Ed., 60, 290 (1983).)
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1.5 M LiTFSI in a mixture of ethylene carbonate
and diethyl carbonate. There is an oxidation current at
high potentials, but no reverse reaction. This system
would be described as irreversible. In fact, the reaction
occurring is the oxidation of the solvent. This test
establishes the potential limits for the stability of the
solvent. (Adapted from Phys. Chem. Chem. Phys., 15,
7713 (2013).)

Platinum oxidation
Although the peak potentials are not widely sep­

arated, the peaks are extremely drawn out. Further­
more, the peak potentials shift slightly with scan rate
This reaction is quasi-reversible. (Adapted from Phys.
Chem. Chem. Phys., 16, 5301 (2014).)

6.6 STRIPPING ANALYSES

The underlying principle used in this type of analysis is that
a quantitative amount of material is either deposited or
removed from a surface or from an amalgam electrode.
Because the coulombs passed can be measured very
accurately, information about the surface area of an elec­
trode or about the concentration of a metal species in
solution can be determined precisely. A couple of illustra­
tive examples will be discussed here, but there are many
other applications where a similar analysis is useful.

To illustrate, we consider a method that is used to measure
the surface area of a platinum catalyst in a porous electrode. At
low potentials and relatively low temperatures, carbon mon­
oxide adsorbs strongly on the surface of the catalyst. If the
electrode is held near the potential of the hydrogen electrode,
even a small amount of CO (100 ppm, for instance) will
completely cover the surface of the electrode. The chemisorp­
tion is so strong that, even after removing the exposure to CO,
the surface will remain covered until either the temperature is
elevated enough to drive the adsorbed CO off or the potential
is increased to oxidize the CO:

COads � H2Oads ! CO2 g �Uθ � �0:11 V�� � � 2H� � 2e�

(6.15)

We’ll use removal by oxidation to quantitatively determine
the amount of adsorbed CO. Specifically, after the surface is
covered with CO, a linear sweep of potential is used, up to
approximately 1 V relative to hydrogen. Beginning about
0.6 V, the adsorbed CO oxidizes to CO2 resulting a sharp
peak as shown in Figure 6.15. This peak has some resem­
blance to the peaks seen with cyclic voltammetry, but those
were the result of a mass-transfer limitation. Here, the peak
occurs because there is a finite amount of CO on the surface.
The current versus time can be measured. This current
represents both the charge needed for the oxidation of
CO and that needed for charging the double layer. In this
case, the formation of oxides on the surface of Pt also
consumes a small amount of charge, which we will ignore.
The double-layer charging (Equation 6.11) must be sub­
tracted and the coulombs associated with CO oxidation are

1:0 V

�I � νC�dt:QCO �
0:4 V

Next we need to relate the charge measured to the surface
area of the platinum. Pt has an FCC structure with a lattice
parameter of 0.392 nm. From this information, the number
of Pt atoms per unit area is calculated. As an example, for
the (100) surface, there are 1.3× 1019 atoms per square
meter. We can then relate the area to coulombs of charge
passed using the stoichiometry of reaction (6.15) and
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Figure 6.15 Oxidation of adsorbed CO on Pt surface during linear sweep.

assuming one CO molecule per surface atom of Pt:

1:3�1019 atoms mol Pt mol CO 2 equiv 96485 C�4:17Cm�2:
m2 mol Pt mol CO equiv6:023�1023 atoms

We have assumed that the CO is linearly bonded to the Pt.
If the Pt surface is initially completely covered with CO,
and given that there is 4.17 C�m�2 of Pt surface, the surface
area of platinum can be determined as simply

QCOECSA � : (6.16)
4:17 C m�2

This is described as the electrochemically active surface
area (ECSA) because, in contrast to BET, for instance, the
metal particles must be in electronic and ionic contact to be
detected with this technique. Fortunately, this is the value
that is most relevant to electrochemical systems.

sweep. The charge associated with the oxidation of
CO is the area under the CO peak (centered around
0.8 V) minus the charge associated with double-layer
charging and oxidation of the platinum; in other
words, it is the peak area between the solid and
dashed lines. Each increment on the y-axis is
1 A�m�2. The peak area corresponds to about 75
rectangles of dimensions 1 A�m�2 by 0.02 V.

ILLUSTRATION 6.3

Using the data from Figure 6.15, calculate the ECSA
per gram of Pt (also known as the specific surface
area) from the CO adsorption experiment. What is
the double-layer capacity? The platinum loading of
the electrode is 0.028 mg�cm�2 (based on the superfi­
cial area), and the scan rate is 20 mV�s�1.

Solution:
The solid line on the plot corresponds to the current
in the absence of adsorbed CO during the potential
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Since Q � Idt, we need to convert the voltage
increment to a time. This can be done readily noting
that the voltage is scanned at a constant rate of
20 mV s�1. Therefore, 0.02 V is equivalent to 1 s.
The charge associated with CO oxidation is therefore

Q

A
� 75

1 C
m2s

1:0 s� � � 75 C m�2:

This is the amount of charge used to oxidize CO per
superficial area (same area upon which the current
density is based). We can now use the relationship
above to calculate the ECSA per superficial area as
follows:

ECSA
superficial area

� 75 C
m2 superficial� �

m2

4:17C

� 18:0
m2

m2 superficial� � :
The specific surface area is then

specific surface area � 18:0
m2

m2 superficial� �
�m2 superficial� �

0:28 gPt
� 64

m2

gPt
:

The capacitance of the double layer is estimated from
the current around 0.5 V, above the hydrogen region
but before oxidation of platinum or carbon. The
current density is about 14 A�m2; therefore, from
Equation 6.11,

CDL � ic
ν
� 14

0:02
� 700 F m�2:

The area here refers to the superficial electrode area.

6.7 ELECTROCHEMICAL
IMPEDANCE

Fundamentals
As mentioned previously, one of the key objectives of
electroanalytical methods is to quantify the relationship
between the current and voltage and to provide insight into
the processes that influence that relationship. The simplest
relationship is Ohm’s law:

which we have already used frequently. In this relation­
ship, the resistance, RΩ, is the proportionality constant that
relates current and voltage. Of course, the complex physi­
cal phenomena occurring in an electrochemical cell cannot
be adequately represented with just a resistor. In particular,
there are several physical processes that are time depen­
dent: molecular diffusion, adsorption, and charging of the
double layer, for example. The time constants associated
with these processes vary significantly, making it possible
to extract information about the system by examining the
relationship between the voltage and current at different
timescales. To do this, we need a method for describing
and quantifying the relationship between current and
voltage under dynamic conditions.

Here we briefly describe a technique that is known as
electrochemical impedance spectroscopy or EIS. Our
objective is to introduce you to the basic elements of
the technique. For information beyond this initial treat­
ment, please see references such as those listed at the end of
the chapter. The electrochemical cell is the same as that
described in Section 6.1, containing a WE, CE, and RE.
Starting from steady state, the potential or current is
perturbed by superposing an oscillating signal on the
steady-state value. The response of the system to the
oscillating input for a range of frequencies is then exam­
ined. Generally, this means that we look for the ratio of the
voltage and current; this quantity is called the impedance,
and has dimensions of ohm or ohm�m2.

Figure 6.16 illustrates the response of the current to
an oscillating input potential. For small perturbations,
the system is approximately linear and the current varies
with the same frequency as the potential. The applied
potential can be expressed equivalently as a sine or
cosine wave, since both functions describe the same

Figure 6.16 Illustration of voltage input and current output
showing amplitude difference and phase shift.V � IRΩ; (6.17)
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sustained oscillation. For our treatment, we use the
cosine as follows:

V t� � � ΔV cos�ωt�; (6.18)

where ΔV is the amplitude of the wave, f is its frequency
[s�1], and ω � 2πf [rad�s�1]. Note that in our discussion of
impedance, the voltage, V(t), and the current, I(t), refer
only to the oscillating portion and represent the deviation
from the steady-state or baseline value. The current
response that corresponds to Equation 6.18 has the same
frequency, but may be shifted in phase (see Figure 6.16):

I t� � � ΔI cos�ωt � φ�: (6.19)

We seek the relationship between the voltage and the
current, which depends on the physical characteristics of
the system and changes with the frequency of the oscillat­
ing input. This relationship can be used as a “fingerprint” to
characterize the physical system of interest.

EIS is performed by perturbing the experimental
system with an oscillating input and measuring the corre­
sponding output signal over a broad range of frequencies.
The input and output signals are used to determine the
impedance, which relates the current and voltage at differ­
ent frequencies. The impedance data can then be fit to an
equivalent circuit to provide quantitative physical insight
into processes that control cell behavior at different
timescales.

Impedance for Basic Circuit
In order to help you understand what the impedance is and
how it represents some of the basic electrochemical pro­
cesses that we have already identified, we will work this
process “backwards,” beginning with the equivalent circuit
shown in Figure 6.6, for which we have already gained
some physical insight. This circuit represents the electro­
chemical interface as a capacitor (double layer) and resistor
(charge-transfer resistance) in parallel. In series with the
interface is a resistor that represents the ohmic resistance of
the electrolyte.

In our case, we will use a voltage input and current
output, although the reverse could also be considered with
the same result. Because our simple circuit only has two
types of circuit elements (resistor and a capacitor), we will
begin with the more complicated of the two, the capacitor.
The basic relationship between current and potential for a
capacitor was introduced previously, and also applies for a
system with a sustained oscillating perturbation (sine or
cosine) of the voltage or current:

There are several ways to solve this equation for an
oscillating input voltage. Here we will use complex
variables in order to introduce the concept of the complex
impedance that is most commonly used. As we saw
above,

V t� � � ΔV cos�ωt�: (6.18)

Alternatively, we could have chosen a sine wave

V t� � � ΔV sin�ωt�; (6.21)

which would have yielded exactly the same relationship
between the current and voltage (i.e., the same imped­
ance). Because the system is linear, we can use superpo­
sition and add two inputs to get a combined output that is
equal to the sum of the outputs from each individual
input. Proportionality applied to the linear system allows
us to multiply an input by a constant to yield a propor­
tional output. Taking advantage of these properties, we
define an alternative input that is equal to the sum of a
cosine and sine wave,

V� � �t ΔV cos�ωt� � jΔV sin�ωt� � ΔV�cos�ωt� � j sin�ωt��;
(6.22)

where we multiplied the sine wave by the constant j, whichp
is equal to �1. Our strategy is to solve the problem with
V� �t as the input in order to simplify the math. Solution of
the problem with V� �t as the input will provide a combined
output. Once the combined output is determined, we can
easily recover the desired portion of the output, which
corresponds to only the cosine input, since the real (cosine)
input will yield a real output, and the imaginary (sine) input
will yield an imaginary output.

The reason why we have introduced this alternative
input is to take advantage of Euler’s formula, which will
simplify the math needed to solve this and more complex
equations for circuit elements, and will lead naturally to the
complex impedance:

ejφ � cos φ � j sin φ (6.23)

With this formula, we now rewrite the input voltage from
Equation 6.22 as

jωtV t e (6.24)� � � ΔV :

In this form, we can easily differentiate the complex input
potential and use Equation 6.20 for a capacitor to deter­
mine the complex current response as follows:

� ��dV t� � dV t jωt� � � C
dt dtI t� � � C : (6.20) I t � CjωΔVe : (6.25)
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As stated above, we can recover the time-dependent
current that results from just the (real) cosine input by
taking the real portion of our answer:

I t� � � Re I t g � RefCΔVωj�cos ωtf � � � � � j sin�ωt��g
� �CΔVω sin� �ωt : (6.26)

A key advantage of this approach is that it transforms
derivatives with respect to time into algebraic terms, a fact
that greatly facilitates solution. Equation 6.26 represents a
solution to Equation 6.20 and provides the time-dependent
current that results from the cosine input defined in
Equation 6.18.

The above problem was readily solved for I t� �. How­
ever, we would like to be able to solve for the response of
the complete circuit rather than for just one element of the
circuit. An effective way to approach the circuit problem is
to determine the impedance for each element of the circuit,
and then to combine the individual impedances to get an
equivalent impedance for the entire circuit. The complex
impedance is defined as the ratio of the complex voltage
and the complex current as follows:

jωtV� �t ΔVe ΔV
Z� � �ω � � ejφ � r�cos φ � j sin φ�;

ΔIej�ωt�φ�I � �t ΔI
(6.27)

where r is the magnitude of Z and φ is the phase angle (see
inset). Note that the time dependence cancels out. Both the
phase angle and the impedance are a function of the
frequency, but not of time.

From Equations 6.25 and 6.26, the complex imped­
ance of a capacitor is

jωtV� �t ΔVe 1 1
Z ω � � � � j: (6.28)� � �

I � �t CΔV jωejωt jωC ωC

Again, the time dependence cancels out since, for a linear
system, it is the same in both the input and the output.

Now that we have the impedance for the capacitor, we
need the appropriate values for the resistors to complete the
circuit shown in Figure 6.6. For a resistor, the current and
voltage are always in phase and there is no imaginary
component to the impedance. Therefore, the impedance for
a resistor is simply equal to the resistance:

Z � RΩ: (6.29)

One of the useful characteristics of impedances is that they
add together like resistors. Making use of this, we can
derive the equivalent impedance in ohms for the circuit

(Figure 6.6) as follows:

2C1 Rf �ωRfZ� ��ω RΩ� �RΩ� � j :2C21 1�ω2Rf
2C2 1�ω2Rf� jωC

Rf

(6.30)

The impedances for the faradaic reaction and the double-
layer capacitor have been added as parallel resistors in a
circuit (Problem 6.4), and the real and imaginary terms
have been grouped. The equivalent impedance can be used
to relate the voltage and current for the complete circuit,
which is much more complicated than the response due to
any individual circuit element. You should understand and
be able to reproduce Equation 6.30.

Complex Variables
Impedance is typically described with complex quan­
tities. A complex number is expressed as the sum of
real and imaginary portions:

Z � a � bj;

where j � �1
p

. a is the real part of Z, Re{Z}; and b is
the imaginary part of Z, Im{Z}. There are other ways
of representing a complex number. Graphically, a
complex number can be interpreted with a polar form:

Z � r cos φ � j sin φ� �;
a � r cos φ;

b � r sin φ;

r � Zj j � a2 � b2
p

;

tan φ � b

a
:

r represents the magnitude of the number (modulus)
and φ is the phase angle in radians (argument). The
value Z is a point in the complex plane.

Use of Euler’s formula (described in text) permits
us to express Z in exponential form as follows:

Z � r cos φ � j sin φ� � � rejφ:
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Table 6.4 The Impedance of Common Circuit Elements

Component Behavior Impedance

Resistor

Capacitor

Inductor

V= IRΩ

C= (Q/V) or ICdV/dt

V= Ldi/dt

RΩ

1/jωC

jωL

We used the equation for a capacitor to solve for its
response to the oscillating input (Equation 6.26) and for
its complex impedance (Equation 6.28). However, we
need not go through this detailed process every time since
the same circuit elements are frequently used. Table 6.4
summarizes the impedance for three common circuit
elements.

For a circuit comprised of these elements, we can
simply use the impedances of the individual circuit ele­
ments from the table and combine them by adding them as
we would resistors. The result is the equivalent impedance
for the circuit such as that shown in Equation 6.30 for the
circuit of Figure 6.6.

How can we graphically represent this complex
impedance? One common way is a Nyquist plot, shown
in Figure 6.17, where the imaginary portion, �Zi, is on the
ordinate and the real part, Zr, is on the x-axis. Note that
since the complex portion is frequently negative, �Zi rather
than Zi is traditionally plotted on the imaginary axis. The
shape of the plot that corresponds to the circuit in
Figure 6.6 is a semicircle and is a common feature of
EIS impedance spectra measured experimentally. The
impedance for this circuit approaches RΩ as ω ! 1 and
RΩ � Rf as ω ! 0. Also, at the top of the semicircle,
ω � 1=Rf C. Knowing this, we can estimate the value of
these parameters from EIS data obtained experimentally.
One shortcoming of the Nyquist plot is that frequency is
not displayed explicitly on the diagram. The curve repre­
sents the whole range of frequencies, with high frequencies
toward the left of the diagram and low frequencies toward
the right.

It is useful to consider the physical significance of
the behavior shown in Figure 6.17. At high frequencies,
the capacitor acts as a “short” since the voltage oscillates
at a frequency that is fast relative to the time required to
charge the double layer. Because the double layer is
never charged to any appreciable extent, the capacitor
offers essentially no resistance to the oscillating current
and the kinetic resistance, in parallel with the capacitor,
does not play a role. Therefore, the complete circuit
resistance is equal to the ohmic resistance. At lower
frequencies where cycle time is comparable to the
double-layer charging time, both the capacitor imped­
ance and the faradaic (kinetic) resistance are important.

The result is the semicircular region, with the phase shift
caused by the capacitor. Finally, at sufficiently low
frequencies (longer times), the cycle time is long rela­
tive to the double-layer charging time. Consequently,
the double-layer charges and discharges quickly relative
to the cycle time and does not contribute to the overall
behavior; rather, essentially all of the current flows
through the faradaic and ohmic resistors in series (see
Figure 6.6). At these low frequencies, the circuit resist­
ance for this simple circuit reaches a constant value of
RΩ � Rf , and the output current is in phase with the input
voltage. An understanding of EIS requires the ability to
connect the physics, circuit model (equivalent circuit),
and the complex impedance.

Connection of Complex Impedance to
Time Domain
In the previous section, we derived an expression for the
impedance of a capacitor and combined that expression
with the faradaic and ohmic resistances shown in
Figure 6.6 to determine the equivalent impedance for
the circuit. We then demonstrated how to illustrate that
complex impedance on a Nyquist plot. The semicircle
that we obtained is a characteristic feature of impedance
spectra for electrochemical systems and is connected to
key physical parameters, as shown in Figure 6.17. In this
section, we briefly examine the connection of the imped­
ance to the time domain by using the complex imped­
ance to determine the output current as a function of
time.

Figure 6.17 Nyquist plot for the equivalent circuit of
Figure 6.6.
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The equations that we have used thus far are summa­
rized below:

V� � �t ΔV�cos �ωt� � j sin �ωt�� � ΔVejωt;
j�wt�φI � � �t ΔI�cos �ωt � φ� � j sin �ωt � φ�� � ΔIe �;

V t� � � RefV� �t g � ΔV cos �ωt�;
I t� � � RefI � �t g � ΔI cos �ωt � φ�;

jωtV� �t ΔVe ΔV
Z ω � � ejφ � r�cos φ � j sin φ�:� � �

ej�ωt�φ�I � �t ΔI ΔI
(6.31)

The process of converting from an arbitrary value of Z ω� �
to the time-dependent expression for the current at that
frequency is shown in Illustration 6.4. Its purpose is to
show how the complex impedance relates both the magni­
tude and phase of the input and output signals. The data in
the complex domain provide the information needed, as a
function of frequency, to quantify the dynamic behavior of
the system.

ILLUSTRATION 6.4

The complex impedance of an electrochemical system
measured at a frequency of 1000 Hz was found to be
3� j. The amplitude of the applied (oscillating volt­
age) is 5 mV. What is the corresponding current
response in the time domain?

To answer this question, we first put Z= 3� j into
polar form Z � r cos φ � j sin φ� �.

r � 32 � �1� �2 � 3:16:

φ � tan�1 �1
3

� �0:322 rad� � � �18:4 degrees� �:
Therefore, Z � 3:16 cos �0:322� � � j sin �0:322� �� � �
3:16e�0:322j Ω� �:

Z 2π ? 1000� � � V t� �
I t� � � 3:16e�0:322j Ω� �

I t� � � V t� �
Z 2π ? 1000� � �

0:005ej 2π 1000� �t V� �
3:16e�0:322j Ω� �

� 0:0016ej 2π 1000� �t�0:322� � A� �

I t� � � Re I t� �f g � 0:0016 cos�2π 1000� �t � 0:322� A� �
The magnitude of Z (equal to 3.16 in this example) is
the ratio of the amplitudes of the voltage and current,
ΔV=ΔI . In other words, it tells you how much the
current will change in response to a small change in
the voltage, or vice versa. The angle φ (�0.322 rad in

this example) provides the phase shift between the
input and output. As illustrated by this example, the
complex impedance, Z, provides both the ratio of the
magnitudes of the voltage and current and the phase
shift.

You may be thinking that φ is so small relative to
the other term in the brackets that it will not make any
difference. However, remember that cosine is a peri­
odic function. The voltage and the resulting current are
shown in the following figure, where the phase shift is
evident.

Note that the voltage “lags” the current (reaches
its peak at a time later than that at which the current
reaches its peak).

Mass Transport
We now consider a common process for electrochemical
systems, molecular diffusion, and how it might be
included in our EIS analysis. Let’s start with one-dimen­
sional diffusion where the process of interest is influ­
enced by the concentration of a single species. The
relevant equation is

@ci @2ci� Di 2
: (6.32)

@t @x

Consider a semi-infinite domain with small perturbations
around the initial uniform concentration, co. The steady-
state solution is just a constant; consequently, we are left to
solve for the oscillating portion. Similar to what we did
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previously, we use a combination of cosine and sine terms
to define the oscillating input:

ξi� � �t Δci�cos �ωt� � j sin �ωt�� � Δciejωt; (6.33)

where

� � � Refξi� �t g � Δci cos�ωt�: (6.34)ci t

Note that the steady-state value has been subtracted off
in (6.34), as with other variables in Section 6.7.
Equation 6.33 can be differentiated and substituted
into (6.32) to yield

d2ξijωξi � Di : (6.35)
dx2

This ordinary differential equation can be solved for ξi.
However, we seek an expression for the complex imped­
ance due to mass transfer. Considering Equation 6.27,
we need to express both the time-varying voltage and
current as a function of the oscillating concentration in
order to get the desired impedance. For fast kinetics
(quasi-equilibrium), the Nernst equation can be used to
relate the change in voltage to the change in concentra­
tion at the surface. Furthermore, since the amplitude of
the oscillation is small, the expression can be linearized to
yield

RT ξi�x � 0�
V� � �t : (6.36)

nF co

The current is related to the flux at the surface as follows:

dξiI t� � � �nFADi (6.37)
dx x�0

The impedance becomes

V� �t RT ξiZ � � (6.38)
dξiI � �t � �nF 2ADico
dx x�0

We can now solve Equation 6.35 for the required ratio
of the surface concentration to the surface flux, which
can then be substituted into Equation 6.38 to yield the
desired impedance. The boundary conditions include
Equation 6.36 for the concentration and ξi � 0
as x ! 1. The result is

Diξi � : (6.39)
dξi jω
dx x�0

V� �t RT Di RT�1 � j�
Z ω �� � � � p ;

I � �t � � jω � � 2DiωnF 2ADico nF 2Aco

(6.40)

where Z is in ohms. This impedance yields a line with a 45°
slope on a Nyquist plot at low frequencies (why?). It is
most commonly called the Warburg impedance. To get the
impedance in ohm�m2, which is what results if the current
density rather than the current is used, the impedance Z ω� �
should be multiplied by the area.

The Warburg impedance shown in Equation 6.40
assumed that the kinetic resistance was not significant,
which permitted the use of the Nernst equation to relate the
voltage and concentration. A complete kinetic expression
(e.g., Butler–Volmer with concentration dependence) can
alternatively be used with the transport equation to obtain
the expressions for both the kinetic resistance and Warburg
impedance. The interested reader should refer to a more
advanced treatment such as the text by Orazem and
Tribollet (2008) for additional information.

A procedure similar to that used to derive
Equation 6.40 was also used to determine the complex
impedance for mass transfer through a stagnant film of
finite thickness δ to yield

jωδ2

tanh
DiRTδ� � � ; (6.41)Z ω

nF 2ADico� � jωδ2

Di

where Z is again in ohms. The Nyquist plot for the finite
thickness impedance with �Zi is on the ordinate and Zr is
on the x-axis as shown in Figure 6.18, where the imped­
ance has been made dimensionless by multiplying by
nF 2ADico� �

RTδ . As mentioned previously, each point on the graph
represents a different frequency, with high frequencies on
the left. The impedance increases with decreasing fre­
quency to yield the 45° slope characteristic of semi-infinite
diffusion. The impedance levels off as the frequency
decreases further owing to the finite diffusion layer
thickness.

Another common representation of the complex
impedance is the Bode plot, shown on the right of
Figure 6.18. Here frequency is the independent variable
and the magnitude and phase angle are plotted on the left
and right axes. The key feature here is that the frequency or
equivalently the characteristic time constant for different
processes is highlighted by a change in magnitude and
phase angle. For the diffusion example here, it is not
surprising the change occurs at a dimensionless frequency
of about 1, where the dimensionless frequency is ωδ2

Di
.
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Figure 6.18 Nyquist and Bode plots for impedance due to diffusion through a film of finite thickness.

Interpretation of Data
It is common to measure impedance data and then use
software to fit the data to a variety of circuit elements. This
approach is intuitive and generally helpful in correlating
features of the impedance with physical phenomena in the
electrochemical system. It also yields quantitative param­
eters characteristic of the system of interest. In this section,
we explore further the relationship between the impedance
data and the key parameters that characterize an electro­
chemical system. To do so, consider the circuit shown in
Figure 6.6, but with a slight modification. Namely, we will
add an element that accounts for diffusion, the Warburg
impedance, as shown in Figure 6.19.

Finally, we note that the treatment of electrochemical
impedance spectroscopy provided in this text is just an
introduction. There are many important characteristics of
electrochemical systems that influence their dynamic
behavior that have not been considered, where additional

Figure 6.19 Equivalent circuit with Warburg impedance.

complexity is required for accurate representation. For
example, these characteristics may include the adsorption
of species on the surface, the presence of surface films, or
even a polymer coating on the surface. Frequently, the
circuit representation of complex systems is not unique,
and is best coupled with a physical description to enhance
understanding. You should refer to more comprehensive
resources for EIS analysis of such systems (see Further
Reading section).

ILLUSTRATION 6.5

Suppose that you have an electrochemical system
characterized by the following parameters

CDL = 0.2 F�m�2

Electrode dimensions: 5 cm× 5 cm (only one side
active)

Conductivity of electrolyte= 10 S�m�1

Distance from electrode to reference electrode= 1 cm

io= 10 A�m�2, single-electron reaction (n= 1)

Di = 1× 10�9 m2�s�1

co= 10 mol�m�3

T= 25 °C
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Assuming that the system can be adequately rep­
resented by the circuit shown in Figure 6.19, create a
Nyquist plot for the system.

Solution:
In order to generate the Nyquist plot, we need to
develop an expression for the complex impedance
and then plot the real and imaginary portions of that
impedance for a range of frequencies. The desired
plot is in ohms, and involves the capacitance,
solution resistance, Warburg impedance, and the
faradaic resistance. The capacitance is

C � CDLA � 0:2� � 25� �
1002 � 5 � 10�4 F:

Based on Table 6.4, the complex impedance of the
capacitor is

ZC ω� � � 1
ωCj

:

To determine the resistance of the electrolyte, we use
Equation 4.8c:

RΩ � L

κA
� 0:01

10� � 0:0025� � � 0:4 Ω:

For the kinetic resistance, we assume open circuit as
the steady-state condition, with small oscillations
around that point. Because the magnitude of the
potential change is small, linear kinetics can be used to
determine the resistance according to Equation 4.62:

Rf � 1
A

dη

di
� RT

FioA
� 8:314� � 298� �

96; 485� � 10� � 0:0025� � � 1:03 Ω:

The Warburg impedance is

ZW ω� � � RT

F2ADico

Di

jω
:

We now have all that we need to assemble the
composite complex impedance:

Z ω� � � RΩ � 1
1

Rf � ZW ω� � �
1

ZC ω� �
;

where the only unknown is the frequency. Perhaps
the easiest way to generate the desired plot is to enter
the above information into a package, such as Python
or Matlab, that handles complex arithmetic, and

calculate Z as a function of the frequency for a range
of frequencies. We can then plot the real and
imaginary parts to create the desired figure:

It is important to be able to solve this problem in
reverse, that is, to go from measured data to parame­
ters that represent the system. To practice this, use
the above diagram and see which parameters you can
extract. You may want to refer to Figure 6.17. Com­
pare the values from the diagram with the values that
we used to generate the diagram (see above).

6.8 ROTATING DISK ELECTRODES

The rotating disk electrode (RDE) is shown in Figure 6.20.
Here an electrode is imbedded in the end of a cylinder,
which rotates submerged in the electrolyte. The electrode is
typically a smooth surface surrounded by an insulating
material such as Teflon. The RDE merits special attention
for several reasons. First, the hydrodynamics for the RDE are
well known. Second, the velocity toward the surface of the disk
depends only on the distance from the surface and not on the
radial position or the angle. Thus, the surface is uniformly
accessible to mass transfer, and the rate of mass transfer is
constant as long as the bulk concentration does not change with
time. Finally, compared to other devices with similar character­
istics, experiments with the RDE are relatively simple to
prepare and conduct. These features allow the RDE and the
rotating ring disk electrode (RRDE) to find frequent use in
measuring kinetic and mass-transport properties.

We will not go into the detailed development of the
hydrodynamics here as that development is available in
numerous references. Flow streamlines are illustrated in
Figure 6.20 for laminar flow (Re< 200,000). Analytical
solution of the flow field yields the following for the
velocity in the z-direction:

Ω2 3=2vz � �az ; (6.42)
ν1=2

where a= 0.51023 and the negative sign indicates that the
velocity is toward the surface. Here, ν is the kinematic
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Figure 6.20 Rotating disk electrode (RDE).

viscosity. The key result from this is that the z-velocity
depends only on distance from the surface and does not
depend on r or θ. Since the z-component of the velocity
brings reactant to the surface, we might expect that the
concentration also depends only on z. From Equation 4.25,
the convective diffusion equation for the case of excess
supporting electrolyte is

dci d2civz � Di : (6.43)
dz dz2

This equation has a relatively straightforward solution. The
dimensionless flux at the surface can be expressed in terms
of the Sherwood number, a result that follows from the
solution of Equation 6.43 under laminar flow conditions.
The resulting flux at the surface is uniform under mass-
transfer control:

0:5
r2Ω

Sh � 0:62 Sc1=3: (6.44)
ν

As we saw in Chapter 4, Equation 6.44 can be used to
derive an expression for the current density, which is
uniform across the surface when mass transfer is control­
ling:

2 12 6i � 0:62nFD3 Ω
1
ν
�1

c : (6.45)i i � ci

Application of Equation 6.45 at the limiting current shows
that ilim varies with Ω2

1
. This behavior is illustrated in

Figure 6.21, and a plot of ilim versus Ω
1

yields a line, as2

shown in Figure 6.22, from which the diffusivity, for
example, can be determined. This type of plot is known
as a Levich plot.

At conditions below the limiting current, the RDE can
be used to measure kinetic parameters. Typically, the
current is high enough so that mass transfer is important,
but not so high that the limiting current is reached. An
example of such an analysis is that of Koutecký–Levich in
which the reaction at the surface is assumed to be first order
with respect to the concentration of the reactant. We shall
investigate the current as a function of rotation speed when

Figure 6.21 Linear potential sweep with RDE.
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Figure 6.22 Levich plot.

the electrode is held at a constant overpotential. Under
these conditions,

i � k η nFci;� �
where k(η) is the rate constant at the specific value of η. The
concentration at the interface can be expressed in terms of
the limiting current:

i
ci � c1 1 � :i ilim

Thus,

i
i � k η nFc1� � 1 � : (6.46)

ilim

Writing Equation 6.45 for the limiting current case where
the surface concentration is zero,

2
3

1 �1 12 6ilim � 0:62nFDi Ω ν ci : (6.47)

If there are no mass-transfer limitations (concentration is
constant and the surface concentration is equal to the bulk
concentration), we can define a kinetic current for the
specific value of η.

ik � k� �η nFc1:i

Substituting this equation into Equation 6.46 and rearrang­
ing gives

1 1 1� � : (6.48)
i ik ilim

Figure 6.23 Koutecký–Levich plot.

Since the limiting current is proportional to the square root
of rotation speed, a plot of 1 versus the reciprocal of thei
square root of rotation speed gives a straight line with slope

�1
1 �13 6of 0:62nFDi

2

ν�
and an intercept of k η nFc1i� � .

This relationship is shown in Figure 6.23 where the
different lines represent different potentials. The intercept
of each of the lines, corresponding to Ω→1, represents
the current density in the absence of any mass-transfer
limitations. These values can be fit to a kinetic expression
such as the Butler–Volmer equation. From this same
experiment the slope is determined, which can be used
to identify either the diffusivity or n for the reaction.

One of the attractive aspects of the Koutecký–Levich
analysis is that the kinetic data obtained from the inter­
cept of each of the lines are all at the bulk concentration,
which simplifies the fitting. However, there is nothing
about the RDE that limits the coupled kinetic mass-
transfer analysis to the first order system considered
above. The advantage of the RDE is that it provides a
relationship between the bulk and surface concentrations,
and provides a mass-transfer configuration that is uni­
form. Data taken with a RDE over a range of potentials
and concentrations can be used to fit a kinetic expression
that includes nonlinear concentration-dependent terms. A
note of caution is appropriate at this point. While the
current is uniform under mass-transfer limited conditions,
the primary current distribution is not uniform and the
secondary distribution may not be uniform. The above
kinetic analysis assumes a uniform current distribution,
and a nonuniform distribution would introduce error.
Consequently, the current distribution should be carefully
considered at currents below the limiting current when
taking kinetic data.
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ILLUSTRATION 6.6

Use the data from Figure 6.23, provided in the table
below, to calculate the diffusivity of oxygen. These
data represent oxygen reduction in acid media. The
solubility of oxygen is 1.21 mol�m�3, and the
kinematic viscosity is 1.008× 10�6 m2�s�1.

Rotation
rate
[rpm]

Rotation
rate
[s�1]

i
[A�m�2]
0.701 V

i
[A�m�2]
0.682 V

i
[A�m�2]
0.671 V

i
[A�m�2]
0.638 V

2500 262 13.33 20.41 26.67 45.45
1600 167 12.66 19.23 24.69 38.46
900 94.2 11.90 17.39 22.22 31.75
400 41.9 10.53 14.71 18.18 23.81

Solution:
We first use the data to calculate the slope of each of
the lines. Since each set of data is linear, we simply
use the first and last points to estimate the slope of
each line as follows:

Average slope (each curve) =
Δ 1

i

Δ 1
Ω

p
:

We then average these to get the average slope
of the four curves= 0.216 m2

A s
p .

For the Koutecký–Levich plot, the slope is equal

to 0:62nFD
2
3
i ν

�1
6 c1i

�1
, where n= 4 for oxygen

reduction, and c1i is equal to the solubility of
oxygen. Substituting in the known values yields

Di � 2:03 � 10�9 m2 s�1:

6.9 iR COMPENSATION

Ideally, we would like to measure or control the potential
of the WE relative to the RE, where the reference
electrode is just outside the diffuse double layer of the
working electrode. Unfortunately, it is not possible to do
so. There are two principal concerns: first, the degree to
which the physical presence of the RE disturbs the
current and potential distributions near the electrode,
and second, the ohmic losses between the RE and WE.
Given the dimensions of the double layer (∼nm) and the
finite size of any RE, choosing where to place the
electrode and how to correct for any iR differences takes
some care.

Imagine that we have large planar WE and CEs
separated by some distance. The current distribution is
uniform, and the potential varies linearly. Figure 6.24
shows isopotential lines around a reference electrode
placed far from the WE (a) and close to the WE (b); the
WE is on the left. If the reference electrode is placed far
from the WE, it does not interfere much with the potential
distribution (and current) around the surface of the WE.
However, there is clearly a difference between the meas­
ured potential and the actual potential just outside the

Figure 6.24 Isopotential lines around a reference electrode, the WE is on the left. (a) RE far from WE. (b) RE placed near WE surface.
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double layer. The potential difference can be reduced by
moving the RE closer to the WE. But what happens if we
position the electrode adjacent to the WE? This placement
is shown in Figure 6.24b. In contrast to the earlier case, the
potential and current distributions are affected by the
presence of the RE. Additionally, for systems where fluid
flow is important, the reference electrode can change the
velocity field. For instance, a RE placed near the disk of the
RDE discussed in the previous section would completely
alter the fluid flow and negate the key RDE feature of
uniform accessibility.

To minimize the disturbance of the current and poten­
tial distributions by the RE, the reference electrode should
be far away from the surface; however, we noted this may
introduce a large error in the measured potential. Fortu­
nately, with some careful attention, this dilemma can be
largely addressed.

Figure 6.25 shows an equivalent circuit representation
of this situation. The RC element on the right symbolizes the
resistance to electron transfer (faradaic) and the double-layer
capacitance (non-faradaic). The RE electrode is a finite
distance away from the CE and, of course, we control the
potential between the RE and WE. Compared to Figure 6.6,
there exists an additional resistance between the RE and WE.
This resistance is called the uncompensated resistance, RU.
The true overpotential will be either higher or lower depend­
ing on the direction of current. Adjusting for this potential
drop is called iR correction.

The approach to dealing with this resistance is first to
minimize it as much as possible, and then to compensate
for any iR that cannot be eliminated. There are several
ways to minimize the uncompensated resistance:

� Use small electrodes. Microelectrodes are discussed in
next section—essentially with small electrodes, the cur­
rents are small and therefore the ohmic losses are
reduced.

� Supporting electrolyte can be added to increase conduc­
tivity of solution and therefore reduce the ohmic loss.
The use of supporting electrolyte was discussed in
Chapter 4, and this method is often used in electro­
analytical chemistry. It does add additional ions that may
be detrimental. Therefore, it is not always an option.

Figure 6.25 The placement of the RE away from the electrode
results in an uncompensated resistance.

Figure 6.26 Luggin capillary.

� Move the RE closer to WE by using a Luggin capillary,
for example. A Luggin capillary (see Figure 6.26) is
typically made of glass and consists of a long thin neck
that is open at the end. The capillary is filled with the
same electrolyte as in the system.

After we have reduced the uncompensated iR as much
as possible, we can try to either correct for any remaining
resistance or to compensate for the resistance. Both attempt
to accomplish the same goal, but the key difference is that
compensation is done automatically with electrochemical
instrumentation, such as a potentiostat. There are several
methods to make the necessary correction or compensation
automatically during the experiment, and the method of
choice will depend on the experiment that you are per­
forming. Some of these methods require that the resistance
of the electrolyte be known a priori; an AC measurement is
typically used to find the required value in such cases. The
easiest strategy to understand and implement is current
interruption as discussed in Section 6.4. During operation,
the current is interrupted very briefly and the change in
potential due to ohmic loss is identified as discussed previ­
ously. The necessary correction is then made while running
the experiment. While generally effective in iR compensa­
tion, automatic strategies can lead to instabilities and care
should be taken when implementing such an approach.

Is there a way to know if iR correction or compensation
is being done correctly? It’s not always straightforward, but
let’s examine a typical cyclic voltammogram collected
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Figure 6.27 Cyclic voltammogram for a reversible
system with and without iR compensation.

where there is significant iR drop between the working and
reference electrodes. Figure 6.27 reproduces the CV shown
in Figure 6.11, the true electrochemical response is shown
with the solid line. Also plotted in this figure (dashed line) is
the same CV, but where there is significant uncompensated
iR. Note that the CV with uncompensated iR is skewed, and
the peak potentials are no longer separated as predicted by
Equation 6.20. One might be tempted to conclude from the
uncompensated data that the reaction is quasi-reversible
because of the large peak separation. Carefully compare
the data for the CV with uncompensated iR with one for a
quasi-reversible reaction (Figure 6.14) to convince yourself
that the behaviors are different.

iR, Correction, and Compensation

iR drop refers to the potential difference measured
between two points in an electrolyte caused by the
flow of current. iR is also called ohmic drop.

iR correction is a means of adjusting the potential of the
WE relative to the RE to account for iR drop in the
electrolyte. The correction may be positive or negative.

iR compensation is a technique that is used by typical
potentiostats to automatically correct for iR drop in the
electrolyte. Often, full compensation is not accomplished
because of stability problems with the instruments.

6.10 MICROELECTRODES

Microelectrodes are electrodes whose characteristic
dimension is only a fraction of a millimeter. They represent
an important tool for electroanalytical measurements. In
this section, we examine some of the advantages and
disadvantages of these electrodes.

Two examples of microelectrode geometries are shown
in Figure 6.28, but the general concepts developed here can be
applied to other geometries. The simplest type of electrode to
analyze is the hemispherical microelectrode. However, as you
might imagine, fabricating such an electrode is challenging.
The second geometry we will consider is the disk electrode
shown in Figure 6.28b. It is more complicated to analyze, but
has many features in common with the hemispherical elec­
trode. Owing to the simplicity of fabrication, the disk micro­
electrode is the one that is most commonly used.

Potential Drop
What is it that makes microelectrodes so useful? In order to
answer this question, let’s examine the potential drop
associated with a microelectrode in solution. As is typically
the case, we assume that the counter electrode is large and
located far away from the microelectrode. For simplicity,
we will consider a hemispherical electrode and neglect
concentration gradients in solution. First, let’s determine
the potential drop in solution for a specified current density
at the electrode surface. The problem is spherically
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Figure 6.28 Hemispherical and disk microelectrodes.

symmetric and the relevant equation is Laplace’s equation
with the following boundary conditions:

dϕ�κ � isurf ;
r�a (6.49)dr

ϕ � 0 as r ! 1:

Solving for the potential yields

isurfa2

ϕ� � �r : (6.50)
κr

Because the area available for current flow increases with
r2 as you move further from the electrode, most of the
voltage drop occurs close to the electrode. In fact, by the
time you are 10 radii (10a) away from the electrode, 90%
of the total voltage drop has occurred. The total potential
drop associated with the microelectrode is

isurfa2 isurfaΔVΩ � ϕ� � �a ϕ� � �1 � 0 � : (6.51)
κa κ

Now that we have determined the voltage drop for a given
current density at a microelectrode, it is useful to look at the
absolute value of the current:

I � isurfA � 2πa2isurf : (6.52)

Thus, the total current corresponding to a specific current
density at the surface scales with a2. With the total current
and voltage, we can calculate the total ohmic resistance for
the hemispherical electrode:

V 1
RΩ;hemisphere � � ; (6.53)

I 2πκa

where the resistance is in ohms. With the above relations,
we can now explore some of the important characteristics
of microelectrodes. Because of spherical decay, the poten­
tial drop is centered at the electrode and there is no
substantial potential drop far away from the electrode.
The total ohmic drop scales with the electrode radius, a,
and, therefore, becomes smaller as the size of the electrode
is reduced. What are the practical implications? For an
experiment at a given current density, isurf,

� We can reduce the ohmic drop in solution by reducing
the size of the electrode.

� Because almost all of the potential drop occurs very close to
the electrode, the position of the counter electrode does not
affect the experiment as long as it is greater than ∼10 radii
from the electrode. For a 100 μm electrode, this means that
“infinity” is only millimeters away from the electrode.

� While we commonly place the counter electrode far
away, analytical experiments often try to locate the
reference electrode close to the working electrode in
order to minimize uncompensated iR. This is not needed
for a microelectrode since the ohmic drop can be low­
ered by reducing the size of the electrode.

� As long as the reference electrode is greater than ∼10
radii from the working (micro)electrode, its position
does not matter and the ohmic drop between the working
and reference electrodes can be easily calculated from
Equation 6.51.

� Because the total current required to obtain a desired
current density is much less for the microelectrode,
much higher current densities can be achieved with a
given instrument when using a microelectrode.

Because of these characteristics, and others that we
will show shortly, microelectrodes have become an impor­
tant tool for electroanalytical chemistry.

The above characteristics derived for a hemispherical
electrode also apply to a disk microelectrode. Analogous to
the resistance presented above, the resistance for a disk
electrode is

RΩ;disk � V

I
� 1

4κa
; (6.54)

which is also in ohms. Besides the ease of use, there is an
important difference between a hemispherical electrode and a
disk electrode: The current density at the disk electrode is not
uniform. This, of course, is a problem when you want to
measure, for example, kinetic data, which describes the rela­
tionship between the overpotential and the current density.
Howdoes the size of the electrode affect the current distribution
at the electrode? The answer is found in the Wagner number,
introduced previously in Chapter 4 and shown here for Tafel
kinetics.

1 dη
4κRT 1Rct A diWa � � � : (6.55)

RΩ 1 πaF iavgαc
4κa
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As you can see, the Wagner number is inversely propor­
tional to the disk radius, a. Therefore, as the disk gets
smaller, Wa increases and the current density is more
uniform. In other words, another advantage of microelectr­
odes is that they yield a more uniform current density.

Mass-Transfer Control
There are also some very important advantages of micro­
electrodes with respect to mass transfer. To illustrate these,
let’s return to the hemispherical electrode and examine
mass transfer by diffusion for a stagnant fluid. For sim­
plicity, we neglect the influence of bulk flow caused by the
current, which is only important at high concentrations and
at high rates. With no variations in the θ or ϕ directions,
Equation 4.25 becomes

@ci @2ci 2Di @ci� Di � : (6.56)
@t @r2 r @r

The following initial and boundary conditions apply:
1t ;� 0; ci � ci

r � 1; ci � c1; (6.57)i
r � a; ci � 0:

The solution for this mass-transfer limited case for the
current density is

nFDic1 nFD0:5c1i i ii t� � � � p : (6.58)
a πt

Here because the hemisphere is uniformly accessible, the
current density at the surface does not vary spatially and
depends only on time. In contrast to large planar electro­
des, we see that there are two parts to the solution. The first
term on the right side represents the steady-state solution
for diffusion to a sphere. The second part is transient. At
short times, the transient term is much larger of the two and
the solution is identical to the Cottrell equation for the
planar geometry. At these short times, the concentration is
depleted only in a very small region near the surface. If this
region is thin enough, then the curvature of the sphere is
not important. At long times, the transient term goes to zero
and we are left with the steady-state solution.

As already noted, Equation 6.58 describes the tran­
sient behavior of a system that is mass-transfer controlled.

1A plot of i(t) versus p yields a straight line whose slope
t

and intercept are a function of both the diffusivity and the
bulk concentration, as illustrated in Figure 6.29. Conse­
quently, values of the diffusion coefficient and the con­
centration can be obtained from one experiment with use of
the slope and intercept.

If we want to get an idea of when each of the two terms
Equation 6.58 dominates, we simply equate the two terms

Figure 6.29 Transient behavior at microelectrode under mass-
transfer control.

and solve for time. The resulting characteristic time for
spherical diffusion is denoted by τD:

2a
τD � : (6.59)

πDi

How does this compare with the time required to charge the
double layer? As noted in Section 6.4, the time constant for
charging of the double layer, τc, is RΩC. The time constant
for double-layer charging of the spherical electrode is

a
τc � CDL; (6.60)

κ

where CDL is the double-layer capacitance per unit elec­
trode area. As the dimension of the microelectrode, a, gets
smaller, the charging time decreases. Using a value of
10 S�m�1 for the conductivity, 0.2 F�m�2 for the double-
layer capacitance, and 20 μm for the dimension of the
electrode gives a charging time of 0.4 μs. Referring back to
Figure 6.29, one doesn’t need to worry about the effect of
this non-faradaic current except for very short times, and
measuring a good slope is not a problem.

As mentioned previously, the spherical or hemispher­
ical electrode is difficult to implement experimentally. The
embedded disk is much preferred. The solution for the disk
geometry is not as straightforward as that for the spherical
geometry, but we arrive at

81 nFD0:5c14nFDic i i
i π2

i t� � � � p : (6.61)
πa πt

Comparison of this equation with Equation 6.58 shows
that the transient behavior of the disk is very similar to that
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of the hemispherical electrode. In fact, the basic physics
and the accompanying advantages are the same as for the
hemispherical electrode. These same advantages exist for
other geometries too.

Kinetic Control
Now that we have relationships for the mass-transfer limited
current, how does this help our use of microelectrodes as an
analytical tool? Clearly, we can use the relationships to
describe behavior under mass-transfer limited conditions,
as was illustrated in Figure 6.29. However, what we have
learned regarding mass transfer and microelectrodes provides
some important insights and advantages for experiments that
are not at the limiting current. Examination of Equations 6.58
and 6.61 shows that magnitude of the steady-state mass-
transfer limited current density is inversely proportional to the
radius of the microelectrode. Because microelectrodes are so
small, the limiting current for these electrodes is quite high,
much greater than that for large electrodes. This means that
microelectrodes make it possible to measure, for example,
kinetic data at much higher rates without reaching the mass-
transfer limit. In experiments where both rate and transport
limitations are important, mass transfer reaches a steady state
and does so rather quickly, facilitating both experimentation
and analysis of the resulting data.

To illustrate, we’ll stick with the spherical geometry
because of its simplicity. The governing differential equa­
tion remains unchanged (Equation 6.56), but the initial and
boundary conditions are modified. Specifically, at the
surface we replace the zero concentration boundary con­
dition by equating the flux at the surface with the current
density. The current density is then given by the Butler–
Volmer equation, and the problem can be solved for a
given value of the potential or, equivalently, the surface
overpotential at r= a.

Assuming steady state, the boundary conditions are

r � 1; ci � c1;i
@ci i (6.62)

r � a; � Di � ;
@r nF

where i is calculated for the specified potential. The
solution to Equation 6.56 for these boundary conditions
is shown as the solid line in Figure 6.30. The concentration
at the surface of the electrode is given by

ia i1 1ci � ci � � ci 1 � ; (6.63)
nFDi ilim

where a is the radius and

1ci nFDiilim � ; (6.64)
a

Figure 6.30 Current–voltage relationship for a spherical electrode
showing regions of kinetic, mixed, and mass-transfer control. The
dashed line is for pure kinetic control with no mass-transfer effect.

which is the steady-state solution from Equation 6.58 under
mass-transfer control (surface concentration equal to zero).
At low current densities (e.g., less than 10% of the limiting
current), the electrode is under kinetic control; under these
conditions, the concentration at the surface is close to that of
the bulk. As the current density increases, the concentration
at the surface decreases and the overpotential increases due
to both concentration and kinetic effects; this is the mixed
control region. At large current densities, a limiting current is
reached; here the electrode is under mass-transfer control.

How is this behavior affected by electrode size? In
particular, how is the behavior different with use of a micro­
electrode? These questions are examined in Illustration 6.7.

ILLUSTRATION 6.7

Compare the limiting current and surface concentra­
tion at a current density of 10 A�m�2 for two hemi­
spherical electrodes, one with a radius of 1 mm and the
other with a radius of 10 μm. The bulk concentration is
0.1 M, the diffusivity is 1× 10�9 m2�s�1, and the
reaction is a two-electron reaction.

a (mm) ilim (A�m�2) % ilim csurf

1 19.30 52 0.0482
0.01 1930 0.52 0.0995
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The difference between the two electrodes is clear from
these numbers. At the same current density, the micro­
electrode is operating under kinetic control at a very small
fraction of the limiting current (less than 1%), and its
surface concentration is essentially equal to the bulk
concentration. In contrast, the larger electrode is under
mixed control at52% of the limiting current, with a surface
concentration that is considerably lower than the bulk.

In summary, microelectrodes represent a powerful
electroanalytical tool that allows us to reduce and correct
for uncompensated iR, provide a more uniform current
density, easily analyze behavior at the limiting current, and
make measurements at much higher rates without reaching
the mass-transfer limit. These advantages are explored
further in homework problems. Care must be taken, how­
ever, to accurately measure the current, which can be quite
small for very small electrodes, even when the current
density is high. Fortunately, modern instrumentation can
measure currents in the nanoampere range quite readily.

CLOSURE

In this chapter, we have examined several different analytical
methods applicable to electrochemical systems. We began
with the description of an electrochemical cell and a descrip­
tion of a three-electrode system for electrochemical measure­
ments. Then in the remaining part of the chapter we examined
a variety of different analytical techniques at an introductory
level, exploring the influence of geometry, flow condition
(transport), and control of potential or current on the output
from the techniques. Time-dependent behavior and the time
constant associated with different physical processes repre­
sent important themes in the chapter. Our goal for this chapter
was to provide a foundation upon which a more detailed
understanding of electroanalytical techniques may be based.
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PROBLEMS

6.1 You have been asked to measure the kinetics of nickel
deposition from a Watts nickel plating bath. The

conductivity of the plating solution is 3.5 S�m�1. The
reference electrode is located 2 cm from the working
electrode. The electrode area is 5 cm2 (with only one
side of the electrode active). You may neglect the impact
of the concentration overpotential. You may also assume
that the current density is nearly uniform.

(a) Recommend a reference electrode for use in this system.
(Hint: What is in the Watts bath?)

(b) You apply a potential of 1.25 V and measure an average
current density of 5 mA�cm�2. What is the surface over-
potential? Is the IR drop in solution important? (Assume
a 1D uniform current density for this part.)

(c) How good is the assumption of uniform current density?
What type of cell geometry would satisfy this assump­
tion? How would your results be impacted if the current
density were not uniform?

6.2 One of your lab colleagues is attempting to measure the
kinetics of the following reaction:

VO2
� � 2H� � e� ! VO2� � H2O

which is used in the cathode of vanadium-based redox flow
batteries. To simplify things, he is making the measurement
at constant current. He finds that the potential decreases
slightly with time, followed by an abrupt decrease and
substantial bubbling.

(a) Qualitatively explain the observed behavior.

(b) Given the following parameters, how long will the
experiment proceed until the abrupt change in potential
is observed? Assume that there is excess H+ in solution,
and that the electrode area is 2 cm2.

� 4 � 10�10 2 �1DVO2
� m s ;

cVO2
� � 25 mM;

I � 1 mA:

6.3 An estimate of the diffusivity can be obtained by
stepping the potential so that the reaction is mass-
transfer limited as described in the chapter. From the
following data for V2+ in acidic solution, please esti­
mate the diffusivity. The reaction is as follows:

t (s) I (mA)

0.5 6.2
1.0 4.1
5.0 1.7
10.0 1.28
25.0 0.86
60.0 0.58
600 0.17
6,000 0.052
10,000 0.043

V2� ! V3� � e�

The bulk concentration of V2+ is 0.01 M, and the area of
the electrode is 1 cm2.
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6.4 In Section 6.4 we examined the time constant associated with
charging of the double layer. In doing so, we assumed that the
physical situation could be represented by a resistor (ohmic
resistance of the solution) and a capacitor (the double layer) in
series. However, the actual situation is a bit more complex since
there is a faradaic resistance in parallel with the double-layer
capacitance as shown in Figures 6.6 and 6.25. This problem
explores the impact of the faradaic resistance on double-layer
charging. Our objectives are twofold: (1) Determine the time
constant for double-layer charging in the presence of the faradaic
resistance, and (2) determine an expression for the charge across
the capacitor as a function of time.

(a) Initially, there is no applied voltage, no current, and the
capacitor is not charged.

(b) At time zero, a voltage V is applied.

(c) Your task is to derive an expression for the charge across
the double layer as a function of time, and report the
appropriate time constant. Use the symbols shown in
Figure 6.17 for the circuit components.

Approach: The general approach is identical to that
used in the chapter with the simpler model. In this case, you
will need to write a voltage balance for each of the two legs,
noting that the voltage drop must be the same. Remember

� dQ1 � dQ2that I � dQ where “1” is the capacitor leg and “2”dt dt dt
is the faradaic leg. Once you have written the required
balances, you can combine them into a single ODE and solve
that equation for the desired relationship and time constant.

Finally, please explain physically how the characteristic
time that you derived can be smaller than that determined for
the simpler situation explored in the chapter.

6.5 GITT (galvanostatic intermittent titration technique) uses
short current pulses to determine the diffusivity of solid-
phase species in, for example, battery electrodes where the
rate of reaction is limited by diffusion in the solid phase. This
situation occurs for several electrodes of commercial impor­
tance. The concept behind the method is to insert a known
amount of material into the surface of the electrode (hence
the short time), and then monitor the potential as it relaxes
with time due to diffusion of the inserted species into the
electrode. In order for the method to be accurate, the amount
of material inserted into the solid must be known. For this
reason, the method uses a galvanostatic pulse for a specified
time, which permits determination of the amount of material
with use of Faraday’s law assuming that all of the current is
faradaic (due to the reaction).

(a) While it is sometimes desirable to use very short current
pulses, what factor limits accuracy for short pulses?

(b) Assuming that you have a battery cathode, how does the
voltage change during a current pulse?

(c) For a current of 1 mA, what is the shortest pulse width
(s) that you would recommend? Assume that you have
a small battery cathode at open circuit, and that the
drop in voltage associated with the pulse is 0.15 V. The
voltage during the pulse can be assumed to be constant.
The error associated with the pulse width should be no
greater than 1%.

6.6 Assume that you have 50 mM of A2+ in solution, which can
be reduced to form the soluble species A+. Assume that the

reaction is reversible with a standard potential of 0.2 V. There
is essentially no A+ in the starting solution. Please qualita­
tively sketch the following:

(a) The IV curve that results from scanning the potential
from a high value (0.5 V above the standard potential of
the reaction) to a low value (0.5 V below the standard
potential of the reaction).

(b) The IV curve that results from scanning the potential
from a low value (0.5 V below the standard potential of
the reaction) to a high value (0.5 V above the standard
potential of the reaction).

(c) Why are the curves in (a) and (b) different?

(d) Assuming that you started from the open-circuit poten­
tial, in which direction would you recommend scanning
first? Why?

6.7 The following CV data were taken relative to a Ag/AgCl
reference electrode located 1 cm from the working electrode.
You suspect that the results may be impacted by IR losses in
solution. The conductivity of the solution is 10 S�m�1.

(a) Determine whether or not IR losses are important and, if
needed, correct the data to account for IR losses.

(b) Is it possible to determine n for the reaction from the data? If
so, please report the value. If not, please explain why not.

100 mV�s�1 Current 10 mV�s�1 Current
Potential density Potential density
[V] [mA�cm�2] [V] [mA�cm�2]

0.815 11.49 0.755 5.48
0.928 18.78 0.813 7.28
0.952 17.27 0.841 6.07
0.964 14.44 0.868 4.83
1.008 10.87 0.900 4.04
1.069 9.04 0.972 3.17
1.137 7.91 1.047 2.70
1.173 7.48 1.124 2.39
1.246 6.81 1.201 2.17
1.248 6.54 1.201 2.08
1.164 6.08 1.120 1.94
1.081 5.71 1.039 1.82
0.998 5.41 0.958 1.72
0.915 5.09 0.876 1.60
0.821 3.68 0.790 0.91
0.742 �0.23 0.730 �1.02
0.611 �9.44 0.652 �4.82
0.504 �16.08 0.597 �6.32
0.477 �14.84 0.569 �5.11
0.467 �11.87 0.542 �3.87
0.450 �9.61 0.510 �3.08
0.396 �6.98 0.438 �2.22
0.331 �5.54 0.363 �1.75
0.261 �4.61 0.286 �1.46
0.188 �3.95 0.208 �1.25
0.176 �3.68 0.208 �1.16
0.260 �3.25 0.289 �1.02
0.343 �2.90 0.370 �0.92
0.425 �2.62 0.451 �0.82
0.507 �2.34 0.532 �0.72
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(Continued )

100 mV�s�1

Potential
[V]

Current
density
[mA�cm�2]

10 mV�s�1

Potential
[V]

Current
density
[mA�cm�2]

0.599
0.672
0.815

�1.16
2.20
11.49

0.619
0.677
0.755

�0.05
1.85
5.48

6.8 For hydrogen adsorption on polycrystalline platinum, the
accepted loading is 2.1 C�m�2. Using the (100) face, calcu­
late the amount of H adsorbed on this FCC surface assuming
one H per Pt atom. Then, convert this number to the
corresponding amount of charge per area. Assume a pure
platinum surface with an FCC lattice parameter of 0.392 nm,
and compare your results with the polycrystalline number.
Provide a possible explanation for any differences between
the calculated and accepted values.

6.9 The behavior of an inductor is described by the following
differential equation:

dI
V � L ;

dt

where L is the inductance. Use this equation and the proce­
dure illustrated in Section 6.7 to derive an expression for the
complex impedance, Z. Compare your answer to that found
in Table 6.4.

6.10 Create a Nyquist plot for the following system considering
only electrolyte resistance, kinetic resistance for a single-
electron reaction, and double-layer capacitance:

CDL= 10 μF�cm�2.
1RΩ � 4κr0

for disk electrode with counter electrode located
far away.

Counter electrode is large and located more than 10 radii
from the disk electrode.

i0= 0.001 A�cm�2

αa= αc= 0.5.

r0= 1 mm.
�1κ= 10 S�m

6.11 Please examine your response to the Problem 6.10 and
address the following:

(a) How does the magnitude of the kinetic and ohmic
resistances compare to those calculated in Illustration
6.5? Please rationalize the differences and/or similarities.

(b) How is it possible to use just the formula for the disk
electrode to estimate the ohmic resistance? Do you
expect this to be accurate? Why or why not?

(c) In what ways does a large counter electrode influence the
impedance results?

6.12 Please include the influence of the semi-infinite Warburg
impedance on the system above (Problem 6.10) for which
you generated the Nyquist plot. Provide a Nyquist plot and a
Bode plot of the results.

2 �1 1Di � 1 � 10�9 m s ; c � 10 mol m�3:i

6.13 EIS data were taken for a system at the open-circuit potential.
Given the Nyquist diagram below:

(a) Estimate the ohmic resistance.

(b) Estimate the kinetic resistance.

(c) Is it likely that the experimental system included con­
vection? Why or why not?

6.14 When measured about the open-circuit potential, the kinetic
resistance is frequently larger than the ohmic resistance.
However, for systems where mass transfer is not limiting,
the ohmic drop inevitably controls at high current densities.

(a) Given that the relative magnitude of the ohmic and
kinetic resistance at high current densities has changed,
is this because the ohmic resistance has increased or
because the kinetic resistance has decreased? Please
justify your response.

(b) For the resistance that changed (kinetic or ohmic), please
derive a relationship that describes how that resistance
depends on the value of the current density.

6.15 The following data were taken with a RDE operating at the
limiting current for a range of rotation speeds. The radius of
the disk is 1 mm, and the reaction is a two-electron reaction.

2 �1Assume a kinematic viscosity of 1:0 � 10�6 m s . The
concentration of the limiting reactant is 25 mol m�3. Please
use a Levich plot to determine the diffusivity from the data
given. Make sure that all quantities are in consistent units.

Rotation speed (rpm) I (μA)

100 104
500 230
1000 325
1500 404
2000 470
2500 520
3000 565
3500 607
4000 660

6.16 Illustration 6.6 is a Koutecký–Levich for oxygen reduction in
water, where the bulk concentration is the solubility of
oxygen in water as given in the problem. These data repre­
sent oxygen reduction in acid media, and the potential values
given are relative to SHE. The equilibrium potential of
oxygen is 1.23 V versus SHE under the conditions of interest.
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(a) Using the data from the illustration, calculate the rate of
reaction for oxygen at the bulk concentration at each
value of the overpotential given in the illustration.

(b) Determine the exchange-current density and Tafel slope
assuming Tafel kinetics.

(c) What assumption was made regarding the concentration
dependence of i0 in the analysis above? Is the assump­
tion accurate for oxygen reduction?

6.17 Suppose that you have a disk-shaped microelectrode that is
100 μm in diameter. At what value of time would the
electrode be within 1% of its steady-state current density?
At what value of time would the electrode be within 10% of
its steady-state current density? What is the value of the
limiting current at steady state in amperes? Assume a two-
electron reaction with a diffusivity of 1× 10�9 m2 s�1 and a
bulk concentration of 25 mM.

6.18 You have been asked to design a disk-shaped microelectrode
for use in kinetic measurements. You need to make measure­
ments up to a maximum current density of 15 mA cm�2. The
concentration of the limiting reactant in the bulk is 50 mol m�3,
and its diffusivity is 1.2× 10�9 m2 s�1. The conductivity of the
solution is 10 S�m�1. Assume a single-electron reaction.

(a) What size of microelectrode would you recommend?
Please consider the impact of the limiting current and the
uniformity of the current distribution.

(b) What would the measured current be at the maximum
current density for the recommended electrode?

Hint: Can you do kinetic measurements at the mass-
transfer limit? How does this affect your response to this
problem?

6.19 Derive an expression for the ratio of the iR drop associated
with a microelectrode to that associated with a large elec­
trode. Each of these two working electrodes (the micro­
electrode and the large electrode) is tested in a cell with the
same current density at the electrode surface, and with the
same reference electrode and counter electrode. Assume that
any concentration effects can be neglected and that the
current distribution is one-dimensional for the large elec­
trode. Also assume that the distance L from the working
electrode to the reference electrode is the same in both cases,
and that L is large enough to be considered at infinity relative
to the microelectrode.

6.20 Qualitatively sketch the current response of a microelectrode
to a slow voltage scan in the positive direction from the open-
circuit potential. Assume that the solution contains an equal
concentration of the reduced and oxidized species in solu­
tion. How does this response differ from that of a typically
sized electrode? Please explain. Hint: What is the steady-
state behavior of a microelectrode and how might this impact
the shape of the CV curve?

6.21 You need to measure the reduction kinetics of a reaction
where the reactant is a soluble species. The reaction is a
single-electron reaction. The diffusivity is not known. As
you answer the following, please include the equations that
you would use and consider the implications of both mass-
transfer and the current distribution.

(a) Can a rotating disk electrode be effectively used to make
the desired measurements? If so, how would you pro­
ceed? If not, why not?

(b) Is it possible to use a microelectrode to measure the
quantities needed to determine the reduction kinetics? If
so, how would you proceed? If not, why not?

(c) What are the advantages and disadvantages of the two
methods? Which would you recommend? Please justify
your response.

(d) What role, if any, does a supporting electrolyte play in
the above experiments?

6.22 A CV experiment is performed using a microelectrode with a
diameter of 100 μm at room temperature. The potential is
swept anodically at ν= 10 mV�s�1. The double-layer capaci­
tance is 0.2 F�m�2. Recall that the charging current is
ic � νCDL. The diffusivity of the electroactive species is
3× 10�9 m2�s�1. Assume that the fluid is stagnant. The
concentration of the redox species is 100 mol�m�3 and the
solution conductivity is 10 S�m�1. From the data for a sweep
in the positive direction, determine the exchange-current
density and the anodic-transfer coefficient. The potentials
are measured relative to a SCE reference electrode located far
away from the microelectrode. The equilibrium potential of
the reaction relative to SHE is 0.75 V.

V (SCE) I (nA)

0.600 0.50
0.650 1.35
0.700 3.30
0.750 9.10
0.800 25.0
0.850 62.5
0.900 168
0.950 425
1.001 1200
1.052 3150
1.104 8000

6.23 Given an elementary single-electron reaction described by
the following kinetic expression:

0:5 0:5A 0:5Fηscox;surf cred;surfi � 10:0 exp
m2 RTcox;bulk cred;bulk

0:5Fηs�exp �;
RT

where the bulk concentration of each of the two reactants is
50 mM. You are to use a rotating disk electrode to measure
the current density as a function of V for two different disk
sizes, one with a 10 mm diameter and a second with a
diameter of 1 mm. V is measured against a SCE reference
electrode located more than 5 cm from the disk, and the
standard potential of the reaction is 0.1 V SCE. Plot the i
versus V curve for each of the two electrodes for a range of

�2current densities from �150 to 150 A�m at a rotation
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speed of 500 rpm. Comment on any similarities and differ­
ences between the two curves. How does the size of the disk
impact the mass transfer and the ohmic losses? You should
account for the difference between the surface and bulk
concentrations, including its impact on the equilibrium
potential. Hint: It is easier to start with the current than
it is with the voltage.

6.24 Our goal in this problem is to numerically generate a portion
of the CV curve for a reversible system, where there are no
kinetic limitations. Under these conditions, the potential at
the surface remains essentially at equilibrium due to the very
small overpotential needed to drive the reversible reaction.
The surface potential does not remain constant, however, and
the ratio of concentrations at the surface changes so that the
equilibrium potential at the surface matches the applied
potential. At the concentrations considered, the rate of
reaction and hence the current depends completely on
mass transfer. We will consider a generic single-electron
reaction where both the oxidized and reduced species are in
solution and there is excess supporting electrolyte (migration
is not important). Given this, the following relations apply:

O � ne� $ R

nF � Uθcox � ε � exp :EappRTcred

Eapp � Estart � vt:

dcox dcredi � �FDox � FDred :
dx dx

These expressions for the current can be combined with
the concentration ratio above to yield the required boundary
conditions as we will see below. Your task is to solve
numerically the diffusion equation (Fick’s second law) for
the concentration and the current as a function of time (and,
therefore, potential). The required time can be determined from
the starting and ending potentials and the scan rate. We will
only do a single scan, although you should code the scan so that
it can be run in either the positive or negative direction.

The discrete form of the diffusion equation needed for
numerical solution is

n � � � � � � � �ci;new� � � ci;old n ci;old n � 1� � 2ci;old n ci;old n � 1� Di ;
Δt Δx2

where explicit time integration has been assumed. This
equation can be written for both “O” and “R” to solve
explicitly for the concentrations at the internal node points
at each time step in terms of the other values at the previous
time step. In the discrete equation, ci;old�n� represents the
concentration of i at node [n] at the previous time step, where
n= 0 at the surface. We recommend using about 200 spatial
grid points uniformly spaced by Δx, the distance between
grid points. Assume that x= 0 at the surface, and that x
increases as you move away from the surface. Explicit time
integration simplifies the problem by eliminating iteration,
but is stable only when

DiΔt
< 0:5:

Δx2

This equation can be used to determine the time-step
size that is needed for stability. Far away from the electrode
surface (e.g., 1 cm), the concentrations remain at their initial
values. Use a simple (approximate) boundary condition at the
surface where the surface gradient is approximated by

dci ci 1 ci 0� � � � �� Di :
dx Δx

Using this approximation for the gradients of both “O”

and “R,” it can be shown that

� � �cred 0
� � � Dox 1

Dred
cred 1 cox� �

;Dox1 � ε
Dred

cox 0 � εcred 0 ;� � � �
where ε is the ratio of concentrations calculated from the
applied potential by the equation listed previously. Your
program will need to specify your x grid points, determine the
time-step size needed for stability, define your parameters
and the number of time steps required, and define and
initialize the required arrays. In your time loop, the concen­
tration values at the internal nodes can be updated at each
time step from the values at the previous time step (no
iteration required). Subsequently, the equations above can
be used to calculate the surface concentrations of cox and cred

at the new time step, where the ratio is determined from the
value of the applied potential at that time step. The current at
the new time step can then be calculated. Please use the
following parameters:

2

Uθ � 0:7 V ; Dox � 1:0�10�9 m
;

s
2

Dred � 2:0�10�9 m
:

s

(a) Please provide the current–voltage (CV) plot for a
voltage sweep from 0.4 to 1.1 V at 5 mV�s�1. Assume
initial concentrations of cred � 100 mM and cox � 0 mM.
Also provide the concentration profiles at the ending
voltage (1.1 V).

(b) Repeat (a) for scan rates of 10 and 20 mV�s�1. How does
the peak current change? Why?

(c) Why is the voltage profile flat at the beginning of the
scan in (a)? Hint: Look at concentration.

(d) Repeat (a) for initial concentrations of cred � 10 mM and
cox � 10 mM. Before running the simulation, predict and
record what you think will happen. How accurate were
your predictions?

(e) Provide the CV plot for a voltage sweep from 0.7 to
1.1 V with an initial concentration of cred � 10 mM and
cox � 10 mM. Why is the initial current equal to zero?

(f) Provide the CV plot for a voltage sweep in the negative
direction from 0.7 to 0.4 V with the same initial condi­
tions as (e). How does the curve generated compare with
that from (e)?

(g) Change the value of Dred equal to that of Dox. How does
this change the curve generated in (f)?



JOHN B. GOODENOUGH

John B. Goodenough was
born on July 25, 1922. He
grew up in Connecticut
where his father taught at
Yale, specializing in the
history of religion. During
his childhood Goodenough
struggled with reading—at
the time dyslexia was largely
undiagnosed, poorly under­
stood, and rarely treated. To
his own surprise, Goode­
nough received a scholarship

to a private boarding school and subsequently entered
Yale. Initially, he had no plans to study science. In his
second year at Yale, World War II began for the United
States with the bombing of Pearl Harbor, and John enlisted
in the Army Air Force. He served as a meteorologist
dispatching tactical aircraft across the Atlantic. Goode­
nough was awarded a degree in Mathematics from Yale in
1944. Two years later, still in the Army and stationed in the
Azores, he was ordered to return to the states to study either
mathematics or physics in Chicago. John chose physics and
immediately began his graduate studies. He left the Army in
1948 and in 1952 received a Ph.D. from the University of
Chicago. Rather than taking an academic position, Dr.
Goodenough joined MIT’s Lincoln Laboratory, where he
worked on the development of ferrite core memory for
computers. Subsequently, he chose to focus on solid-state
chemistry. For the next decade or so his work was theoreti­
cal, and he published two books on oxide materials.

Two events put Dr. Goodenough’s career on a new
trajectory. First, in 1969 the controversial Mansfield
Amendment was passed, prohibiting federal funding for
labs like the Lincoln Lab unless the research was directed
at a specific military application. This change, of course,
discouraged fundamental studies. Second, in 1973, the oil
embargo thrust energy into the spotlight. Dr. Goodenough
turned his attention to clean energy and was involved in
photoelectrolysis, the development of yttria-stabilized

zirconia for solid oxide fuel cells, and fast solid-state
sodium-ion conductors. He was elected Professor and
Head of the Inorganic Chemistry Laboratory at Oxford
University in 1976. It was here where he developed the
positive electrode materials for lithium-ion batteries. These
cobalt oxides were paired with a carbon negative electrode
and commercialized by Sony in 1991. Facing a mandatory
retirement at the age of 67, Dr. Goodenough left Oxford
and joined the faculty of the University of Texas in 1986.
In the 1990s, he developed an alternative positive electrode
for lithium-ion batteries based on materials with olivine
crystal structures, such as iron phosphate LixFePO4. Iron
phosphate is both less costly and safer than the cobalt
oxide, but operates at a lower potential.

Professor Goodenough has published more than 500
articles and five books. He is a member of the National
Academy of Engineering and the French Academy of
Sciences and a Foreign Member of the Royal Society.
He received the Electrochemical Society’s Olin Palladium
award in 1999. This award is the Society’s highest honor
for scientific achievement. In 2001, he received the Japan
Prize for his discoveries of the materials critical to the
development of lightweight rechargeable batteries. In
2008, the Royal Society of Chemistry established an award
in his name that recognizes “exceptional and sustained
contributions to the area of materials chemistry.” In 2009,
Dr. Goodenough was corecipient of the Enrico Fermi
Award, and more recently (2012) he was awarded the
National Medal of Science for “groundbreaking cathode
research that led to the first commercial lithium-ion battery,
which has since revolutionized consumer electronics with
technical application for portable and stationary power.” In
2013, Professor Goodenough was awarded an honorary
membership in the Electrochemical Society.

Much of the early information was obtained from a
2001 interview found at http://authors.library.caltech.edu/
5456/1/hrst.mit.edu/hrs/materials/public/Goodenough/
Goodenough_interview.htm

Image Source: Courtesy of Cockrell School of Engineering.
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Chapter 7

Battery Fundamentals

Energy storage using batteries is an essential feature for
numerous technologies, and applications of batteries are
widespread in society. The necessity of energy storage
includes cases where portability is desired, emergency
power is required, or simply when electrical demand and
supply are not matched. The battery is such an energy
storage device—converting between chemical and elec­
trical energy. For batteries to be practical, the conversion
must be nearly reversible; that is, the reactions must occur
with a low overpotential. This near reversibility allows
for most of the chemical energy in the battery to be
converted into electrical energy that performs useful
work. In this chapter, the fundamental characteristics
of batteries are covered. Applications and engineering
design are discussed in the next chapter. As with other
electrochemical systems, our convention will be to put
the more negative electrode on the left. Generally, the
reactions will be written as discharge reactions, but
remember that for rechargeable batteries the reactions
are reversed on charge.

7.1 COMPONENTS OF A CELL

Figure 7.1 shows a simple electrochemical cell known as
the Daniell cell (1839). Here zinc is oxidized at one
electrode and copper ions reduced at the other:

Zn ! Zn2� � 2e�

Cu2� � 2e� ! Cu

The main components of a cell are the negative electrode
(zinc bar), the positive electrode (copper bar), and the
electrolyte. The electrolyte is an ion conductor and an
electronic insulator. As mentioned in Chapter 4, batteries
frequently have a physical separator to permit placement of
the electrodes in close proximity without shorting. That
separator can also serve as the electrolyte (e.g., a solid

Electrochemical Engineering, First Edition. Thomas F. Fuller and John N. Harb.

Li-ion conductor) or can house the electrolyte in a porous
structure where current flows by ion movement through the
pores. In the cell shown (Figure 7.1), the two electrodes are
isolated electronically by a separator (here shown as two
beakers connected by a salt bridge of KNO3). This, of
course, is not a configuration practical for commercial use,
but it does illustrate the important components of a battery
cell. During discharge, electrons travel from the anode to
the cathode through the external circuit.

We can estimate the thermodynamic or equilibrium
potential for this cell using the methods of Chapter 2.

RT si RT aZn2�
U � Uθ ln∏ai � Uθ ln :cell � cell �nF 2F aCu2�

From Appendix A, the standard potential is

Uθ
Cu � UZn

θ � 0:337����0:763� � 1:10 V: (7.1)cell � Uθ

The oxidation of zinc and reduction of copper takes place
spontaneously at standard conditions; and electrons travel
through the external circuit. The chemical nature of the
materials used in the cell determines its thermodynamic
potential. The chemical energy is stored in the two electro­
des and sometimes in the electrolyte. The size of these
components dictates the amount of energy stored in the cell.

Often the electrode that undergoes oxidation during
discharge is referred to as the anode, and the one where
reduction occurs during discharge is called the cathode.
This practice can be confusing because for a recharge­
able battery the process is reversed on charge, and the
electrode that was the anode during discharge is now the
cathode during charge. In contrast, it is unambiguous to
refer to the electrode that is the anode upon discharge (e.g.,
zinc) as the negative electrode and the electrode that is the
cathode on discharge (e.g., copper) as the positive elec­
trode. Thus, the terms negative and positive electrode will
be used, and the terms anode and cathode will be avoided
for batteries.

 2018 Thomas F. Fuller and John N. Harb. Published 2018 by John Wiley & Sons, Inc.
Companion Website: www.wiley.com/go/fuller/electrochemicalengineering
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Figure 7.1 The Daniell cell is a simple battery, shown undergoing
discharge.

The construction of a commercial cell is represented
better by Figure 7.2, which shows a silver–zinc coin or
button cell. The separator is a porous film or matrix that
electronically isolates the positive and negative electrodes.
The electrolyte fills the pores of the separator. This thin
separator reduces the ohmic resistance of the cell. The
electrolyte is ionically conductive and contains ions that
are involved in the two electrochemical reactions. The
electrode contains the active material. Quite often it also
contains conductive materials to improve the electronic
conductivity over that of the active material itself, and a
binder to provide structural integrity, as well as other
support materials. Typically, the electrodes are porous
structures that increase the active area in contact with

Figure 7.2 Silver–zinc coin cell.

the electrolyte, as was introduced in Chapter 5. Current
passes to and from the electrodes through their respective
current collectors. For the silver–zinc cell, also known as a
silver oxide cell, the overall reaction is

Zn � Ag2O ! ZnO � 2Ag (7.2)

The methods of Chapter 2 can be used to determine the
standard potential, Uθ, from the Gibbs energies of forma­
tion, found in Appendix C.

�ΔG �11210 � � �� 318300
Uθ � � � 1:591 V: (7.3)

nF 2 96485� �
These electrodes are separated from each other with a
porous cellophane film. Silver oxide is reduced at the
positive electrode on discharge:

Ag2O � H2O � 2e� ! 2Ag � 2OH� �0:340 V� (7.4)

The other electrode is a powder of Zn, which reacts as
follows during discharge:

Zn � 2OH� ! H2O � 2e� � ZnO ��1:251 V� (7.5)

The standard potential for each of these reactions is shown
to the right of the corresponding half-cell reaction. Because
the silver electrode has a higher potential, it is referred to as
the positive electrode; the zinc electrode is the negative
electrode. The pores of the electrodes and the separator are
filled with concentrated KOH to provide a conduction path
and to transport OH�. Also, for this cell, hydroxide ions are
involved in the reactions at both electrodes. At the same
time, water is consumed at the positive electrode and
produced at the negative electrode during discharge. As
the reaction proceeds, the net amount of water and hydrox­
ide ions remains constant. This characteristic of the silver–
zinc cell will influence its operation as we will see in
subsequent sections.

7.2 CLASSIFICATION OF BATTERIES
AND CELL CHEMISTRIES

Batteries are classified as either primary or secondary. The
easiest way of thinking about this is that secondary batte­
ries are rechargeable. By reversing the current through the
cell, a secondary battery can be recharged and used again.
That is, electrical energy is used to restore a secondary cell
back to its original state, whereas a primary battery is used
only once—the reactions cannot be easily reversed. Both
types are common, as you will recognize from your
experience with batteries. Primary batteries usually have
higher specific energy [W�h�kg�1] and power [W�kg�1]
than secondary batteries, although that is not always the
case. Also, keep in mind that the distinction between
primary and secondary batteries is often based on design
rather than on chemistry alone. For instance, the silver–



zinc and alkaline battery chemistries are each used in both
primary and secondary (rechargeable) batteries.

Cell versus Battery

A cell is the basic electrochemical device that stores
energy. Two or more cells connected together form a
battery. It is common to refer to a single cell as a
battery even though there is only one cell.

A special category of primary batteries is the reserve
battery. In these batteries, a key component of the cell,
such as the electrolyte, is kept separate from the rest of the
components or is otherwise inactive. By doing this, most
self-discharge and side reactions (Section 7.8) are elim­
inated, leading to an extremely long shelf life under even
severe environmental conditions. When it is needed, the
reserve battery is activated. Only then are all of the
components able to function together. The most common
reserve batteries are thermally triggered. When the cell is
heated, the electrolyte, which is a solid at room tempera­
ture, melts and forms an ionically conductive media that
enables operation of the battery.

The chemistries for a number of common batteries
are listed in Table 7.1. There is a rich diversity of
reactions used in batteries, and a full discussion is beyond
the scope of this chapter. Nonetheless, we will find it
instructive to consider a few battery chemistries in order
to develop a physical understanding of what is happening
during the operation of a battery cell. This understanding
will help us describe the performance of these cells and
will provide a foundation for electrode design (see
Chapter 8). Two important classes of electrode reactions
for batteries are described by Huggins: reconstruction
and insertion.

Reconstruction (Also Referred to as
Conversion Reactions)
As the reaction proceeds, new phases are formed and grow,
while other phases shrink and disappear. One or more
electrons are transferred, and the reactants and products are
distinct stoichiometric species. Reconstruction reactions
can further be designated as formation or displacement
reactions.

A � B ! AB formation

An example of a reconstruction/formation reaction is that
found in the lithium sulfur dioxide primary cell. The
overall reaction is lithium and sulfur dioxide reacting to
form solid lithium dithionite.

2Li � 2SO2 ! Li2S2O4

Chapter 7 Battery Fundamentals 153

Of course, in a battery the overall reaction proceeds as two
separate electron-transfer reactions. At the negative elec­
trode, lithium metal is oxidized; and at the positive elec­
trode, lithium ions react with sulfur dioxide dissolved in an
organic electrolyte.

Li ! Li� � e�

2Li� � 2SO2 � 2e� ! Li2S2O4

Thus, a new solid phase, lithium dithionite, forms and
grows during the discharge process. Note that a key
reactant, SO2, is found in the electrolyte, a feature that
is present in a number of batteries.

Displacement is a second kind of reconstruction reaction.

A � BX ! AX � B displacement

An example of a displacement reaction is the silver oxide
cell discussed earlier.

Zn � Ag2O ! ZnO � 2Ag

Referring back to the half-cell reactions discussed previ­
ously, the equilibrium potential for the Zn (�1.251 V)
reaction is more negative than that of Ag (0.340 V). There­
fore, Zn will displace the Ag in the oxide spontaneously. For
the electrochemical cell, of course, these reactions occur as
separate electron-transfer reactions as we have already seen.

Although useful in categorizing chemistry of the cell,
these designations of formation or displacement do not
provide the mechanistic details of the reaction. Often it is
necessary to have a more in-depth picture of the electrode
reactions in order to explain the behavior of cells. The
physical phenomena associated with reconstruction
reactions can be complicated and include dissolution and
precipitation, solid-state ion transport, and film formation.
Because of its importance in a number of batteries, it is worth
taking time to explore the dissolution–precipitation mecha­
nism in more detail. In this mechanism, a reaction product is
formed that may subsequently react with a species in solu­
tion to form a precipitate. For example, a metal (M) used as
the negative electrode of a cell (see Table 7.2) may dissolve
as a result of electron transfer:

M $ Mz� � ze� dissolution

This electrochemical reaction may be accompanied by the
subsequent precipitation of a salt from the solution

Mz� � zX� $ MXz� �s precipitation

The amount precipitated depends on the solubility of MXz

in the solvent. Other reactions besides metal dissolution
can result in the dissolved product and subsequent precipi­
tation. We will examine the behavior under three solubility
conditions: (1) an insoluble salt, (2) a highly soluble salt,
and (3) an intermediate or sparingly soluble salt. Each case
will be explored through specific chemistries.
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Table 7.1 Example Chemistries for a Number of Common Batteries

Nominal
Cell

Cell Electrochemical reactions potential Comments

Lead–acid Pb�s� � HSO4
� � H2O ! PbSO4�s� � H3O� � 2e�

PbO2�s� � 3H3O� � HSO4
� � 2e� ! PbSO4�s� � 5H2O�l�

Pb�s� � PbO2�s� � 2H3O� � 2HSO4
� ! 2PbSO4�s� � 4H2O�l�

1.8 V Secondary

During discharge, lead sulfate is
formed at both electrodes. The
electrolyte is part of the active
material

Alkaline Zn�s� � 2OH� � ZnO�s� � H2O�l� � 2e�
2MnO2�s� � H2O�l� � 2e� ! Mn2O3 � 2OH�
Zn�s� � 2MnO2�s� � ZnO�s� � Mn2O3

1.5 V Primary

Common battery

Lithium-ion LixC6 ! xLi� � xe� � 6C

xLi� � xe� � Mn2O4 ! LixMn2O4

LixC6 � Mn2O4 ! LixMn2O4 � 6C

3.5–4.2 V Secondary

The spinel manganese dioxide
is just one of the chemistries of
rechargeable lithium-ion
batteries

Silver–zinc Zn � 2OH� ! H2O � 2e� � ZnO

Ag2O � H2O � 2e� ! 2Ag � 2OH­

Zn � Ag2O ! ZnO � 2Ag

1.5 V Manufactured as both a primary
and a secondary battery

Ni/Cd Cd�s� � 2OH­ ! Cd�OH�2 � 2e�
NiOOH � e� � H2O ! Ni�OH�2 � OH�
Cd�s� � 2NiOOH � 2H2O ! Cd�OH�2 � Ni�OH�2

1.2 V Secondary, out of favor because
of environmental issue with
cadmium

Ni/Fe Fe � 2OH� ! Fe�OH�2 � 2e�
NiOOH � e� � H2O ! Ni�OH�2 � OH�
Fe � 2NiOOH � 2H2O ! Fe�OH�2 � 2Ni�OH�2

1.2 V Secondary, also called the
Edison cell

NiMH MH � OH� ! M � H2O � e�
NiOOH � e� � H2O ! Ni�OH�2 � OH�
MH � NiOOH ! M � Ni�OH�2

1.2 V Secondary

Na-S Na ! Na� � e�
xS � 2e� ! Sx

2�
2Na � xS ! Na2Sx

1.9 V Secondary high temperature

Li-SO2 Li ! Li� � e�
2Li� � 2SO2 � 2e� ! Li2S2O4

2Li � 2SO2 ! Li2S2O4

3 V Primary

Lithium–sulfur dioxide

Li-SOCl Li ! Li� � e�
2SOCl2 � 4e� ! 4Cl� � S � SO2

4Li � 2SOCl2 ! 4LiCl � S � SO2

3.4 V Primary

Lithium thionyl chloride

Li/FeS2 Li ! Li� � e�
4Li� � 4e� � 3FeS2 ! Li4Fe2S5 � FeS

4Li � 3FeS2 ! Li4Fe2S5 � FeS

1.5 V Reserve

Thermally activated

LiCl/KCl eutectic for electrolyte

Mg/AgCl Mg ! Mg2� � 2e�
2AgCl � 2e� ! 2Ag � 2Cl�
Mg � 2AgCl ! 2Ag � MgCl2

1.4 V Reserve water activated
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Table 7.2 Common Negative Electrode Materials for Batteries. Values Are Theoretical

MW Standard potential Density Specific capacity Volumetric capacity
Element [g�mol�1] [V] [g�cm�3] Valence [A�h�g�1] [A�h�cm�3]

Li 6.941 �3.01 0.534 1 3.86 2.06

Na 22.99 �2.714 0.971 1 1.16 1.12

Mg 24.305 �2.4 1.738 2 2.20 3.8

Al 26.98 �1.7 2.699 3 2.98 8.1

Fe 55.845 �0.44 7.86 2 0.96 7.5

Zn 65.39 �0.763 7.13 2 0.82 5.8

Cd 112.41 �0.403 8.65 2 0.48 4.1

Pb 207.21 �0.126 11.34 2 0.26 2.9

For an example of an insoluble salt, we examine the
positive electrode of a lithium thionyl chloride battery.
From Table 7.1, the reaction is

2SOCl2 � 4e� ! 4Cl� � S � SO2 dissolution

Li� � Cl� ! LiCl s� � precipitation

Chloride is produced as a result of SOCl2reduction. The
electrolyte is a mixture of LiAlCl4 (lithium tetrachlor­
oaluminate) and SOCl2 (thionyl chloride), which serves
as both a reactant and part of the electrolyte for the cell.
Each time a chloride ion is produced at the positive
electrode, it will encounter a lithium ion in the electro­
lyte. For all intents and purposes, LiCl is insoluble in the
electrolyte and precipitates out. Consequently, LiCl(s) is
likely to be found close to where the thionyl chloride
is reduced. Because of the insolubility of the salt, there is
essentially no Cl� in solution; therefore, the reverse
of the dissolution reaction cannot occur. Thus, because
of the poor solubility of the discharge products,
the reactions are not easily reversed and the LiSOCl2
is a primary battery.

Next, let’s consider the zinc electrode, which provides
an example of dissolution to form a highly soluble salt. The
reaction takes place in an alkaline electrolyte and follows a
dissolution–precipitation mechanism:

Zn � 4OH� $ Zn�OH�42� � 2e� dissolution

Zn�OH�42� $ ZnO�2OH� � H2O precipitation

The ultimate product ZnO(s) has a relatively high solubil­
ity in aqueous KOH. For now, let’s imagine that the
solubility is so high that the precipitation reaction doesn’t
occur at all. At first, this doesn’t appear to be a problem.
When we want to recharge the cell, zincate ions are readily
available in solution to be reduced back to zinc. However,
in contrast to the LiCl in the previous example, which is
expected to be located at the site where the reduction
occurs, the soluble zincate can diffuse or be transported

by convection to another part of the cell. Now imagine, as
is inevitably the case, that the current distribution on the
electrode is nonuniform. The sites where deposition is
higher will preferentially grow in size leading to changes in
the shape of the electrode and possible dendrites (branch­
ing tree-like crystals). The shape changes and dendrites can
cause shorting in the cell and lead to premature failure.
Consequently, cells using a zinc negative electrode behave
in a mediocre fashion as rechargeable batteries.

The final example is the negative electrode of the lead–
acid battery, where lead reacts to form lead sulfate, a
nonconducting ionic solid that is sparingly soluble.

Pb $ Pb2� � 2e� dissolution

Pb2� � SO4
2� $ PbSO4� �s precipitation

As in the previous examples, the first step on discharge is
an electron-transfer reaction and dissolution. In this
instance, the lead sulfate is sparingly soluble in the electro­
lyte. The solubility is small enough so that during cycling
the lead sulfate product is repeatedly formed and dissolved
at roughly the same location. Yet, the solubility is large
enough so that the reverse reaction can occur. On charging,
not only are the kinetics for the electron-transfer reaction
important, but the rate can be limited by dissolution of the
lead sulfate and mass transfer of Pb2+ to the lead surface.
This situation is explored in Problem 7.26.

Insertion
A second important class of electrode reactions found in
batteries is the insertion reaction. Here there is a relatively
stable host material, and the guest material is found in
unoccupied sites of the host material. When the host
material has a layered structure, the insertion is called
intercalation. In the case of intercalation, the host material
retains its essential crystalline structure and the process
can be highly reversible. This process is illustrated by the
intercalation of lithium into titanium disulfide (Figure 7.3).
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Figure 7.3 Insertion of lithium (solid black circles) into the gallery space of titanium disulfide.

TiS2 has a layered structure, where individual sheets of TiS2

are held together by van der Waals forces. In contrast to the
reconstruction reactions, the lithium occupies the space
between the layers of titanium disulfide, which is called
the gallery space, rather than creating a new phase. The
intercalation of lithium into the host titanium disulfide, a
positive electrode material for a lithium-ion cell, is written as

xLi� � xe� � TiS2 ! LixTiS2

where x varies from zero to one. When x is zero, the TiS2

is delithiated and the electrode is considered charged;
when x is one, the host is lithiated, representing a dis­
charged state. The product of this insertion process
results in a kind of solid solution of the guest species
in the host, where lithium occupies sites in the gallery. In
these instances, a characteristic sloping discharge curve
results (Figure 7.5).

There are many types of intercalation and insertion
reactions. The interested reader should consult the Further
Reading section at the end of the chapter for additional
information. Insertion sometimes occurs in stages, where
there are different sites within a layer or even preferential
filling of a stack of layers. Here, the guest material is not
randomly distributed between the layers; instead, occupa­
tion of specific low-energy interstitial sites is favored. In
these cases, the equilibrium potential can have multiple
plateaus and steps. We write the reaction for the lithiation
of the material as if lithium were reduced to a valence of
zero; however, it may be the oxidation state of the metal
(e.g., Mn) in the host material that changes.

The development of lithium rechargeable batteries has
brought the importance of insertion reactions to the fore­
front. For lithium-ion cells, positive electrode materials are
generally transition metal oxides or phosphates. The pre­
dominant negative electrode material is carbon. Finally, it
should also be noted that metals other than lithium can
undergo insertion reactions.

In this section, we have examined reconstruction and
insertion reactions, both of which are important for practi­
cal battery systems. You have also been introduced to

several different types of battery chemistries. This short
introduction is by no means complete, but it is hoped that it
has helped you to gain new insights into batteries and
battery chemistries. We encourage you to consult other
sources, such as those listed at the end of the chapter, for
additional information.

Some standard metrics provide a basis for comparison
of different electrode and battery systems. For example,
Table 7.2 contains information for elements commonly
used as negative electrode materials. Key metrics are found
in the last two columns: the specific capacity [A�h�g�1] and
the volumetric capacity [A�h�cm�3]. The potential of the
electrode is also critical, and low values for the negative
electrode potential contribute to higher cell voltages. Given
its small mass and low potential, it is clear why lithium is
the customary choice for high-energy batteries. When the
volumetric capacity is considered, other materials compare
more favorably to lithium, for example, magnesium and
aluminum. Note that both of these metals have a valence
greater than one. The standard potentials in this table refer
to the oxidation of the elements, and do not necessarily
reflect the actual reactions in a practical battery.

7.3 THEORETICAL CAPACITY AND
STATE OF CHARGE

The capacity is a rating of the charge or energy stored in the
cell. This value is expressed in either ampere-hours [A�h]
or watt-hours [W�h]. The first represents the capacity in
terms of coulombs of charge available, the second in terms
of energy available. The two are related simply by the
average voltage of the cell, W�h=A�h×Vavg. Clearly, if
one wishes to increase the capacity of the cell, more active
material is added. Thus, the capacity is directly related to
the amount of active material and is a good indication of
the size of the cell.

Since the current in amperes has units of C�s�1, the
capacity or size of a cell expressed in terms of A�h is really
a measure of the coulombs available from the cell
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(1 A�h= 3600 C). The theoretical capacity of an electrode
for different chemistries can be determined from the
electrode reactions and the mass of active material accord­
ing to the following equation:

minFtheoretical capacity of electrode � C ;� � (7.6)
Mi

where mi is the mass of active material and Mi is its
molecular weight. This calculated charge in A�h is often
nomalized by the mass of active material to create a
theoretical specific capacity that can be expressed in units
such as [A�h�kg�1], [A�h�g 1], or [mA�h�g 1]. The theoret­
ical value represents the maximum possible capacity from
the active material itself, and does not include the mass of
other electrode components such as the current collector,
conductive additives, or packaging. Other practical issues
related to extraction of the energy are also not taken into
account in the theoretical capacity.

Similarly, the theoretical capacity can be calculated for
the cell, rather than for just one electrode. In this calcula­
tion, the charge capacity of each of the two electrodes is set
to the same value. The coulombs of charge are determined
from the stoichiometery and normalized by the combined
mass of the two electrodes. This calculation is shown in
Illustration 7.1. Again, the masses of the other cell com­
ponents are neglected. The useable capacity of a commer­
cial cell may only be one-fourth of its theoretical capacity.
In practice, the mass and volume of the other cell compo­
nents must be considered, as well as the extent to which the
active material can be converted according to its stoichi­
ometry. A number of factors influence the extent of
conversion, such as side reactions and limitations on the
maximum and minimum potential of the cell. These real-
world effects will be discussed over much of the remainder
of this chapter and in Chapter 8.

ILLUSTRATION 7.1
a. Calculate the theoretical specific capacity of the

following electrodes:
NiOOH � e� � H2O ! Ni�OH�2 � OH�

1 g NiOOH
mole NiOOH

91:71 g NiOOH
1 equiv

mole NiOOH

96485 C
equiv

1000 mAh
3600 C

� 292 mA ? h ? g�1

Li� � e� � 6C ! LiC6 372 mA ? h ? g-1

H2O � 2e� � ZnO ! Zn � 2OH�;
819 mA ? h ? �per g Zn�

b. The last example from part (a) was for the nega­
tive electrode of the silver–zinc cell. What is the
theoretical specific capacity of this full cell?

Using the stoichiometry for the silver–zinc
cell from Table 7.1,

1 g Zn
mole Zn

65:38g Zn
mole Ag2O

mole Zn

231:7 g
mole Ag2O

� 3:544 g Ag2O:

The total active material mass (positive electrode and
negative electrode)= 3.544 g +1.00 g= 4.544 g

819 mAh
g Zn

1 g Zn
4:544 g active material

� 180 mA ? h ? g-1-active material:

There is a need to quantify the available capacity
remaining in a cell while in use. It is common to refer
to either the state of charge (SOC) or the state of discharge
(SOD, or depth of discharge, DOD) of a battery to identify
the amount of unconverted active material in the cell. This
concept is illustrated in Figure 7.4, again for the silver–zinc
battery. When the cell is fully charged or at 100% SOC,
pure Zn and Ag2O are present. As the reaction proceeds,
charge flows through the cell converting the reactants to
ZnO and Ag. If the reactants are present in stoichiometric
amounts, then the fraction (or percentage) of either Zn or
Ag2O that is in the initial state rather than the product state
corresponds to the state of charge.

Later we’ll see that a measure of the SOC is critical for
managing a battery system, as will be discussed in
Chapter 8. However, as you might imagine, once a battery
is assembled and operated, determing the state of charge is
not so easy. One well-known exception is the flooded lead–
acid cell. Since the electrolyte is involved in the discharge
reaction, its density changes with SOC. Where there is
access to the electrolyte, its density can be measured and
used to indicate the SOC. Unfortunately, most often we do
not have a direct measure of active material in the battery.
A further difficulty with most cells is that the two electro­
des may have different capacities. Consequently, even if
the amount of unconverted material in each electrode were
known, we would still need to decide which electrode to
use for the SOC. Finally, the full capacity of a battery based
on the amount of active material is most often not accessi­
ble. If we take SOC as

available capacity remaining
SOC � � 100%; (7.7)

total capacity
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Figure 7.4 State of charge as conversion of active material.

we have two challenges. First, how is the total capacity
defined? Total capacity can be expressed in A�h; there­
fore, a detailed knowledge of the mass of all the individ­
ual components in the battery is not required in order to
specify its capacity. Still, several choices remain. For
example, should the total capacity be the theoretical
capacity, the nominal measured capacity for a new
cell, or the capacity of the latest charge/discharge cycle?
Second, the available capacity depends on temperature
and rate of discharge as discussed below. How do these
factors impact our definition of the SOC? As the previ­
ously mentioned challenges can be addressed in different
ways, we must accept that the term SOC is not precise.
For now, we’ll defer detailed discussion, and we take the
SOC to be an indication of the remaining capacity of the
cell. As mentioned previously, SOC is used commonly
with the SOD where

SOD � 100 � SOC: (7.8)

7.4 CELL CHARACTERISTICS AND
ELECTROCHEMICAL PERFORMANCE

In order to understand how a battery will perform in
service, it is important to understand how the potential
of the cell is impacted by factors such as the rate at which
the cell is charged or discharged, the cell temperature, and
the SOC of the cell. Thermodynamics, electrode kinetics,
and transport phenomena all have a role in determining the
operating potential of the cell. Since the battery is inher­
ently a transient device, the history of the cell can also
influence its performance.

The most important factor influencing the cell poten­
tial is the battery chemistry. The starting point in determin­
ing the potential of a cell is the equilibrium or

thermodynamic value calculated from methods discussed
in Chapter 2. Figure 7.5 shows the potential of some
common batteries as a function of capacity (SOD). These
are equilibrium potentials, meaning that there is no current
flow. Cell potentials for different types of cells range from
1 to 4 V. The potential of a lithium-ion cell, for instance, is
up to two times that of a lead–acid cell and three times that
of an alkaline cell. Also note that the potential of the cell
varies with the state of charge.

In general, the cell potential decreases with increasing
SOD (decreasing SOC). Depending on the cell chemistry,
the slopes of the curves shown in Figure 7.5 can vary. For
instance, the potential of the nickel–cadmium (NiCd)
battery is nearly flat between 20 and 80% SOD, whereas
the potential for the lead–acid cell decreases steadily over
the entire range. The change of potential with state of

Figure 7.5 Potentials of several battery chemistries.



charge can, in large part, be understood from thermo­
dynamics. To illustrate, let’s explore the lead–acid battery.

The overall reaction for discharge of the lead–acid cell is

discharge
Pb s� � � PbO2 s ��! � � � 2H2O� � � 2H2SO4 ��� 2PbSO4 s

(7.9)

As the cell is discharged (SOC decreases), solid lead
sulfate is formed as a result of the reconstruction reaction.
In addition, one of the reactants and one of the products are
part of the electrolyte; specifically, water is produced and
sulfuric acid is consumed as the cell is discharged. There­
fore, the concentration of sulfuric acid decreases and the
electrolyte becomes more dilute with increasing DOD.
Using the methods of Chapter 2, the following equation
for the equilibrium potential of the lead-acid cell results.

aH2SO4U � Uθ � RT
ln ; (7.10)

F aH2O

where the activity of the solid components is assumed to be
one. As the lead–acid cell is discharged, lead sulfate
precipitates and fills the voids of the porous electrode.
Because the activity of the solids is taken as unity, precipi­
tation of lead sulfate does not affect the equilibrium
potential. However, changes in the activity of the water
and that of the acid both impact the equilibrium potential as
is evident from Equation 7.10. The result is a sloping
potential shown in Figure 7.5, which in this instance is
related to the dilution of the electrolyte during discharge.

Insertion reactions are also common in rechargeable
cells as typified by the familiar lithium-ion battery. At the
negative electrode, lithium intercalates between the gra­
phene-like layers of carbon as shown in Figure 7.6a. One
lithium atom can be inserted for every six carbon atoms,
and during discharge

discharge
Li1�xC6 �����! �1 � x�Li� � �1 � x�e� � 6C (7.11)

In this instance, the change in volume with insertion of
lithium is only a few percent. Thus, in a porous graphite
electrode, the pore volume filled with electrolyte is more or
less constant. As discussed earlier, lithium intercalates and
de-intercalates from the carbon in stages, and the equili­
brium potential varies with the amount of lithium inserted
as shown in the lower line in Figure 7.6.

One type of active material for the positive electrode is
LiMn2O4. During discharge, lithium inserts into the man­
ganese oxide of the positive electrode as follows:

discharge
xLi� � xe� � Mn2O4 �����!LixMn2O4 (7.12)

LiMn2O4 has a spinel structure, and the insertion is not the
same as the layered insertion discussed earlier. The varia­
ble x is a measure of the state of discharge of the cell. In the
positive electrode, x is zero when the battery is fully
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charged, and increases as the cell is discharged. This
nomenclature is commonly used for scientific studies of
lithium-ion cells. Each one of the equilibrium potentials in
the figure is relative to a lithium reference electrode. The
difference between the potentials of the positive and
negative electrodes is the overall equilibrium potential
of the cell, which is represented by the upper solid line
in the figure.

The Rate of Charging or Discharging as Expressed
in Terms of the “C-Rate”

1C- rate, h� Discharge time, hours

C/20 20 hours
C/5 5 hours
C 1 hour
2C 30 minutes
10C 6 minutes

The above two examples illustrated how the equilibrium
voltage may change during discharge for two different
types of cells. A second key factor in determining the
potential of the cell is the rate at which current is drawn
from the cell. The rate at which charge is removed from or
added to the cell is frequently normalized in terms of the
capacity of the cell in A�h. The reason for this is that the

Figure 7.6 Potential versus the fraction discharged for a lithium-
ion cell. Also shown are the structural aspects of the negative
electrode (a) and positive electrode (b).
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same discharge current may represent a very high rate of
discharge for a small battery and a low rate of discharge for
a large-capacity battery. The normalized rate of charge or
discharge is expressed as a C-rate, which is a multiple of
the rated capacity. A rate of “1C” draws a current [A] that is
equal in magnitude to the capacity of the battery expressed
in A�h. As such, the 1C rate is the current at which it would
require one hour to utilize the capacity of the battery. Thus,
a 5 A�h battery delivers 5 A for 1 hour, and 5 A would
correspond to the 1C-rate. The same 5 A�h battery delivers
roughly 0.5 A for 10 hours, and the matching C-rate would
be C/10.

Figure 7.7 shows how the rate at which current is drawn
from a lead–acid cell affects the cell potential. During dis­
charge, the potential of the cell is always less than the
equilibrium or thermodynamic potential. This difference is
called the polarization of the cell and for discharge is given by

� η : (7.13)U � Vcell � η � ηohmic � ηneg � ηpos conc

This polarization or deviation from the equilibrium poten­
tial is a result of contributions from ohmic, kinetic, and
concentration effects. The breakdown of polarization in
Equation 7.13 is similar to that shown in Figure 3.11, for
ohmic and kinetic polarization. Complete separation of
these effects is not strictly possible; nonetheless, it is
common to ascribe polarization losses roughly to ohmic,
kinetic, and concentration effects. During discharge, the
potential of the cell decreases with increasing current due
to increased polarization. When the cell is charged, the
current is reversed. Under these conditions, the potential of
the cell is greater than the equilibrium potential. Before

Figure 7.7 Effect of rate on potential as a function of the
fractional capacity for a lead–acid cell.

delving into the details of the curves shown in Figure 7.7, it
is useful to provide a few definitions.

Equilibrium potential (U): Potential of cell described by
thermodynamics. The potential depends on the materi­
als, temperature, pressure, and composition.

Open-circuit voltage (VOCV): Potential of the cell when no
current is flowing, not necessarily equal to the equili­
brium potential.

Nominal voltage: Typical potential of the cell during
operation, this will be less than the thermodynamic
potential when discharging.

Average voltage: Potential averaged over either the dis­
charge or charge.

End or cutoff voltage (Vco): Potential of the cell when the
discharge is terminated.

In a well-designed cell, ohmic loss is almost invariably
the largest contributor to the overall polarization of the cell.
The ohmic polarization is a result of the resistance of the
electrolyte, the electronic resistance of the porous electro­
des (see Chapter 5), and any contact resistance. Recall that
Ohm’s law applies for electrolytes in the absence of
concentration gradients. Making this assumption, we see
that the potential drop across the separator, for instance,
increases with increasing current density.

dϕ
i � �κ : (7.14)

dx

Thus, as the cell is discharged more rapidly, the potential at
the same SOC will be lower. This ohmic polarization is the
principal reason for the change in potential with rate in
Figure 7.7 (i.e., the reason why, for example, the 2C curve
is lower than the C/20 curve).

ILLUSTRATION 7.2

In the absence of concentration gradients, calculate the
potential across the separator of a lithium-ion battery.
The thickness of the separator is 30 μm, with a
porosity of 0.38, and tortuosity of 4.1. The conduc­
tivity of the electrolyte is 9 mS�cm�1 and the current
density is 50 A m�2.

ηΩ � iL

κef f
� 0:00003 m 50

A
m2

4:1
0:38

0:9
m
S
� 18 mV:

If the cell area is 0.14 m2, the current density of
5 mA�cm�2 corresponds to the 1C rate for a nominal
7 A�h battery. The change in voltage from 1C to 18 C
is estimated as

ΔV � 18 � 1� �0:018 � 0:31 V:



Even in the absence of concentration gradients, the
resistance can change during discharge. For example,
Figure 7.8 shows resistance data for both a lead–acid
battery and a nickel–cadmium battery. As discussed
previously, the concentration of sulfuric acid decreases
during discharge; therefore, we would expect the electro­
lyte resistance to increase. Figure 7.8 shows a strong
dependence of the internal resistance on SOC for the
lead–acid cell due largely to the change in the electrolyte
conductivity. Thus, ohmic losses will increase during a
constant current discharge. In contrast, hydroxyl ions are
not consumed in a NiCd battery, even though water is
produced. Consequently, we would not expect the resist­
ance of the electrolyte to vary as strongly with SOC,
consistent with the observed behavior. Note that the
internal resistance of a cell can be measured with imped­
ance and current interruption techniques as outlined in
Chapter 6.

Another key factor is the activation or kinetic polar­
ization at each electrode. The kinetics can frequently be
described by the Butler–Volmer expression introduced in
Chapter 3. In contrast to ohmic polarization, kinetic losses
typically do not vary linearly with the current density.
These losses are most significant at low currents, relative to
other types of polarization.

Finally, concentration polarization results from con­
centration gradients that develop due to the passage of
current in the cell. Let’s consider a lithium-ion cell where
lithium ions are shuttled between electrodes. For a con­
centrated binary electrolyte, applicable to many battery
systems, the flux of anions is

ito
N� � �ν�D∇c � � : (7.15)

z�F

Figure 7.8 Change in cell resistance with state of charge. A fully
discharged cell has a value of unity.
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Because anions are not involved in the electrode reactions,
the steady-state flux of anions is zero. Since there is an
electric field that exerts a migration force on the anions, a
concentration gradient will be established during the pas­
sage of current to counter this force and keep the flux zero.
The magnitude of that gradient is

∇c � it�o : (7.16)
z�Fν�D

Although the average concentration does not change
since there is no net addition or removal of ions from the
electrolyte in a lithium-ion cell, the presence of the con­
centration gradient can have a significant influence on the
operation of the cell. For example, the change in concen­
tration will affect the local conductivity of the electrolyte.
Let’s also consider the effect on kinetics. As the current
density is increased, the concentration gradient grows. This
development means that the lithium-ion concentration
increases at one electrode and decreases at the other. The
reaction rate at each electrode depends on concentration,
as described by a concentration-dependent kinetic
expression. Therefore, the kinetic polarization at each
electrode will change as a result of the change in the local
concentration. As we continue to increase the current, the
concentration at one electrode will eventually drop to
zero and the cell will have reached its limiting current.
Similar concentration effects are seen in other types of
batteries.

In all cases, cell polarization increases with increas­
ing rates of discharge. Since a battery is typically dis­
charged to a specified cutoff voltage, that voltage will be
reached sooner (after fewer coulombs have passed) at
higher discharge rates due to the increased polarization.
This effect is shown in Figure 7.7, which illustrates
discharge curves for a lead–acid battery cell to a cutoff
voltage of 1.7 V. At higher rates of discharge, the cutoff
voltage is reached sooner due to the increased polariza­
tion that lowers the cell voltage. The result is that the
capacity that can be accessed above the cutoff voltage
decreases with increasing discharge rate. For example, a
discharge rate of C/20 corresponds to a normalized
capacity of one in Figure 7.7. In contrast, the capacity
accessible above the cutoff voltage at 2C is only about
40% of the C/20 value. Thus, the same cell with a
nominal rating of 20 A�h will have a lower useable
capacity at higher rates. A correction factor called the
capacity offset is frequently applied to the rating of the
battery when the cell is discharged at a current other than
the one at which it was rated.

The relationship between cell potential and capac­
ity can be complex and generally requires extensive
experimental data or detailed physical models. One
well-known empirical relationship for relating capacity
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and current (rate) is the Peukert equation for capacity
offset,

k�1IspCp � ; (7.17)
I

where Cp is the capacity offset, I is the current, Isp is the
current where the capacity is specified, and k is an empiri­
cal coefficient with a value between 1.1 and 1.5. The
Peukert equation, developed for lead–acid batteries, is
empirical and does not necessarily apply to other battery
chemistries. Furthermore, while information about the
capacity offset is useful, it is typically not sufficient.
Rather, system design most frequently requires knowledge
of the actual potential of the cell as a function of the rate
and extent of discharge.

An alternative approach that is more useful for design
is to fit the voltage of the cell to an expression that includes
the influence of both rate and DOD. A common model used
to do this is the semiempirical Shepherd equation,

Q

Vcell � U � IRint � K
 I � A exp BQ�1It ;

Q � It

(7.18)

where Rint is the internal resistance, Q is the nominal
capacity in A�h, and K is a polarization constant in ohms.
The first term on the right side is the equilibrium or
thermodynamic potential. From this, the polarization due
to the internal resistance of the cell is subtracted, as
shown in the second term on the right side of
Equation 7.18. The third term approximates the kinetic
polarization where the current density in the porous
electrode is assumed to be inversely proportional to
the amount of unused material, and the voltage losses
are proportional to the current. The last term accounts for
the more rapid “exponential” initial decrease in the
voltage that is observed for some cells.

ILLUSTRATION 7.3

The rate capability of a lithium-ion cell is described
with the Shepherd equation. Calculate the theoretical
energy (U�Q) and compare it with the energy available
at discharge rates of 0.1 C, 1.0 C, and 3 C. Assume that
the battery has a capacity of 6 A�h and is discharged to
a cutoff potential of 2 V.

Vcell � 4:131 � 0:00388I � 0:015138
Q

Q � It
I

� 0:02exp 0:1Q�1 It :

a. The theoretical energy is approximately equal to
the charge capacity multiplied by the equilibrium
voltage 6 A ? h � 4:131 V � 24:8 W ? h:

b. At other rates, the corresponding energy can be
obtained by integrating the power with respect to
time as follows

Energy� ∫
td

0
IV t� � dt � I∫

td

0
V t� � dt � ∫

Vco

0
V Q� �dQ:

Note that the current is constant and has been
moved outside of the integral. The time td is the
time at which the voltage reaches its cutoff value
(2 V). The cell potential calculated from the Shep­
herd equation is shown in the figure for discharge
at the 3C rate. Energy below the cutoff potential is
not included in the calculation.

c. Data for three rates are as follows:

Rate Charge [A�h] Energy [W�h]

3 C 5.20 17.8 W�h
C 5.74 21.9 W�h
0.1 C 5.94 24.2 W�h

The capacity of the cell is also affected by tempera­
ture. In general, the influence of temperature on the
thermodynamic potential is relatively small (Chapter
2). More importantly, higher temperature reduces the
ohmic, concentration, and kinetic polarizations. Thus,
as the temperature is increased, the potential of the



Figure 7.9 Effect of temperature on the cell voltage during
discharge for a lithium-ion cell.

cell increases and the capacity increases. The effect of
temperature on a commercial lithium-ion cell is shown in
Figure 7.9.

In some cases, the self-discharge (discussed later in
the chapter) may increase so much that the capacity
actually decreases with temperature, but this is not
common. That being noted, temperature is generally
the enemy of long battery life as will be discussed
shortly.

In this section, we have examined factors that affect
battery voltage as a function of SOC. Battery chemistry is,
naturally, the primary factor. However, the voltage profile
is also impacted by the rate of discharge or charge, as
characterized by the C-rate, due to the impact of the SOC
and rate on polarization losses. Methods to describe the
capacity offset and the voltage behavior were also
presented.

7.5 RAGONE PLOTS

Power and energy are often key design aims of an electro­
chemical system for energy storage and conversion. The
instantaneous power produced by a cell is simply the
current multiplied by the potential of the cell. Even if
the current is constant, the potential is not generally flat and
changes during discharge. Therefore, integration is
required to determine the average power.

td
1

IV�t�dt: (7.19)
td

Pavg �
0
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The power is measured in W or kW. Similarly, the elec­
trical energy available during discharge can be obtained by
integration. The most common ways of reporting the
power and energy available are to normalize these quantit­
ies to the mass or volume of the cell. The four commonly
used terms are specific power [kW�kg�1], specific energy
[kW�h�kg�1], power density [kW�L�1], and energy density
[kW�h�L�1].

The trade-off between power and energy can be
represented with a Ragone plot. Here the specific energy
is plotted against the specific power of a battery.
Figure 7.10 shows the range of values for batteries, as
well as for fuel cells, double-layer capacitors, and the
internal combustion engine. The large rectangle for batte­
ries reflects the important impact of battery chemistry, and
the large number of possible types of batteries. Also, since
cell design can be tailored for either capacity or power,
each battery chemistry would itself be represented by a
range of values on the plot, as shown in Illustration 7.4.
A similar plot can be constructed using energy and power
density.

Also of note on the log–log Ragone plot are the 45°
lines, where each line corresponds to a constant ratio of
specific energy to specific power. As shown, the lines are
identified as the battery run time and represent the time that
would be required to fully discharge the battery. Battery
run time is the inverse of the C-rate, and is one of the most
important characteristics used in selecting or designing a
battery.

As discussed previously, battery chemistry is perhaps
the foremost design factor. But for a particular chemistry,
there can be a large difference in performance due to
differences in cell and battery design to address the needs
of specific applications. For example, the lead–acid battery

Figure 7.10 Ragone plot illustrating the strengths of different
energy storage and conversion devices.
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used to start your car engine needs to produce high currents
for a short period of time, but does not need to have a high
energy density. Therefore, these batteries are designed to
optimize power. In fact, because of the importance of
power, the required cold-cranking amps (CCA) is typi­
cally specified rather than the capacity in A�h. CCA is the
maximum current that the battery can sustain for 30 sec­
onds at �18 °C. A typical automotive starting battery may
have a capacity of 35 A�h and a CCA of 540 A. The
corresponding discharge rate is 540/35, or 15 C, which
corresponds to a 4-minute discharge time. In contrast,
lead–acid batteries can also be used as backup power
for a telecommunication system where they may need to
provide power for hours. Lead–acid batteries are also
commonly used as the energy storage component for
off-grid solar power systems. In both of these stationary
applications, the capacity is more important than the rate
capability. The cell design for these last two applications,
specifically the design of the separator and electrodes, is
very different from that used for the starting battery
discussed previously. The relationship between battery
design and performance is discussed in more detail in
Chapter 8.

ILLUSTRATION 7.4

The relationship between specific power and energy is
shown on a Ragone plot. In Figure 7.10, the different
technologies are represented loosely by rectangles.
That single-frame labeled “battery” encompasses
everything from an implantable primary lithium bat­
tery to the lead–acid battery for starting your car. Here
we explore the behavior of a specific battery as
depicted on a Ragone plot. To do this, we need a
voltage model; that is, we need an understanding of
how voltage changes with current and DOD. For
illustration purposes, we’ll use the battery model
presented in Illustration 7.3.

Assuming the discharge is performed at constant
current, the Shepherd equation provides cell voltage as
a function of time. The energy and power can be
obtained from

Energy � I ∫
td

0

V t� �dt:

Pavg � I

td ∫
td

0

V t� �dt � Energy
discharge time

;

where td is the discharge time, determined by when
the cell reaches a cutoff potential. These calculations
are repeated for a series of discharge currents and
normalized by the mass of the cell components. At
very low current, the cells discharge nearly com­
pletely and polarization losses are small; thus, the
specific energy reaches a maximum value at low
values of the specific power, as shown in the dia­
gram. As the current is increased, the power
increases. However, polarization losses also increase
and the cutoff voltage is reached before the cell is
completely discharged. Thus, the specific energy is
lower at higher discharge currents. There is also a
limit to the maximum power since, at some value of
current, the ohmic losses are so great that the cell
reaches the cutoff potential instantaneously without
any appreciable capacity.

Pmax � U � Vco� �Vco

Rint
:

Clearly, high power requires a low internal resistance.

7.6 HEAT GENERATION

For a commercial secondary cell, the polarization losses
discussed in Section 7.4 are usually quite low when the cell
is used as designed. Hence, most of the available chemical
energy is converted into electrical work rather than heat.
Nonetheless, heat generation plays an important role in cell
performance, system design, battery safety, and useable
cell life. This importance is partly due to the fact that,
although the heat generation rates may be low, the thermal
resistances of many cells and batteries are high. Thus, it is
relatively difficult to remove heat from the interior of the



cell. This challenge will be discussed in more detail as it
relates to battery design in the next chapter. Here we
address the fundamental processes.

Heat can be generated in electrochemical cells due to
irreversible losses associated with kinetic and concentra­
tion overpotentials, by resistive or Joule heating associated
with the flow of current in solution, and by reversible
changes due to differences in the entropy of reactants and
products. The expression used for heat generation in an
electrochemical cell is

@U
q_ � I U � Vcell� � I T� W (7.20)� �:

@T

The first term on the right side is the current density
multiplied by difference between the equilibrium potential
and the cell voltage. All of the losses in the cell (ohmic,
kinetic, and concentration) affect the cell voltage and
therefore the rate of heat generation. As we have learned,
these polarizations depend on the cell current and on the
state of charge. The current is taken to be positive during
discharge, and the cell potential is smaller than U. There­
fore, the heat generation from this term is positive. During
charge, the sign of the current changes (now negative) and
the cell potential is larger than U, resulting again in a
positive rate of heat generation. In other words, polariza­
tion losses in the cell always result in heat generation. The
second term on the right side of Equation 7.20 is the
entropic contribution, which can be negative or positive.
This quantity can be determined from the change in the
equilibrium potential of a cell with temperature.

Heat generation data, such as those shown in
Figure 7.11, are generally the result of detailed experi­
ments or models. Such data are critical for accurate simu­
lation of battery performance. Another important point is

Figure 7.11 Rates of heat generation for a lithium-ion cell. Solid
lines are for discharges and dashed lines are for charges.
(Adapted from J. Power Sources, 247, 618 (2014).)
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that the heat generation rate increases nonlinearly. Heat
generation is small at low rates of charge or discharge, but
increases dramatically with current.

ILLUSTRATION 7.5

A small 1.6 A�h cell has a volume of 1.654× 10�5 m3 and
an internal resistance of 50 mΩ. Assuming that the cell is
ohmically limited, calculate the rate of heat generation at
0.25, 1, and 5 C neglecting the entropic term.

If the cell is ohmically limited, then
U � Vcell � IRΩ:

The current is simply the capacity in A�h, Q, times the
C-rate

I � Q C-rate� �:
Thus, the heat generation normalized by the volume of
the cell is

_q
000 � I U � Vcell� �

Volume
� I2RΩ

V :

Values for 0.25, 1, and 5 C are 0.48, 7.74, and
194 W L�1. The rate of heat generation is quadratic
function of the current or C-rate.

ILLUSTRATION 7.6

Calculate the cell potential that corresponds to zero
heat generation for the LiSOCl2 battery.

Data for the equilibrium potential for a primary
lithium thionyl chloride battery are shown in the
figure. A small decrease in U with increasing temper­
ature is typical of most batteries. Based on a linear fit
of the data, the slope of the curve is �0.228 mV�K�1.
Using Equation 7.20,

_q � I U � V� � � I T
@U

@T
� 0:

Therefore,

Vtherm � U � T
@U

@T
:

The potential is 3.723 V. This potential is called the
thermoneutral potential and represents as condition
where there is some current, but no heat flows into or
out of the cell. At 25 °C, U is 3.657 V. This equilibrium
potential is less than the thermoneutral potential, there­
foreasmallchargingcurrentwouldberequiredtoachieve
the condition of zero heat generation. Since this is a
primary cell, this condition would not occur.
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7.7 EFFICIENCY OF SECONDARY
CELLS

The most basic efficiency of a rechargeable cell is the
coulombic efficiency. Note that in contrast to the faradaic
and current efficiencies that were defined in Chapters 1 and
3, this coulombic efficiency refers to a battery that under­
goes a complete charge–discharge cycle.

ηcoul � coulombic efficiency

number of coulombs on discharge� � 100%:
number of coulombs on charge

(7.21)

Why would the number of coulombs be different for
charge and discharge? The principal reason is that sec­
ondary reactions occur; that is, some of the current goes
to undesired reactions. For example, when charging a
NiCd battery, gases may be evolved as a side reaction.
Although it may be possible to recombine the gases
(generated from electrolysis of water) in order to avoid
loss of electrolyte, the coulombs used to generate the
gases are not available for power generation on dis­
charge. There can also be irreversible losses such as
the formation of the solid electrode interphase (SEI) in
lithium cells. Here, the electrolyte reacts with lithium in
the negative electrode, making the reacted lithium
unavailable for cycling.

Typical values for coulombic efficiency are 95% or
greater for many rechargeable cells; and acceptable values
depend on the particular chemistry involved. The coulom­
bic efficiency must be very close to one to achieve
reasonable battery life for rechargeable cells when the

side reactions are irreversible and result in a loss of active
material (see Problem 7.18 for the lithium-ion cell).

In some cases, side reactions can provide overcharge
protection for a battery. For example, for an acid-starved
lead–acid battery, the dominant side reactions during over­
charge are

positive: 2H2O ! O2 � 4H� � 4e�

and

negative: O2 � 4H� � 4e� ! 2H2O

The cell is designed so that the evolved oxygen can move
rapidly through the separator in the gas phase to the other
electrode where it reacts to form water. This recombination
prevents loss of electrolyte and damage to the cell due to
overcharging.

A second efficiency of interest is the voltage effi­
ciency. The difference between the potential during
charging and discharging determines the voltage effi­
ciency of a rechargeable cell. Any polarization of the
cell due to ohmic, kinetic, or concentration effects will
cause the difference to increase and the efficiency to
decrease. Therefore, the voltage efficiency decreases
with increasing current density due to the increased
irreversible losses at the higher current. Similar to the
coulombic efficiency, the voltage efficiency for a
rechargeable cell applies to a cell undergoing a com­
plete charge–discharge cycle. Voltage efficiency is
defined as the ratio of the average cell voltage during
discharge and charge.

Vd
cellVoltage efficiency � ηV � � 100%: (7.22)

V c
cell

The average voltage is determined by integrating over
time. For example, during discharge,

td

average voltage � Vd � I
V t� �dt:cell td ∫

0

The energy efficiency is the product of the coulombic
efficiency and the voltage efficiency, and represents the so-
called round-trip efficiency,

energy out
Energy efficiency � ηcoulηV � � 100% :

energy in
(7.23)

The energy efficiency will be lower than the coulombic
efficiency since the voltage efficiency is less than 100%.
The typical round trip efficiency of a secondary cell can
be near 90% for rechargeable batteries. This efficiency
will, of course, depend on the rates of charge and
discharge.



7.8 CHARGE RETENTION AND
SELF-DISCHARGE

Charge retention refers to the amount of charge, usually
expressed as a percentage of capacity, remaining after a
cell is stored for a period of time and not connected to an
external circuit. Self-discharge describes the mechanism
by which the capacity of the cell is reduced. Rates of self-
discharge can vary dramatically—a 10% loss in capacity
may take 5 years for a lithium primary cell, but only 24
hours for some nickel-based cells. Comparing two second­
ary cells, we see that self-discharge rates also vary widely
with chemistry. For example, a Ni-MH cell may discharge
30% per month, whereas lithium-ion cells have rates closer
to 5% per month. For a secondary rechargeable battery,
self-discharge can be further characterized as either revers­
ible or irreversible. Irreversible self-discharge contributes
to capacity fade, which is discussed further in Section 7.9.

The rate of self-discharge is an important design
requirement for any battery. A low rate of self-discharge
is a critical feature of a primary cell. The rate determines
the amount of time that the battery remains useable. Many
primary batteries are stored for long periods of time before
being put into service. Others are in use, but only needed
for backup power, for example, memory in electronic
circuits. A service life of 10 or 20 years is not
uncommon. The need of some applications for extremely
long shelf life is the principal reason that reserve batte­
ries have been developed. Some reserve batteries may be
required to be in place, but not in use for a decade or
more. As noted previously, the rates of self-discharge are
strongly dependent on the cell chemistry, but cell design
and manufacturing processes can be specified to reduce
the rate of self-discharge—that’s the role of the engineer.
There are many mechanisms that cause a cell to self-
discharge. A few physical causes are discussed below as
examples.

The easiest one to understand is an electronic short
across the cell. A small short, though clearly undesirable,
can be introduced in the manufacturing process of both
primary and secondary cells. More often shorts result from
use. For instance, the plates of a lead–acid cell can swell
and shrink during operation, putting pressure on the sepa­
rator. Mechanical shock could also cause the two plates to
touch. In extreme cases, dendrites of lead (tree formation)
can penetrate through the separator. In each instance, an
electronic path between the two electrodes is established
inside the cell. The rate of self-discharge is simply

VcellIself�discharge � : (7.24)
Rshort

A key difference between an external short and an internal
short is that all of the resistive heating associated with an
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internal short is inside the cell. This feature has important
implications for thermal runaway, a safety concern for
lithium-ion and some lead–acid cells.

A second source of self-discharge is a shuttle mecha­
nism. For instance, in either NiCd or Ni metal-hydride
cells, ammonium hydroxide can be formed from the break­
down of a polyamide separator. This impurity contributes
to self-discharge through a chemical shuttle mechanism as
described below. At the positive electrode of the Ni-MH
cell,

NH4OH � 6NiOOH � OH� ! 6Ni OH�2 � NO�
2 :�
(7.25)

Transport of nitrite to the negative electrode yields

NO�
2 � 6MH ! NH4OH � 6M � OH� (7.26)

These two reactions combine to yield

MH � NiOOH ! M � Ni OH� �2 (7.27)

which is the overall reaction for the discharge of a Ni-MH
cell (see Table 7.1). Ammonium ions produced at the
negative electrode diffuse back through the separator to
the positive electrode, where they are converted to nitrite as
the cycle continues. These reactions and transport between
electrodes result in a chemical short, which discharges the
cell.

An analogous shuttle involving the redox reaction of
an impurity metal, M,

M2� � e� $ M�

can also contribute to self-discharge if the potential for this
reaction lies between that of the positive and negative
electrodes. Under such conditions, the metal will be oxided
at one electrode and reduced at the other, forming a
chemical short (see Problem 7.25). This possibility empha­
sizes again the need to minimize impurities in cells during
manufacturing.

A third and common mechanism for self-discharge is
corrosion. Often one or both of the electrodes are thermo­
dynamically unstable in the charged state. For instance,
two of the many possible self-discharge reactions for the
lead–acid cell are grid corrosion on the positive electrode
and evolution of hydrogen on the negative electrode. Note
that the lead oxide in the positive plate is supported on a
grid of Pb.

grid corrosion
Pb�s� � PbO2�s� � 2H2SO4��������! 2PbSO4�s� � 2H2O�l�

hydrogen evolution
Pb�s� � H2SO4 ��������! PbSO4�s� � H2

Whether controlled by transport or kinetics, rates of self-
discharge are expected to increase strongly with tempera­
ture, and this phenomenon is generally observed.
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ILLUSTRATION 7.7

A Ni-MH cell is constructed with a separator thickness
of 200 μm. The effective diffusion coefficient of ammo­
nium hydroxide in the electrolyte is 3× 10�10 m2�s�1,
and the concentration of ammonium hydroxide is 1mM.

a. Sketch the concentration profiles of NH4
+ and

NO2
� across the separator assuming the reactions

at the electrodes are fast.
If reactions are fast, the concentration of

reactants will be zero at electrode. The profile
is linear with an average of 1 mM.

b. Calculate the rate of self-discharge using Fick’s
law for diffusion.

The integrated form of Fick’s law is

NNH�
4
� D2c

L
� 3 � 10�6 mol m�2s�1:

The flux is converted to a current density with
Faraday’s law:

3 � 10�6 mol
m2s

6 equiv
mole NH�

4

96485 C
equiv

� 1:74 A m�2:

c. For a 0.6 A�h cell and a separator area of 0.05 m2,
estimate the time required to fully discharge the
battery.

0:6 A ? h
3600 C
1 Ah

s m2

1:74 C 0:05 m2

h
3600 s

� 6:9 hours:

7.9 CAPACITY FADE IN
SECONDARY CELLS

As is well known by any user of rechargeable batteries,
performance degrades over time. Although a new battery
might last for 3 or 4 hours, with extended use, the working

time before recharging may now be just 1 or 2 hours. This
reduction in operating time, also known as aging, repre­
sents a loss in the capacity of the cell and is typically
quantified in ampere-hours. Loss of capacity is a combi­
nation of cycle (use) life and calendar life, since the battery
can lose capacity even while being stored due to
irreversible self-discharge as discussed in the previous
section. Figure 7.12 shows the capacity fade of a typical
lithium-ion cell. The capacity in A�h that is available
before the cutoff voltage is reached decreases with
increasing cycle number. The loss of capacity for the
lithium-ion cell is in large part due to a decrease in the
amount of cyclable lithium in the cell. Specifically, some
of the lithium in the graphite negative electrode reacts
with the electrolyte to form a solid electrolyte interphase
(SEI). The lithium that reacts becomes unavailable for
subsequent cycling.

SEI growth is just one of many causes of capacity fade
in secondary lithium cells. The predominant mechanisms
are different for other cell chemistries, but all secondary
cells degrade with operation. Understanding the capacity
fade and power fade is essential for designing battery
systems. There are a number of mechanisms that can
contribute to capacity fade. The first is loss of active
material. SEI formation is such an example, where an
irreversible side reaction consumes lithium from the
cell. Active material can also be disconnected electrically
from the electrode, typically due to volume changes asso­
ciated with restructuring or even from excessive gassing in
aqueous systems. In addition to capacity loss, larger
polarization of the cell either from increased charge trans­
fer or internal resistance will cause the cutoff potential to

Figure 7.12 Typical behavior for capacity fade of a lithium-ion
cell.



Figure 7.13 Effect of depth of discharge on cycle life.

be reached sooner. This behavior effectively results in a
lower useable capacity of the battery. Such increases in
internal resistance with time are common for many battery
systems. There can also be chemical shorts in cells. For
instance, the transport of Ag from the positive to negative
electrode in rechargeable silver cells, or the transport of
lithium polysulfide in lithium–sulfur cells both represent
such shorts (see Problem 7.28). Self-discharge, discussed
in the previous section, can also contribute to reduction of
battery life.

The end of life for a cell depends on the application,
but batteries are often considered unusable when the
capacity is reduced to less than 70 or 80% of rated capacity.
A key factor that influences capacity fade is the depth of
discharge or the extent to which a battery is discharged
during cycling. Figure 7.13 shows the impact of DOD on
the number of cycles that can be achieved, for example,
lead–acid and lithium-ion cells. It is rare for most recharge­
able batteries to be repeatedly cycled from a fully charged
to fully discharged state. More often than not, the state of
charge is maintained in a narrower window of say 40–70%.
A principal reason for doing this is to reduce capacity fade.

Temperature also has a strong effect on battery life.
Sometimes higher temperatures initiate new mechanisms
for failure, but for the most part the main impact is on
accelerating existing failure modes.

CLOSURE

In this chapter, a basic description of a battery has been
presented and battery operation has been discussed. Cells
are characterized as either primary or secondary, with the
two main types of electrode reactions being reconstruction
and insertion. Batteries are rated in terms of nominal
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voltage and ampere-hour capacity. Methods for calculating
the theoretical capacity have been developed. The current–
voltage response of the battery is described using the
principles of thermodynamics, kinetics, and mass transfer.
Other important phenomena that occur in batteries have
been introduced: heat generation, self-discharge, and
capacity fade. The information presented in this chapter
will prepare the reader for the analysis and design of
batteries found in Chapter 8.
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PROBLEMS

7.1 Use data from Appendix A or Appendix C to determine
values of Uθ for the:

(a) A lead–acid battery (both lead and lead oxide react to
form lead sulfate).

(b) A zinc–air battery in alkaline media.

7.2 Sodium is far more abundant in the earth’s crust than lithium.
Consequently, there is interest in replacing lithium as the
negative electrode material with sodium in batteries. Con­
sider the overall reaction of lithium with cobalt as an example
for a new secondary battery:

CoO � 2Li $ Co � Li2O

(a) Write the equivalent reaction where sodium replaces
lithium. Categorize this reaction based on the discussion
from Section 7.2.

(b) Using the thermodynamic data provided in Appendix C,
calculate the equilibrium potential, capacity in A�h�g�1,
and specific energy for lithium and sodium versions of
this battery.

7.3 A common primary battery for pacemakers is the lithium–

iodine cell. The negative electrode is lithium metal, the
positive electrode is a paste made with I2 and a small amount
of polyvinylpyridine (PVP), and the separator is the ionic salt
LiI. The overall reaction is

2Li � I2 $ 2LiI s� �
Write out the half-cell reactions and using the data from
Appendix A, calculate the equilibrium potential and the
theoretical capacity in A�h�g�1. You may treat the positive
electrode paste as pure iodine. Categorize this reaction based
on the discussion from Section 7.2.
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7.4 The lithium–iodine cell described in Problem 7.3 is used
for an implantable pacemaker. Note that LiI is produced
during discharge, and this salt adds to the thickness of the
separator. The nominal current is 28 μA and is assumed
constant over the life of the cell. How much active material
is needed for a 5-year life? At 37 °C, the LiI electrolyte has
an ionic conductivity of 4 × 10-5 S�m-1. If the separator is
formed in place from the overall reaction, and LiI has a
density of 3494 kg�m-3, what is the voltage drop across the
separator due to ohmic losses in the separator after
2.5 years? The cell area is 13 cm2. Please comment on
the magnitude of the voltage drop. Is it important? Why or
why not?

7.5 Most high-energy cells use lithium metal for the negative
electrode; furthermore, rechargeable lithium systems rely on
intercalation for reversible reactions at the cathode. Discuss
the idea of replacing Li with Mg for future rechargeable cells.
Specifically contrast and compare Li and Mg commenting on
the following:

(a) Specific capacity [A�h g-metal-1]

(b) Volumetric capacity [A�h cm3-metal-1]

(c) Earth abundance

(d) Specific energy and energy density

(e) Ionic radii

(f) Charge/radius ratio (Hint: How is this likely to affect
intercalation?)

7.6 The carbon monofluoride primary cell consists of a lithium
metal negative electrode, and a carbon monofluoride CFx as
the positive electrode. The carbon monofluoride is produced
by the direct fluorination of coke or another carbon. The
fluorine expands the carbon structure, creating a nonstoi­
chiometric intercalation material; the value of x is about 1.
The overall reaction is expressed as

xLi � CFx $ xLiF � C

(a) If the equilibrium potential of this cell is about 3.0 V and
x= 0.95, determine the theoretical specific energy of this
battery. How does this value compare to the capacity of a
commercial cell, which is about 450 W�h kg-1? Why are
they different?

(b) Calculate the theoretical specific energy of the lithium
sulfur dioxide battery (Table 7.1) and compare it to that
of the CFx cell.

7.7 Calculate the standard potential,Uθ, for the Ni/Fe (Edison cell)
from the following information for the half-cell reactions.

Fe � 2OH� $ Fe OH� �2 � 2e� ��0:89 V versus SHE�
NiOOH � e� � H2O $ Ni OH�2 � OH��

�0:290 V versus Ag=AgCl�
7.8 Calculate the theoretical specific energy of the aluminum–air

battery. The two electrode reactions are

Al � 3OH� $ Al OH� �3 � 3e� ��2:31 V�
O2 � 2H2O � 4e� $ 4OH� �0:401 V�

7.9 Some implantable batteriesmust provide high-pulse power for
short periods of time, a defibrillator for instance. This require­
ment that cannot be met with the Li/I2 cell (Problems 7.3 and
7.4). One battery for such a device is the lithium silver–
vanadium–oxide cell (Li/SVO) cell. The overall reaction is

xLi � Ag2V4O11 ! LixAg2V4O11

Ag2V4O11 is a highly ordered crystalline material con­
sisting of vanadium oxide sheets alternating with silver ions.
These layers persist with the lithiation of the material. The
equilibrium potential is shown on the right. There are two
plateaus followed by a sloping decrease in potential at x > 5.
What does this behavior suggest about the phases of the
products? Assuming that the potential must be greater than or
equal to that of the second plateau, calculate the theoretical
energy density and specific energy of this battery. Problem
7.12 explores power.

7.10 Li ions are shuttled between electrodes of a lithium-ion
battery during operation. During the charging process,
lithium ions are transported from the positive electrode
to the negative electrode. For a binary electrolyte
(lithium salt, LiX, in an organic solvent), sketch the
concentration of the salt in the separator of the cell. Explain
the profile and comment on how it would change with
changes in the magnitude and/or direction of the current
density, i.

7.11 For an ohmically limited battery, the potential of the cell is
given by Vcell =U – IRint, where Rint is the internal resistance
of the cell. Derive an expression for the maximum power. At
what current and cell potential is the maximum power
achieved? How are the results changed if there is a cutoff
potential, Vco, below which operation of the cell is not
recommended, that is reached first (i.e., before the maximum
power)?

7.12 For the SVO cell (described in Problem 7.9), in addition to
the low average power (∼50 μW), periodically a 1 W pulse is
needed for 10 seconds. The resistance of the cell initially
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decreases but then increases as the reaction proceeds (see
data in table). Assuming that the cell is ohmically limited and
that the separator area is 0.0015 m2, at what value of x in
LixAg2V4O11 is the cell no longer able to provide the
required pulse power?

x U [V] Rint [Ω�cm2]

0.0 3.2 20
0.6 3.2 17
1.1 3.2 17
1.8 3.2 16
2.4 2.85 14
3 2.65 16
3.5 2.6 20
4.1 2.6 25
4.3 2.5 27

SVO data at 37 °C.

7.13 Fit the data for a small lead–acid cell with the Peukert
equation and determine the value of k. Use the capacity at
1.09 C as the reference. How well does the model fit the
data?

Rate [C] Capacity [Ah]

5.45
1.68
1.09
0.31
0.17
0.09

0.52
0.68
0.72
1.01
1.20
1.30

7.14 Fit the data (taken from Figure 7.6) to the Peukert equation
and determine the value of k. Use the capacity at 1 C as the
reference. How well does the model fit the data? What would
be the effect of an increase in the temperature during
discharge of the cell due to joule heating?

Rate [C] Capacity [Ah]

1
4.5
9
14
18

7.80
7.60
7.32
6.95
6.45

7.15 What is the theoretical specific capacity and energy for the
Leclanché cell? The overall reaction is

Zn � 2MnO2 ! ZnO � Mn2O3

Use 1.6 V as the average potential of the cell. A practical
battery of this chemistry has a specific energy of about
85 W�h�kg�1. Please explain the difference between the
theoretical and practical values.

7.16 Calculate theoretical specific energy for the lithium–air cell.
Base your answer on the mass of lithium only. There are
three possible reactions:

4Li � 2H2O ! 4LiOH aqO2 � � �
4Li � O2 ! 2Li2O

2Li � O2 ! 2Li2O2

7.17 The effective conductivity of a 25 μm separator filled with
electrolyte is measured to be 2 mS�m�1. The material has a
porosity of 0.55. If the bulk conductivity of the electrolyte is
18 mS�m�1, what is the tortuosity of the separator material?
When operating at current density of 4 A�m�2, calculate the
ohmic loss in the separator.

7.18 A principal mechanism for power fade in lithium-ion cell is
the irreversible reaction of lithium with the electrolyte to
form the SEI. This rate of side reaction must be very small in
order to have good cycle life. If the end of life is taken as
when the capacity is 80% of initial capacity, what is the
minimum coulombic efficiency to achieve 100 cycles? 1000
cycles?

7.19 During discharge of the lead–acid battery, the following
reaction takes place at the positive electrode:

PbO2 � 2H� � 2e� � H2SO4 ! PbSO4 � 2H2O

Discharge of a vertical PbO2 electrode results in flow due to
natural convection. Briefly explain the natural convection
process on the electrode. Sketch the velocity profile near the
positive electrode.

7.20 A lithium-ion battery is being discharged with a current
density of i mA�cm�2. The positive electrode has a porous
structure, and the electronic conductivity is much greater
than the ionic conductivity, σ≫ κ. Assume an open-circuit
potential where U+ is essentially flat, but increases for high
SOC and drops for low SOC.

(a) Sketch the ionic current density, i2, across the separator
and porous electrode at the start of the discharge.

(b) Sketch the divergence of the current density; physically
explain the shape of this curve.

(c) Repeat (a) and (b) when the cell has nearly reached the
end of its capacity. Again explain the shape.

(d) How would the internal resistance change with depth of
discharge for this cell?

7.21 Develop a simple model for growth of SEI formation in
lithium-ion cells. Assume the rate-limiting step is the diffu­
sion of solvent through the film. Show that the thickness of
the film is proportional to the square root of time. Discuss
how capacity and power fade would evolve under these
conditions.
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7.22 Starting with Equation 7.20, which gives the rate of heat
generation in the absence of any side reactions or short
circuits, develop an expression for the rate of heat generation
as a function of current. Treat the cell as being ohmically
limited with a resistance RΩ. You may also consider that the

@U
entropic contribution, @T , is constant. Finally, assume
that there is an additional, constant rate of heat generation
due to self-discharge, q_ sd . Sketch the rate of heat generation
as a function of current for the cell.

7.23 The rate of self-discharge is critical design parameter for
primary batteries.

(a) Assume that a primary battery is designed to last for 5
years at a constant average discharge rate. At what C-rate
does this battery operate?

(b) For this same cell, what is the equivalent C-rate for the
self-discharge process if the current efficiency is to be
kept above 90%? Assume that the self-discharge
reaction operates as a chemical short in parallel with
the main electrochemical reaction.

(c) Because of the extremely long lives of some batte­
ries, microcalorimetry is used to measure the rate of
self-discharge. Data for a Li/I2 cell (described in
Problem 7.3) are shown on the right. Estimate the
current efficiency of the discharge. The equilibrium
potential is 2.80 V, the cell resistance is 650 Ω, and
the entropic contribution is 0.0092 J�C�1 at the cell
temperature. Assume a nominal operating current of
70 μA.

I [μA] Q [μW]

0.047
14.5
31.3
56.5
125

5.95
5.79
6.63
7.97
15.02

7.24 During charging, oxygen can be evolved at the positive
electrode of a lead–acid cell. In order to avoid adding water,
this oxygen must be reduced back to water. In the so-called
starved cell design, the electrolyte is limited so that there is
some open porosity in the glass-mat separator. Therefore,
oxygen can diffuse to the negative electrode. One set of
proposed reactions at the negative electrode is

Pb � 0:5O2 ! PbO

PbO � H� � HSO4
� ! PbSO4 � H2O

PbSO4 � H� � 2e� � H2SO4 ! Pb � HSO4

What is the net reaction? Describe how the evolution of
oxygen at the positive electrode and its reaction at the negative
electrode is in effect a shuttle mechanism with oxygen for the
lead–acid cell. How does the oxygen reaction impact battery
performance during charging? How does it impact perform­
ance during overcharge? In other words, what is the impact of

overcharging these starved lead–acid cells? Finally, these cells
are designed to be sealed from the atmosphere. What is the
impact of having the cell open to the atmosphere on the rate of
self-discharge of the starved cell?

7.25 It has been proposed that a small contamination of iron in the
electrolyte can result in a shuttle mechanism of self-discharge
of nickel–cadmium cells. What is the standard potential for
this reaction?

Fe3� � e� ! Fe2�

The two electrode reactions for the NiCd cell can be repre­
sented by

NiOOH � e� � H2O ! Ni OH�2 � OH�� Uθ � 0:49 V

Cd OH�2 � 2e� ! Cd � 2OH�� Uθ � �0:81 V

Comment on the plausibility of such a self-discharge
mechanism.

7.26 The discharge reaction for the lead–acid battery proceeds
through a dissolution/precipitation reaction. The two
reactions for the negative electrode are

Pb ! Pb2� � 2e�

Pb2� � SO4
2� ! PbSO4

This mechanism is depicted in the figure. A key feature is that
lead dissolves from one portion of the electrode but precipi­
tates at another. The solubility of Pb2+ is relatively low,
around 2 g�m�3. How then can high currents be achieved in
the lead–acid battery?

(a) Assume that the dissolution and precipitation locations
are separated by a distance of 1 mm. Using a diffusivity
of 10�9 m2�s�1 for the lead ions, estimate the maximum
current that can be achieved.

(b) Rather than two planar electrodes, imagine a porous
electrode that is also 1 mm thick and made from particles
with a radius 10 μm packed together with a void volume
of 0.5. What is the maximum superficial current here
based on the pore diameter?

(c) What do these results suggest about the distribution of
precipitates in the electrodes?

7.27 An 8 A�h Ni–MH cell is charged and discharged adiabatically.
The data for the temperature rise are shown in the figure



(adapted from J. Therm. Anal. Calorim., 112, 997 (2013)).
Explain the effect of rate on the temperature rise. Comparing
the differences between the charging and discharging temper­
ature rise, what can be inferred about the entropic contribution
to heat generation? Notice that only during charging a bit
above 30 °C, the temperature rise increases sharply. Your
colleague suggests that the side reactions of oxygen evolution
increase rapidly at high temperatures. Can this evolution and
recombination explain the results?

7.28 The lithium–sulfur battery uses lithium metal for the negative
electrode and sulfur with carbon for the positive electrode.
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The overall reaction is

16Li � S8 ! 8Li2S

The electrochemical process at the positive electrode goes
through a series of sequential formation of lithium sulfides
(Li2Sx), specifically

Li2S8 ! Li2S6 ! Li2S4 ! Li2S2 ! Li2S

What are the half-cell reactions associated with this mecha­
nism? The higher order polysulfides (x= 8, 6, 4) are soluble
in the electrolyte. In contrast, Li2S2 and Li2S are much less
soluble. How could this situation lead to self-discharge in
these cells? Identify some options to mitigate this self-
discharge.

7.29 The theoretical specific capacity of an electrode was intro­
duced in Section 7.4. Of course, to make a full cell, a positive
and negative electrode must be combined. If SC� and SC�
represent the specific capacity of the positive and negative
electrodes, show that the specific capacity of the full cell is
given by

SC� � SC�
SC �

SC� � SC� :

Here, it is assumed that the capacities in A�h of the two
electrodes are the same; that is, the electrodes are matched. If
the specific capacity of the positive electrode is
140 mA�h�g�1 and that of the negative electrode is
300 mA�h�g�1, what is the specific capacity of the full
cell? If the specific capacity of the negative electrode were
doubled to 1000 mA�h�g�1, how much improvement in the
specific capacity of the full cell is achieved?
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Chapter 8


Battery Applications: Cell
and Battery Pack Design

8.1 INTRODUCTION TO BATTERY
DESIGN

Given the critical role that the battery plays in many
applications, the specifications or requirements that a
battery must meet can be numerous and detailed. For
example, an engineering specification for an automotive
battery may be 30 pages or more in length. In contrast,
we will only consider design of the main features of a
battery in this introductory treatment. For simplification,
we assume that the cell chemistry has already been
selected. Our task is to take a cell of known chemistry
and determine the size, number, and arrangement of cells
required to assemble a battery that meets a desired set of
basic specifications. Some of the more important
requirements are tabulated in Table 8.1. Note that three
items, discharge time, nominal voltage, and energy,
are highlighted in bold. These represent the three most
critical design specifications for a battery once the
desired chemistry has been determined. Other important
characteristics of the battery can, for the most part, be
derived from these. For example, battery size (mass and
volume) is largely determined by the energy and the
battery chemistry. The average power, which is impor­
tant for many applications, can be determined from the
energy and the discharge time. Peak power, on the other
hand, requires an additional specification.

To illustrate, let’s consider a lithium-ion battery for an
electric vehicle application that requires a discharge time
of 2 hours, 24 kW�h of energy, and a targeted battery
voltage of 360 V. The nominal single-cell voltage depends
on the cell chemistry and has a value of 3.75 V for the
lithium-ion cell considered here. The number of cells in

series is simply,

Vbatt 360
number of cells in series � m � � � 96:

Vcell 3:75
(8.1)

Thus, a minimum of 96 cells connected in series is needed.
Later we will explore the advantage of using a high battery
voltage. Cells connected in series are referred to as a string.
Multiple strings of cells can be placed in parallel to
increase the capacity of the battery or to reduce the
single-cell capacity needed to meet the performance
requirements. In this example, we will use two parallel
strings, so that n= 2. The total number of cells is

Nc � mn � 192; (8.2)

which is the product of the number of cells in series (m) and
the number of cell strings connected in parallel (n). Next,
we can determine the capacity of each individual cell based
on the energy storage requirement for the battery. The
energy of an individual cell is just its capacity times its
voltage (Ecell=QcellVcell). The total energy of the battery
(Ebatt) is the sum of the energy from each individual cell
(Ebatt=NcEcell). It follows that

Ecell Ebatt 1 24000
Qcell � � � � 33 A ? h: (8.3)

Vcell Nc Vcell �192��3:75�
Thus, a configuration of a total of 192 cells, each with a
capacity of 33 A�h, is required. The cells in the battery are
arranged in two parallel strings to achieve a nominal
voltage of 360 V. Note that the capacity per cell would
have been twice as large if only one series string had been
used.
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Table 8.1 Important Battery Requirements

Requirement Units Comments

Discharge time hours Nominal operation time for application, inversely proportional to rate
capability

Nominal Voltage V Output voltage of the battery string, not an individual cell
maximum, and minimum voltages

Energy W�h Capacity of the battery. Linked to average power and discharge time

Weight or mass kg Closely related to energy stored in battery

Volume m3 Closely related to energy stored in battery

Peak power W Power for a short pulse of fixed time, 30 seconds, for instance

Cycle life – Number of charge/discharge cycles before capacity or power capability
is reduced by 20%, for example

Temperature of operation, minimum, °C Expected nominal, minimum, and maximum environmental
maximum temperatures

Calendar life years Beyond the scope of this text

ILLUSTRATION 8.1

The purpose of this illustration is to compare the
energy, capacity, and voltage of a string of three
cells in series with that of three cells in parallel.

a. For three cells in series, determine Vbatt, Ebatt, and
Qbatt.

b. Repeat Part (a) for three cells in parallel.

c. Based on the results from Parts (a) and (b),
compare the voltage and capacity for the two
configurations.

Solution:
a. The voltage in series is: Vbatt � 3Vcell � NcVcell:

The total energy is Ebatt � 3Ecell � NcEcell:
For the capacity, we note that VbattQbatt �

NcEcell � NcVcellQcell � VbattQcell. Therefore,
Qbatt � Qcell.

b. The voltage of the battery with cells in parallel is
just the cell voltage. Therefore, Vbatt � Vcell.

The total energy is Ebatt � 3Ecell � NcEcell:
For the capacity, Ebatt � VbattQbatt �

NcEcell � NcVcellQcell � Vcell�NcQcell�. Therefore,
since Vbatt � Vcell, Qbatt � NcQcell.

c. The energy is the same for the two cases. For the
series case we have higher voltage and lower
capacity, and for the parallel configuration we
have lower voltage and higher capacity.

8.2 BATTERY LAYOUT USING A
SPECIFIC CELL DESIGN

A battery consists of a collection of cells that are electri­
cally connected with series and parallel combinations. The
general nomenclature is (mS-nP), which means that m cells
are connected in series and n of these series strings are
connected in parallel. The total number of cells, Nc, is
m× n. All of the cells together make up the battery (also
referred to as a battery pack or simply pack). Sometimes, a
subset of the cells is housed together in a module. The
primary question we want to answer in this section is, for a
given cell design, what is the best way to combine cells
together to achieve the design objectives?

For a fixed number of cells, Nc, there are many layouts
or different ways of electrically connecting the cells. A
generic layout is shown in Figure 8.1. In the previous
section, we saw how the voltage requirement determines
the number of cells that must be placed in series. Here, we
consider the resistance of the battery, which has a crucial
impact on its peak power. In principle, any combination
of n cells in parallel with m cells in series is acceptable so
long as Nc=mn. Assuming that all cells are identical,
each with an open-circuit potential of Vocv and an internal
resistance of Rint, the total resistance of the battery can be
calculated:

m
Rtot � Rint: (8.4)

n

Series connections (m) increase the resistance of the
battery, and parallel connections (n) reduce the resistance
of the battery. Similarly, series connections cause the
battery voltage to increase, and parallel connections
increase the capacity and current. Therefore, Vbatt �
mVcell, and Ibatt � nIcell.
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Figure 8.1 Possible series–
parallel layout for a total of mn
cells.

Assuming that the battery is ohmically limited,

� �:Vbatt � m Vocv � IcellRint (8.5)

Power from the battery is

Pbatt � IbattVbatt � mnIcell�Vocv � IcellRint�: (8.6)

Thus, we see the power from the battery is just the power
from an individual cell times the number of cells, and is
independent of how the cells are connected together.
However, we must have a sufficient number of cells in
series to meet the voltage requirements of the application
as we have seen previously. Also, there is typically a
maximum current specified for the system, since wires,
connections, and electrical devices must be sized to handle
the system current without, for example, excessive heating.
A key advantage of higher voltages is that they result in
lower currents and therefore smaller wires and smaller
motors for a given power.

The above analysis only included the internal resist­
ance of the cells in the battery pack. How does the situation
change if, in addition to the internal resistance, the resist­
ance of the connections between cells is incorporated?
There is some resistance in the wires between cells and a
contact resistance associated with each electrical connec­
tion. For this situation, we need to add the resistance
external to the cells to the combined internal resistance
calculated from Equation 8.4:

m Rw�1 � m� m
Rtot � Rext � Rint � � Rint; (8.7)

n n n

where Rw is the combined wire and connection resistance
between each cell and on each end of the string. Clearly,
the lower the external resistance, the higher the maximum
power and the greater the energy obtained from the battery.
As indicated in Equation 8.7, the external resistance can be
calculated from the resistance of the connecting wires and
the individual contact resistances. These connections, and
therefore the external resistance, vary according to the
battery layout. The effect of the battery layout is explored
in Illustration 8.2.

ILLUSTRATION 8.2

A 48 kW�h battery is needed for 4 hours of energy
storage. The cells available have an open-circuit
potential of 2.0 V, a nominal capacity of 1 kW�h
(C/4 rate), and an internal resistance of 2 mΩ. Rw is
equal to 0.75 mΩ. Compare the nominal voltage,
nominal current, and maximum power for four
configurations: (4S-12P), (8S-6P), (12S-4P), and
(48S-1P).

Solution:
Note that each of the possible configurations has 48
cells in order to meet the total energy requirement
with 1 kW�h cells.

Based on the discharge time of 4 hours, 12 kW of
power is needed on average. Therefore, the nominal
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battery current and voltage are calculated as

Pbatt � InomVnom � Inom� � mVocv � InomRtot� �;
where

Rtot � Rw 1 � m� �
n

� m

n
Rint:

For each layout, the total resistance is calculated.
The battery current can be varied to find the
maximum power. These values are tabulated on
the right. The maximum power goes up slightly as
the number of cells in series increases. More
importantly, notice that the battery current becomes
very large as cells are arranged in parallel. This
dramatic increase is strong incentive to arrange the
cells in series with higher battery voltages.

m n Vnom [V] Inom [A] Pmax kW

4 12 6.1 1980 16.3

8 6 12.3 976 16.9

12 4 18.4 647 17.1

48 1 74.7 161 17.3

There is one other term that comes up frequently in
describing batteries: the module. In Section 8.1, we con­
sidered a 24 kWh device where 192 cells were combined to
form the battery, with two strings in parallel. However, in
practice, a battery design such as this would not likely be
implemented as simply a 96S-2P arrangement. Rather,
cells would be grouped into modules. For example, in
this instance, four cells could be combined to form a
module, where each module is 2S-2P and housed together
in a single case with one pair of terminals. Forty-eight of
these modules are then strung together in series to form the
battery (Figure 8.2).

In this section, we have assumed that the cell design
was fixed as a constraint, and we examined how cells of
that type might be connected to meet the desired specifi­
cations. In the next sections, rather than use a fixed

design, the design of the individual cell is considered.
In Illustration 8.2, if we had a choice, we may have
decided to select a smaller capacity cell and increase the
voltage to, for example, 200 or 300 V, in order to further
reduce the current.

8.3 SCALING OF CELLS TO ADJUST
CAPACITY

We’ve seen that the cells are connected in series to achieve
the desired voltage of the battery. The capacity is increased
by adding cell strings in parallel. However, each cell
requires its own casing, safety reliefs, terminals, and
connections, to which we will collectively refer to as
ancillary. Clearly, we would like to reduce the volume,
mass, and complexity associated with these ancillaries.
One way to accomplish this is to group cells into modules
as was discussed briefly in the previous section. An
alternative way is to reduce the number of cells by
increasing the size of the individual cells. We will examine
this alternative now.

The reason for increasing cell size is to increase its
capacity, recognizing that the capacity of a battery is a
function of the amount of reactive material present.
Consequently, we begin by developing a quantitative
relationship between size (volume) and capacity. To do
this, we use a primary lithium thionyl chloride battery as an
example. The overall reaction for this battery is

4Li�s� � 2SOCl2 ! 4LiCl�s� � S�s� � SO2�g�
Two of the reaction products are solids that deposit at the
positive electrode; the other product is sulfur dioxide gas.
Also, note that the SOCl2 electrolyte participates in the
reaction. Therefore, the cell volume must include space
for the gas that is formed, and should ideally account for
the decrease in electrolyte volume as the reaction pro­
ceeds. For our purposes here, we adopt the battery con­
struction shown in Figure 8.3. The negative electrode is a
foil of lithium metal, and the positive electrode is porous
carbon. The volume of the cell is the sum of the volume of
individual components: negative electrode, positive

Figure 8.2 Creation of a battery from modules. Each module consists of four cells combined, two in series and two in parallel.



Figure 8.3 Construction of LiSOCl2 cell.

electrode, separator, positive current collector, negative
current collector, and the excess volume. The total cell
volume is therefore

Vcell � V� � V� � Vs � V�cc � V�cc � Vex: (8.8)

For a given capacity Q [A�h], the negative electrode
(lithium) volume is given by Faraday’s law

�3600�QMLif aV� � : (8.9)
FρLi

The quantity 3600 converts A�h to coulombs. fa is a design
factor that is included because excess lithium is needed.
Since current is also collected by the lithium foil, we
don’t want to consume all of the lithium, even at full
discharge.

The positive electrode is a porous carbon material. It
must have an initial pore volume that is in excess of the
volume of solid reaction products resulting from the
discharge. The volume of solids produced is the sum of
the sulfur and lithium chloride, and both are proportional to
the capacity.

volume of solid products � �3600�Q MLiCl

FρLiCl
� MS

4FρS
:

(8.10)

�volume of solid products�f cV� �
ε

(8.11)�3600�Qf MLiCl MSc� � :
ε FρLiCl 4FρS
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ε is the initial void volume fraction of the positive elec­
trode. fc is a second design factor that represents additional
porous volume in the positive electrode. Similar to the
excess lithium required, some pore volume must remain,
even at full discharge. The next three volumes are, respec­
tively, those associated with the separator, negative current
collector, and positive current collector.

δ�ccVs � V�cc � V�cc � As ; (8.12)δs � δ�cc � 2

where δ represents thickness. Each of these volumes is
proportional to the separator area, which wraps around
both sides of the positive electrode for the design shown in
Figure 8.3; therefore, the separator area is divided by two
to get the area for the positive current collector. Volume is
also needed to accommodate the gas that is formed. We
won’t go into details for calculating the excess volume
needed, but it stands to reason that it also should be
proportional to the capacity, which we will express as
Vex � Qf ex. Substituting this relationship and Equations
8.9, 8.11, and 8.12 into Equation 8.8 gives

f MLiCl MSMLif a cVcell � Q�3600� � � � f exεFρLi FρLiCl 4FρS

δ�cc
: (8.13)� As δs � δ�cc � 2

Equation 8.13 provides the desired relationship between
volume and capacity. It would seem that we can now easily
determine the change in volume necessary to increase the
capacity by a desired amount. However, this relationship
does not tell theentire story. To explore the issue further, let’s
imagine that we have an existing cell design with capacityQ0

and volume V0. We want to increase the capacity, but keep
the discharge time unchanged. If the separator area is held
constant, the nominal current density is directly proportional
to thecapacity; therefore,an increase incapacitybyafactorof
2 would require that the current density be doubled. From
Equation 8.13, the smallest increase in volume needed to
double the capacity results from keeping the separator area,
separator thickness,andthethicknessofthecurrentcollectors
constant. This is shown as Option 1 in Figure 8.4 where the
separatorarea,As, isheldconstantandthethicknessofeachof
the two electrodes is increased. The new volume can be
calculated from Equation 8.13 and is shown as O1 in
Figure 8.5. Unfortunately, if you followed this procedure
in practice, you would likely be disappointed. Why? To
answer this question, let’s examine what happens to the
nominal current density as the cell size is changed.

Q
i � : (8.14)

tdAs

With the separator area held constant, for two times the
capacity, the nominal current density is twice as large. This
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Figure 8.4 Two methods to increase capacity of a cell by a factor
of 2.

immediately leads to a couple of concerns. First, with a
larger current density, the ohmic, activation, and concen­
tration polarizations of the cell increase, resulting in a
lower cell potential for a given current. At this higher
current density, the cutoff voltage for the cell will be
reached sooner, leading to a lower effective capacity.
Second, as we saw in Chapter 5, as the current density
increases, the distribution of current through the thickness
of a porous electrode becomes increasingly nonuniform
(Figure 5.6). Assuming that the reaction products

Figure 8.5 Three approaches to the scaling of 10 A�h thionyl
chloride primary cell.

precipitate near where they are formed, there is the possi­
bility that the pores in the front of the electrode will be
filled before the discharge is complete. At best, the added
capacity would not be used effectively. Therefore, increas­
ing the thickness of the electrodes while maintaining a
constant cell area is not recommended for large increases in
capacity. This approach would only be chosen if the design
fully accounted for the above effects or if the scaling factor
were small, say 10–15%.

Another alternative, shown as Option 2 in Figure 8.4,
is to keep the thickness of the electrodes and other cell
components the same, and to increase the capacity by
increasing the area of the cell. If the separator area is scaled
with the capacity,Q, it follows that the volume scales by the
same factor. What’s more, from Equation 8.14 the average
current density is constant and electrochemical perform­
ance does not change appreciably. The resulting volume
as a function of capacity is shown as O2 in Figure 8.5. The
cell volume scales linearly with capacity, but is larger than
the volume calculated for the previous case (Option 1). This
is because the volume occupied by the separator and
current collectors remained constant for Option 1, but
scales with the capacity for the second option.

Can we continue to scale the capacity of the battery
indefinitely by increasing its area? No, because other
factors will eventually become important. One of these
factors is the resistance associated with the two current
collectors and their connection tabs as shown in Figure 8.6.
This resistance, if important, can be reduced by increasing
the thickness of the current collectors. Problem 8.7
explores the effect of scaling the thickness of the current
collector by the cell area. This third option, shown as O3 in
Figure 8.5, results in an even larger volume. However, it
does lead to more confidence regarding cell performance.

Another alternative to increase capacity is to stack
several electrodes or plates together in a single assembly.
This configuration is shown in Figure 8.7 and represents a
common approach used in both lead–acid and lithium-ion

Figure 8.6 Resistance of the current collectors for lithium-ion cell.



Figure 8.7 Stacked assembly of plates or cells, connected in
parallel.

cells. The same electrode active material is placed on both
sides of a current collector. This assembly is not a bipolar
configuration—the individual electrodes or plates are elec­
trically connected in parallel within a single cell. Addi­
tional plates with the same cross-sectional area are added to
increase capacity. With the configuration shown in
Figure 8.7, it is possible to keep the separator area and
electrode thicknesses constant while varying the planform
size independently by the addition or removal of plates to
yield the desired capacity. The key differences between the
configuration shown in Figure 8.7 and simply increasing
the size of the electrode are manifest in the current
collection, which avoids problems associated with large
electrodes, and in planform size. Note that a single current
collector serves two electrodes and will need to be sized
accordingly. The use of plates to form a battery cell most
closely represents case O2.

Finally, we have not considered the volume of the
battery casing, tabs, and vents. Volume or mass package
factors can range from 1.5 to 1.8. However, the volume of
these ancillaries will not change the sizing principles
discussed in this section.

8.4 ELECTRODE AND CELL
DESIGN TO ACHIEVE RATE
CAPABILITY

In the previous section, we examined ways to increase cell
capacity in order to decrease the number of cells required in
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a battery pack. In this section, we examine the impact of
cell design on the rate capability or power of a cell. For a
given cell capacity, the current and current density are
inversely proportional to the time of discharge, which is a
key parameter for our discussion in this section:

Qcell Qcell�2� � � and A ? m � : (8.15)Icell A icelltd Astd

Thus, long discharge times correspond to low-rate capa­
bility, and short discharge times denote high-rate capabil­
ity. We’ll explore the impact of discharge time on electrode
design through a lead–acid cell example. Before doing
that, it may be useful to describe qualitatively the process
that will be followed in the example. We begin with a cell
that is designed for high capacity rather than high rate.
We then scale the capacity of that cell down to the capacity
that we need for a high-rate application (starting your car).
That scaling is done according to the principles of the
previous section where the idea is to keep the electro­
chemical characteristics constant while changing capacity.
Therefore, the scaled cell is still designed for capacity
rather than rate. Finally, we examine how to modify the
cell, keeping the capacity constant, in order to improve
the rate performance.

The lead–acid chemistry is almost universally used to
start the automotive engine. Colloquially, it is called a SLI
(starting–lighting–ignition) battery. High power is needed,
but only for a short period of time; the total capacity is less
important. Under normal operation, the state-of-charge of
an SLI battery does not change substantially. SLI batteries
typically have a capacity of about 60 A�h. Other designs of
lead–acid batteries are used for back-up power where they
deliver power over much longer periods (on the order of
hours or tens of hours). In contrast to SLI applications,
batteries for backup power applications undergo a large
change in SOC during routine operation, operate at a lower
specific power, and have a substantially higher capacity.
Often these types of cells are referred to as high-capacity or
deep-cycle cells. How are the designs of the SLI and deep-
cycle cells different? To answer this question, our approach
will be to start with a deep-cycle lead–acid cell and then to
discuss changes needed to create a SLI cell. The procedure
was described above and results are found in Table 8.2,
where the bolded numbers represent SLI specifications.

First, we scale the existing deep-cycle cell from its
capacity (1700 A�h) to the desired capacity (60 A�h) of the
SLI battery using the cell area. In other words, we decrease
the cell area in proportion to the capacity. The internal
resistance scales approximately as,

capacity of the deep cycle
RSLI Rdc�int int capacity of the SLI

(8.16)
1700� 0:4 � 11:3 mΩ:
60
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Table 8.2 Design Parameters for SLI and Deep-Cycle Cells

Deep-cycle cell scaled
Feature Existing deep-cycle cell for SLI capacity Desired SLI cell

Nominal voltage [V] 2 2 2

Capacity [A�h] 1700 60 60
Discharge time 10 hours 30 seconds 30 seconds
Cold cranking amps NA 71 560
Mass [kg] 125 4 16

Internal resistance [mΩ] 0.4 11.3 1.4

Cycle life 500 (50% SOC) 2000 (3% SOC)

Quantities in bold are fixed for the SLI cell.

The resistance increases with decreasing cell area since a
higher voltage drop is required to drive the same current
in the smaller cell. We further assume that the mass of the
cell will scale directly with the capacity or area.

capacity of the SLI
mSLI � mdc capacity of the deep cycle

(8.17)
60� 125 � 4:4 kg:

1700

SLI batteries are rated in cold-cranking amps (CCA). SAE
J537 (Society of Automotive Engineers publication)
specifies that this value is the maximum current that
can be sustained for 30 seconds at �18 °C without having
the voltage drop below 7.2 V (this assumes a nominal
12 V battery that consists of six cells in series); the
corresponding voltage for a single cell is 1.2 V. We
would like to estimate the CCA for the scaled cell and
compare it to the SLI specification. To do this, we use the

following equation:

7:2 � 1:2 � 2 � IRSLIVcell � (8.18)int ;6

which neglects the effect of temperature. Using the
calculated value for the internal resistance of our scaled
cell, we estimate the current corresponding to the CCA as
71 A. This current is about eight times lower than the
required value of 560 A. Clearly, simple scaling of the
deep-cycle cell to the desired SLI capacity will not meet
the performance requirements for the SLI battery. Con­
sequently, the electrode design must be changed in order
to lower the resistance and increase the power. In doing
so, we do not need to nor want to increase the capacity of
the battery.

A strategy for increasing the power at constant
capacity is to make the individual electrodes or plates
thinner as illustrated in Figure 8.8. The amount of active

Figure 8.8 Comparison showing
the internals of a deep discharge
and an SLI lead–acid battery. Both
are 12 V and have the same amount
of active material. The electrodes
for the SLI battery are thinner, with
multiple plates connected in parallel
to reduce the internal resistance of
the cell.



material is the same, but we have used many more
(thinner) plates in the SLI design. This strategy does
two important things that both increase the rate capability
of the cell. First, the electrode thickness is reduced,
making it easier to access the available active material.
Second, the cell area is increased, leading to a lower
current density for a given battery current. Ignoring the
benefits of the thinner electrodes for a moment, we can
estimate the cell area that is needed to adequately lower
the internal resistance.

7:2 �RSLIVcell � � 2 � �560 (8.19)int :6

An internal resistance of 1.4 mΩ is calculated; therefore,
the cell area must be increased by a factor of about 8 (11.3/
1.4). Thus, to achieve the desired power, the separator area
for the SLI battery would need to be about eight times that
of the deep-cycle battery, which would result in electrodes
that are approximately eight times thinner. In practice, the
electrodes are designed to be thinner and also more porous
to further reduce the resistance. Thus, the rate performance
benefit is significantly greater than that due to just the
increased area.

What about the specific capacity? If we discharged
the SLI battery at a rate comparable to that of the deep
cycle (C/10), would it have a similar specific capacity? The
rudimentary analysis just presented suggests that the specific
capacities would be the same. However, for each plate, a
current collector is needed, and additional separator area is
required. When we account for this additional mass, the
specific capacity of the SLI cell is lower. More important
than the specific capacity is the cycle life. SLI batteries
perform very well at the limited DOD for which they are
designed. However, while the details are beyond the scope
of this chapter, commercial SLI batteries show rapid degra­
dation and a short lifetime when cycled over a large SOC
window.

8.5 CELL CONSTRUCTION

To this point in the chapter, we have examined several
aspects of cell and battery design. This section takes a brief
look at ways in which cells and modules are constructed.
The mechanical designs can be complex, and often manu­
facturers differentiate their products on these attributes.

Almost invariably, it is desirable to have cells and
modules in a sealed container. In the case of lithium
batteries, for instance, contact of the active materials
with water and oxygen must be avoided; thus, a hermetic
seal is required. The internal components of some cells can
be exposed to the atmosphere, but it is still generally
preferable to have a sealed design in order to prevent escape
of electrolyte and any gases generated during normal
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operation. The container or casing is either metal or plastic,
depending on the application. Gases can be generated due to
normal operation or due to an internal cell failure. Un­
controlled venting of gases as a result of cell faults varies
from mild to violent, and depends on the chemistry and size
of the cell. Thus, with a sealed casing, a means of safety
pressure relief (Figure 8.9a) is needed to avoid injury and
equipment damage. The complexity of the pressure relief
system depends on the needs of the particular application.
Each case must also include a positive and a negative
terminal. Any current that enters or leaves the cell or module
must pass through the terminals. Terminals come in a wide
variety of sizes and shapes, and have features that manifest
little uniformity among manufacturers.

Cells may take many forms. Here we will discuss only
the more prevalent types: prismatic, plate designs, cylin­
drical, and coin. Prismatic cells take the shape of a
rectangular prism, or simply a three-dimensional rectan­
gular object with six faces that are rectangles. Because they
can pack together efficiently, prismatic cells are preferred

Figure 8.9 Cell configurations (a) A prismatic cell showing
terminals and relief valve. (b) Spirally wound cylindrical cell.
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where space is limited. One method of forming a prismatic
cell is to stack electrodes (plates) together as shown in
Figures 8.7. The size and shape of the electrodes can be
controlled independently. Multiple cells can also be com­
bined and connected in series to create a battery as shown
in Figure 8.8. The details of a prismatic design will depend
on the cell chemistry. For instance, both lead–acid and
lithium-ion cells can be made in a prismatic form, but the
design details are quite different.

The common alkaline cell is cylindrical and probably
already familiar to you. Construction starts with a steel can,
which also serves at the current collector for the positive
electrode. Active material is then molded to the inside wall,
a separated introduced, and the negative material and
electrolyte added. A metal pin is inserted to collect the
current for the negative electrode before sealing the can.
An alternative method of creating cylindrical cells is to
wind two electrodes around a core. The winding consists of
current collectors coated with active material on both sides
and two separator layers, as shown in Figure 8.9b. The
winding is then inserted into a casing. The capacity of
the cell is increased by adding more windings. Although
the typical form of a spirally wound cell is a cylinder,
prismatic cells can also be made this way.

Coin or button cells (Figure 7.2) are used extensively
in research and in many consumer applications. Most often
they are used where only a single, small cell is needed.
Similar to prismatic cells, they find use where space is
limited. In a coin cell, two circular electrodes are separated
by a porous material. The cell components are sealed in a
coin (button)-shaped metal can, where a gasket is used to
prevent the top and bottom of the can from being in
electrical contact. In this design, the top and bottom of
the can serve as the terminals.

Another important role for cases and packaging is to
provide a force to keep battery components in electrical
contact and to reduce the redistribution and loss of material
during cycling. Although this force is generally not as critical
for batteries as it is for the bipolar design used in fuel cells, a
means of providing compressive load is often desired and
can be essential for some applications and designs. Mechan­
ical issues are considered in more detail in Section 8.10.

8.6 CHARGING OF BATTERIES

We now shift our discussion from battery design and con­
struction to battery performance. In this section, we begin
our look at performance with a description of battery
charging. Charging is the process by which electrical
energy is put back into the battery. A variety of different
procedures or protocols are used for charging. These pro­
tocols depend on the battery chemistry, the application, and,
to some extent, the battery manufacturer. We can broadly

differentiate the methods used for charging based on cell
chemistry, and specifically, whether or not the cell can
tolerate overcharging. Lead–acid and NiCd cells are both
tolerant of overcharge and, in some instances, even benefit
from some overcharge. In contrast, lithium-ion cells cannot
be overcharged without causing permanent damage. When
a cell is overcharged, this means that more coulombs are
passed with charging than are required to fully charge the
cell. The ratio is known as the charge coefficient:

coulombs passed to fully recharge
charge coefficient �

coulombs drawn during discharge
1� : (8.20)ηcoul

Note that this charge coefficient is related to the coulombic
efficiency introduced in Chapter 7. Batteries with a cou­
lombic efficiency less than 100% will have a charge
coefficient greater than 1. The extra coulombs indicate
that a side reaction is occurring, such as hydrogen and
oxygen evolution in aqueous systems or SEI formation and
electrolyte decomposition for lithium-ion cells.

The two basic methods of adding charge are charging
at constant current (CC) and charging at constant voltage.
In the first of these, the cell is charged at a constant rate
(e.g., C/2–C/8 depending on the battery). During the
charge, the potential of the cell rises, and charging is
allowed to continue until a specified voltage is reached.
The second basic method is to hold the potential of the cell
constant and allow the current to vary. Constant voltage
(CV) is seldom used as the sole means of charging a cell
because very large currents are possible at the beginning of
the charge if the voltage is held constant at its final value.

Often, these two basic methods are combined: con­
stant current charge followed by a constant voltage charge
(CCCV) as shown in Figure 8.10. In this combined
method, charging is done at constant current until a
specified maximum voltage is reached. Once that voltage
is reached, charging continues at a fixed potential and the
charging current decreases with time. This decrease in
current with time is known as a current taper. The current is
allowed to decrease until it reaches a specified value at
which the device is considered to be fully charged. Using
this protocol, the majority of charge is added in the
constant current mode, but the time spent charging in
each mode is roughly equal. For a lithium-ion cell, which
cannot tolerate overcharge, charging is stopped once the
specified current is reached (C/20 for example), and the
charge coefficient is very close to one.

Two other charging protocols deserve mention. The
first is pulse-charging (Figure 8.11). Here the charging
current is not constant, but rather is interrupted by brief
periods of rest. In some cases, the cell may even be
discharged briefly. The pulse-charging protocol has been



Figure 8.10 Constant current–constant voltage charge (CCCV).

widely applied to different cell chemistries. Although more
complex and not without controversy, there are some
reported advantages, namely, more rapid charging and a
reduced extent of sulfation for lead–acid cells.

The final charging protocol we will consider relates to
the use of charging to counteract the effects of self-
discharge. Although its magnitude varies greatly, all cells
exhibit self-discharge. For some secondary battery appli­
cations, for example, standby power applications, the user
expects that the battery will always be available and near a
full state-of-charge. The most obvious strategy for address­
ing self-discharge is to occasionally recharge the batteries
after a substantial standby period has passed. This strategy
is used for lithium-ion cells and other cells that do not
tolerate overcharge. An alternative that works for cells that
can be overcharged is to put the cell on a float charge
following the constant voltage portion of a normal charge
cycle. The float charge, commonly used with lead–acid
batteries, continues to pass a small current through the cell

Figure 8.11 Pulse charging.
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indefinitely in order to maintain a full state-of-charge. Note
that the float charge portion of the cycle is not used in the
charge-coefficient calculation.

This section has examined a few of the issues related
to battery charging as a subset of battery performance. We
next examine battery resistance as a way of evaluating the
health of the battery, which is a comparison of its current
performance with that achieved initially.

8.7 USE OF RESISTANCE TO
CHARACTERIZE BATTERY
PEFORMANCE

The laboratory tests to determine the capacity and rate
capability of a cell that were described in Chapter 7 can
also be applied to a battery and are not repeated here. Rather,
the focus in this section is on the use of resistance to provide
information on the power capability and health of the
battery. Health in this context is a measure of the condition
of the battery relative to its initial “full performance” state.

There are a number of resistances defined and used by
specialists, and some care is needed in identifying the
specific quantity of interest. We begin with the ohmic
resistance, which was used extensively in Chapters 6 and
7, and throughout the book. Ohmic resistance is determined
from the high-frequency intercept of an electrochemical
impedance spectrum or, equivalently, from current interrup­
tion. Its measurement and meaning are unambiguous.
Although this ohmic resistance is used extensively in
research, it is not the cell or battery resistance commonly
used in practice. The resistance used commercially is a more
loosely defined term that depends on the specific applica­
tion. While there are many variations, the general idea is the
same. The concept and its relationship to the ohmic resist­
ance are illustrated in Figure 8.12. After a period of rest, two

Figure 8.12 Pulse power test.
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short current pulses are applied, one for charging and one
for discharging. During discharge, the potential of the cell
drops instantaneously and then decreases with time. The
immediate drop represents the ohmic resistance of the cell
as described in Chapter 6. The further decrease that occurs
in the time interval from t� (just after the instantaneous0
drop) to t1 is due to activation and concentration polariza­
tions in the cell. The discharge resistance for the cell or
battery includes all of these polarizations (ohmic, activa­
tion, and concentration) and is defined as the change in
potential divided by the change in current:

ΔV V t0 � � �� � V t1Rd � � ; (8.21)cell ΔI ΔI
where the superscript d refers to discharge. Whereas the
ohmic resistance depends on temperature and slightly on
the SOC, the battery resistance defined by Equation 8.21
can have a strong dependence on SOC. It is also evident
from Figure 8.12 that the resistance may vary with
changes in the width or magnitude of the discharge
pulse. Analogous to Equation 8.21, a resistance for
charging can be defined, Rc These two values arecell.
different because the activation and concentration polar­
izations will change depending on whether a cell is being
charged or discharged. To account for differences in
battery size, the resistance is often normalized by the
separator area of the cell. This quantity is the area-
specific resistance (ASR) with units of Ω�m2. Again,
as measured, this quantity includes ohmic, activation,
and concentration polarizations.

For preliminary analysis of batteries, we assume that
the measured cell resistance is constant so that voltage
losses vary linearly with the current. In fact, this practice is
used extensively in this chapter. With use of the newly
defined cell resistance, we can estimate the cell voltage as

Vcell � Vocv � IRcell
d : (8.22)

Clearly, the magnitude of the resistance will directly affect
the power capability of the battery. To quantify that impact,
remember that the power is equal to IVcell, the current
multiplied by the potential of the battery. Therefore, we can
use Equation 8.22 and the definition of power to approxi­
mate the current at maximum power.

VocvI�max power� �
2Rd

cell

and

�Vocv�2Pmax � : (8.23)
4Rd

cell

Equation 8.23 shows the relationship between the power
and the cell resistance. It must be remembered that this

relationship is approximate due to the simplifications we
have made. In order for the maximum power and current to
be meaningful, the pulse width (time) used in measuring
the resistance must be similar to the time over which the
power is required by the battery. So, a 10 or 30 seconds
pulse may be appropriate for a charge-sustaining power
assist hybrid-electric vehicle, but the time of the pulse
would be too long to correspond to the current spike
associated with starting an electrical motor. The same
pulse would be too short for an application where the
battery is supplying power for 5 or 10 minutes or more
while a generator is started.

In this section, we defined a cell or battery resistance
that includes ohmic, activation, and concentration losses.
We estimated the effect of the cell resistance on the cell
voltage and, therefore, the capacity of the cell, since the
lower voltage limit will be reached more quickly by a
battery with a higher resistance. We have also examined
the impact of the resistance on the power or rate capability
of the cell. Given its impact, resistance is a convenient way
of characterizing battery performance, and the change in
resistance with time as the battery is cycled provides a
measure of the state of health (SOH) of the battery, defined
generically as

present capability
SOH � : (8.24)

design capability

SOH relates to the ability of the cell to meet its specified
performance ratings. From the manufacturer, we assume
that the battery meets its design goals, and therefore the
“as received” SOH is 100%. There are numerous physical
processes that cause the performance of the cell to
degrade over time. Many of these processes also cause
an increase in the cell resistance. Therefore, the cell
resistance is one of the best ways to assess the SOH
of the cell. While it is not the only method, it represents a
common and effective way to make the desired assess­
ment. Finally, we note that cell resistance changes with
temperature, an effect that must be accounted for in order
to make an accurate assessment.

8.8 BATTERY MANAGEMENT

In order to get the most out of the battery and to ensure safe
operation, current flow in and out of the cells that make up
that battery must be carefully monitored and controlled. A
battery management system (BMS) serves this function.
Generally, we have no means of looking inside a cell or
module after it is built. Instead, the BMS uses measure­
ments of current, potential, and temperature to control
charging and discharging, and to estimate the SOC and
SOH. Additionally, the BMS must communicate with
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other systems that interact with the battery pack. It must
also provide the electrical hardware and software to accom­
plish cell balancing. Our purpose in this chapter is not to
examine the architecture of the BMS and describe how it
works; these topics are beyond the scope of this text. Here,
we are concerned with the electrochemical processes that
drive the need for a battery management system.

The importance of and the sophistication required in
the BMS depend on the cell chemistry, the size of the
battery, and the application. With regard to cell chemis­
try, it is critical to understand the consequences of over­
charging and overdischarging a cell. As you know,
lithium-ion cells cannot be overcharged without incurring
damage, whereas overcharging can help to prolong the
life of lead–acid cells. An important function of the BMS
is to manage overcharging and overdischarging of indi­
vidual cells.

One of the most important issues in the management
of a multicell battery is keeping the individual cells in
balance. Cell balance is another way of stating that, to the
extent possible, the SOC of all of the cells should be the
same. Despite our best efforts, the cells in a string will not
behave identically. There can be variations from the
manufacturing process that introduce small differences
in the cell resistance or in its capacity. Even if these
nonuniformities are eliminated, cells assembled into a
battery can experience different temperatures, depending
on their location in the pack. Cells can age differently too.
Although the same current passes through each cell in
series, this does not ensure that the state-of-charge of a
given cell remains synchronized with that of the other cells
in the string. Cells will not have exactly the same coulom­
bic efficiency, which will affect the usable capacity of the
battery. For example, every time the pack is charged, cells
with lower coulombic efficiencies will not charge to the
same extent as other cells in the pack. In spite of their
poorer charge performance, these weak cells are likely to
be discharged to the same extent as the other cells. This
means that their SOC relative to the other cells drops each
cycle. Eventually, the SOC of the weak cells will drop to
zero. Prior to that, the cell is likely to be damaged, perhaps
irreversibly. Damage of other cells in the string is also
possible. Illustration 8.3 demonstrates the impact of lower
charge efficiency on the SOC.

ILLUSTRATION 8.3

A string of 1 A�h NiCd batteries are cycled between 30
and 80% SOC. If the nominal current efficiency for
charging is 80%, but one weak cell has a coulombic
efficiency of only 70%, what happens to the SOC of
the weak cell with cycling?

The coulombs needed to restore the SOC of the
nominal cells is

Q � capacity � ΔSOC

ηnominal
coul

� 1A ? h � 0:5
0:8

� 0:625 A ? h:

The weak cell receives the same number of coulombs,
but a smaller fraction goes to restoring its SOC.
Instead of 0.5, the change in SOC of the weak cell is

ΔSOC � Qηweakcoul

capacity
� 0:625A ? h � 0:70

1:0A ? h
� 0:4375:

Thus, when discharged 0.5 A�h and subsequently
charged, the new SOC of the weak cell is
0.3+ 0.44= 0.74. After just one cycle, this cell only
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reaches 74% SOC. If the cycling continues discharg­
ing 0.5 A�h but only restoring with 0.44 A�h, this weak
cell will quickly reach 0% SOC during discharge as
illustrated in the figure. At this point, not only does the
cell fail to contribute power, it actually consumes
power and can be damaged.

A similar imbalance situation arises if cells have
slightly different rates of self-discharge (see Problem
8.13). The approach to dealing with these imbalances
depends on the cell chemistry and, in particular, the
tolerance of the cells for overcharge. For chemistries
that can tolerate overcharge, the individual cells can be
brought to nearly the same SOC by overcharging the
battery or pack. Although not energy efficient, this
approach is the simplest one to implement and does not
require continuous monitoring of individual cell potentials.

For cells, such as lithium-ion cells, that cannot tolerate
any overcharge, strict monitoring of the potential of indi­
vidual cells is required. Fortunately, rates of self-discharge
are low in lithium-ion cells and current efficiencies are near
unity, reducing the rate at which imbalances take place;
nonetheless, over time imbalances will arise. For a string of
cells, the useable capacity of the battery is controlled by the
capability of the weakest cell. To avoid the condition
shown in Illustration 8.3, the cells must be balanced. Since
overcharging is not an option, special circuitry within the
BMS is required to individually balance the charge in
every cell. As we saw previously, during charge the
potential is held at the cutoff value until the current
decreases to a set (low) value (∼C/20). In a string of cells,
the current is constant, but the voltage will vary slightly
from cell to cell. In passive balancing, energy is dissipated
in a shunt resistor for cells with excess SOC. In other
words, to avoid having the potential of any cell exceed the
prescribed voltage limit, some current bypasses the cell
through a shunt resistor. An alternative to passive balanc­
ing is active balancing. Here, energy from a cell with a high
SOC is moved to a cell with a lower SOC. Active balancing
requires more complicated electrical circuitry, but has
greater energy efficiency.

Knowledge of the SOC is an important aspect of cell
balancing. There are two approaches for determining the
SOC. Thefirst means is to simply count the coulombs passed
relative to a known condition. In doing so, current is taken as
positive during charge and negative during discharge.

to

Idt∫ tSOC � SOC� � �to ; (8.25)
capacity

where SOC(t0) represents the known condition. Let’s
consider some challenges with this approach. First, this

method is only accurate if the current efficiency is close to
one, although it can be corrected with use of an efficiency,
if known. The SOC calculated by Equation 8.25 will also
not be accurate if there are appreciable rates of self-
discharge. Finally, since the capacity of the battery
changes with time due to aging, the capacity used in
Equation 8.25 should be the capacity at time t0. Tempera­
ture also influences capacity and must be considered in
determining the SOC.

A second alternative to SOC determination is to
measure the open-circuit potential of the cell or battery.
With some chemistries, the potential change with SOC is
minimal (Figure 7.4); with others it is substantial. When
there is an appreciable change in the open-circuit potential
with SOC, measuring the voltage of the cell is a quick way
of estimating its SOC. Often, algorithms are used to
combine these two approaches to estimate the SOC.

Finally, we close with a couple of comments about
temperature. At either excessively high or low tempera­
tures, the current in or out of the battery may need to be
restricted by the BMS in order to avoid damage. Con­
cerns include the possibility for thermal runaway at high
temperatures, and the possibility of cell damage at
temperatures that are too low for acceptable operation
of the battery. Often individual lithium-ion cells have a
positive temperature coefficient (PTC) current-limiting
device that acts as a fuse to prevent thermal runaway.
Thermal management is an important aspect of battery
operation and will be considered in more depth in the
next section.

8.9 THERMAL MANAGEMENT
SYSTEMS

The spirally wound cylindrical cell is particularly conve­
nient to manufacture. Why then are these cells typically
small? To answer this question, heat removal must be
considered. A number of simplifying assumptions will be
made, but the basic physics will provide clear guidance
for the engineer. As was discussed in the previous
chapter, during operation heat is generated in the cell.
Here we will assume a resistive cell with a uniform rate of
heat generation, q_ (see Illustration 7.5). To solve for the
temperature in the battery, we start with a differential
energy balance:

000
∇2T � q_ � 0: (8.26)

kef f

This equation is applied to a cylindrical battery. keff is an
effective thermal conductivity in the radial direction.
There are no variations in the theta direction and we
assume that the cell is long in the z-direction so that the



problem becomes one dimensional, and in cylindrical
coordinates,

000q_1 @ @T
r � � 0: (8.27)

r @r @r kef f

For the spirally wound cell, a sheet of current collectors,
electrodes, and separators are wound around a shaft of radius
ri, and thefinal radius of the winding is r0 (Figure 8.9b). Two
boundary conditions are needed for Equation 8.27. We
assume that no heat is conducted to the shaft and that the
temperature is specified at r0:

@T
r � ri; � 0;

@r

r � r0; T � T0:

Equation 8.27 is separable and upon integration, the solu­
tion is

000q_ r2 2 2r0 � r � 2ri ln : (8.28)
4kef f

T � T0 � r0

Figure 8.13 shows the variation in temperature with radial
position. As seen in Illustration 7.5, the rate of heat
generation is proportional to the current, and therefore
proportional to the C-rate.

Next, we consider what happens when more windings
are added to the cell. The capacity of the cell is directly
proportional to the length, L, of the winding around the
shaft. The diameter or radius of the winding can be
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determined from basic geometric considerations:

δL
r � r2 � : (8.29)i π

δ is the thickness of the sheet that is being wound.
The results are shown in Figure 8.13. As the capacity

of the cell is increased (by adding windings), the tempera­
ture near the center, ri, increases. This relationship is
shown in Figure 8.14. The combination of increased
capacity and higher rates is limited by the maximum
allowable temperature of the cell. Even though it is effi­
cient to manufacture larger cells by winding more material,
heat removal constrains this approach to adding capacity.
This illustration also assumed that the temperature on the
outside of the cell is fixed. A more realistic boundary
condition would relate the rate of heat removal by conduc­
tion to the heat removal rate from the surface by con­
vection. This refinement would result in even higher
temperatures inside the battery.

Storing large amounts of energy has inherent safety
concerns. Although the challenge is best known with
lithium-ion cells, many different types of cells can undergo
thermal runaway. As illustrated previously, the operating
temperature of a cell is determined by the heat generation
inside the cell and the heat removal from the cell. This
analysis assumed that the rate of heat generation was equal
to the rate of heat removal; that is, a kind of steady state. As
the rate of heat generation increases, the cell temperature
rises until the rate of heat removal balances the rate of
generation. Thermal runaway, in contrast, refers to a tran­
sient condition where the internal cell temperature rises

Figure 8.13 Temperature profile in cell with C-rate as a parame­
ter. Cell capacity is 1.6 A�h. Figure 8.14 Effect of rate and capacity on maximum temperature.
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uncontrollably. For aqueous batteries, thermal runaway is
usually associated with a constant voltage or float charge. At
constant voltage, the current decreases during the taper
charge. If the temperature were to rise in one area, the
resistance of the cell decreases (lower ohmic and activation
overpotentials) and thus the local current density increases.
There is, however, negative feedback in this system. As
more charge is passed, the local equilibrium potential
increases; and therefore, the overpotential decreases, caus­
ing the current density to go lower. What happens, during
float charge or when most of the current is going into gas
evolution? The current flowing does not change the local
SOC of the electrode, and therefore the negative feedback is
removed. Now more current results in more heat generation
and a temperature rise. Higher temperature lowers the
polarization, leading to more current and more heat genera­
tion. If not controlled, thermal runaway can occur.

8.10 MECHANICAL
CONSIDERATIONS

Mechanical effects are important in battery design and
operation, and are often underappreciated. They impact
battery performance and longevity at a range of length
scales from the stress that develops in submicrometer-sized
particles of an active material to the macroscale structural
requirements of a large battery pack such as the 2-ton
battery pack used in a submarine. Frequently, the effects
are specific to a particular chemistry and cell design. A few
of these effects will be mentioned in this brief introduction,
but the analysis is by no means complete or in-depth.

First, we consider variations in the volume of a cell.
Volume changes can result from reactants and products
with different densities. For instance, it is common for the
negative electrode of a lithium-ion cell to experience a
volume change of about 10% with lithium intercalation. At
the same time, the positive electrode may change only 2%
or less. Thus, there is a net change in the volume of a
lithium-ion cell with state-of-charge. Volume changes in
battery cells also occur as components expand and con­
tract with changes in temperature. Internal stresses can be
caused by thermal expansion as a result of different
volume changes for the different materials that make
up the cell. Whether caused by the reaction or by temper­
ature, allowance for volume change is an important part
of battery design.

Second, it is necessary for cell design to provide
mechanical stability. Generally, we cannot let the cells
be completely unrestrained (to account for volume
changes, for instance). Cells in mobile applications are
also subject to vibration and shock. Again, the specific
needs vary significantly with the chemistry of the cell and
with the particular application. For example, a small

amount of compression is desired in order to prevent
delamination (connected to volume change) in cells where
the electrodes are coated onto a current collector. What if
the compression is too high? Excessive compression can
lead to creep of the polymer separator, causing a reduction
in its porosity and resulting in increased resistance or
increased mass-transfer overpotentials. This possibility
is explored further in Illustration 8.4. Other cells will
have different needs. Our purpose in this short section
was to briefly introduce you to the mechanical issues that
are an essential aspect of cell design and operation.

ILLUSTRATION 8.4

In this illustration we consider the impact of com­
pression on the separator of a lithium-ion cell. The
strain for two electrodes of a cell sandwich is given
by

ϵ � h � h0

h0
;

where h0 is the thickness in the assembled state (fully
discharged). The maximum thickness occurs when the
electrode is fully charged, which for the lithium-ion
cell under consideration is 105 μm. If the assembled
thickness of the electrodes is 100 μm, the strain is
calculated as

ϵ � 105 � 100
100

� 0:05:

The cell sandwich consists of a Cu current collector,
the negative electrode, a polymer separator, the posi­
tive electrode, and an Al current collector. The elastic
moduli of the other components are at least an order of
magnitude higher than that of the separator (effective
modulus for solvent-soaked porous separator). There­
fore, the separator will be the first component of the
cell to undergo plastic deformation. If the separator
has a porosity of 0.45, and a stress-free thickness of
30 μm, what is the final thickness and porosity of the
separator, as well as the stress?

Solution:
Assuming a negligible modulus for the separator, its
thickness would be reduced by 5 μm to 30� 5= 25
μm. The volume of polymer is unchanged, so that
the new void volume (porosity) is given by

ε � 1 � Ls;0
Ls

1 � ε0� � � 0:34:

Under these assumptions, there would be no stress in
the assembly.



Let’s check to see if the assumption of plastic
deformation is reasonable. The strain experienced by
the polymer is

ϵ � 25 � 30
30

� σ

E
:

Using an effective modulus, E, of 1 GPa, the
stress is 170 MPa, which is well above the yield
stress of 20 MPa. This would result in plastic
deformation of the separator.

CLOSURE

In this chapter, the process of selection and design of
batteries was introduced. The key factors are discharge
time, energy, and voltage. The discharge time profoundly
influences the electrode and cell design. The energy, or
capacity, determines the size of the battery. The desired
voltage is achieved by connecting multiple cells together in a
string. Capacity is changed by adding more active material,
and several means of accomplishing this addition were
considered, particularly with regard to rate capability.
Propermonitoringandcontrolof thecurrent to the individual
cells in the battery is critical during operation, but particu­
larly during charging. Finally, the importance of thermal and
mechanical aspects of battery design was introduced.
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PROBLEMS

8.1 You are asked to configure a battery with the following require­
ments: 1512 W�h, 200–400 VDC, and a discharge time of 3
hours. A lithium-ion battery is available with the following
specifications at a rate of C/3: nominal voltage of 3.5 V and
is manufactured in two sizes: 3.3 and 4.5 A�h. The cutoff
potential of the cells is 2.75 V, and the maximum charging
potential is 4.1 V. What configuration would you recommend?

8.2 For the same battery specified in Problem 8.1, what would be
the ideal capacity in A�h of the individual cells to achieve as
close as possible to 300 VDC for the nominal voltage of the
battery? Compare this answer to the configuration found in
Problem 8.11. Which would be preferred and why?

8.3 Derive Equation 8.23 for the maximum power for an ohmi­
cally limited cell. What is the expression for maximum
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power if there is a cutoff potential greater than one half of
the open-circuit potential?

8.4 You have a battery with a configuration of 50S-3P. The
specifications for individual cells are open-circuit potential
3.1 V, an internal resistance of 2 mΩ, and a capacity at 1C of
7 A�h. Assuming the cells are ohmically limited, what is the
maximum power that can be achieved? If individual cells
have a cutoff voltage of 2.75 V, what is the maximum power?
What must the value of the external resistance be to ensure
that less than 5% of the available power is lost because of the
connections?

8.5 The Tesla Model S electric car uses 6831 cells for the battery.
The cells are the so-called 18650 (cylindrical, 18× 65 mm)
lithium-ion cells, each with a capacity of 3.1 A�h and a
nominal voltage of 3.6 V. What is the capacity in kW�h
for the battery? How might you configure these cells to make
a pack? Discuss the challenges with packaging the large
number of cylindrical cells. A battery voltage of 300–400 V
is generally desired.

8.6 The nominal design of a 20 A�h cell is shown below. The tabs
for current collection are on the same side and the dimensions
of the cell �L �W � H� are 140× 100× 15 mm3. Alternative
designs are being considered.

Capacity L W
Option [A�h] [mm] [mm] Tabs

Nominal 20 140 100 Narrow,
same side

1 6.67 140 100 Narrow,
same side

2 20 200 140 Narrow,
same side

3 20 250 120 Opposite
sides, wide

(a) Assuming that the electrodes and current collectors
are unchanged and that the thickness of the current
collector is small relative to the cell thickness,
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what are the cell thicknesses of the alternate
designs?

(b) Discuss the advantages and disadvantages of these
alternatives. For option 1, three cells are required to
keep the capacity the same. Consider the following in
your answer:

i) heat removal

ii) uniformity of current density across the planform

iii) rate capability, resistance of current collectors and
tabs

8.7 L is the characteristic dimension of the electrode, δ is the
thickness of the current collector, and σ is its electrical
conductivity. The width of the electrode, perpendicular to
the section illustrated below, can also be assumed to have a
length equal to L so that the area of the electrode exposed to
the electrolyte is L2. Show that if the current density over the
electrode is constant (iy), the resistance to current flow in the

1current collector is 2σδ. This “average” resistance is defined
as the total current that enters the current collector divided
by the voltage drop across the current collector. Assume
that electrical connection to the current collector is made at
x = L, and treat current flow in the current collector as one-

xdimensional. Under these conditions, ix � iy . How shouldg
δ be scaled if it is desired to keep the resistance ratio of the
current collector and electrochemical resistance constant?
In other words, how should the thickness of the current
collector be changed in order to maintain a constant resist­
ance ratio if the size of the electrode, L, were increased or
decreased?

3494 kg�m�3. The cell area is 13 cm2. Is it feasible to redesign
this LiI cell to include the defibrillator feature and still meet
the energy and life requirements? Explain why or why not.

8.10 Using data from Figure 8.12, determine charging and dis­
charging resistance of the cell. The answer should be in
Ω�m2. Compare these values with the ohmic resistance of the
same cell. Discuss why the values are different.

8.11 For a 125 A�h lead–acid cell, after a discharge from 100 to
20% SOC, 119 A�h was required to restore the cell to a full
state-of-charge. Calculate the charge coefficient. How might
this charge coefficient change with the rate of discharge?
Temperature?

8.12 During charging of a lithium-ion battery, lithium ions are
transported to the negative electrode, where they are reduced
and then intercalate into the graphite active material. One
limitation on the rate of charging is the concentration of
lithium at the interface. If the rate is too high, then lithium
metal can plate, which is a dangerous situation. This level of
lithium is sometimes referred to as the saturation level.

(a) Qualitatively sketch the concentration profile of lithium
in the electrolyte and in the graphite. How do these
profiles change with the rate of charging?

(b) Discuss differences that correspond to the following
charging protocols: (1) constant current density of
20 A�m�2 until the saturation level of lithium is reached,
and (2) repeated pulses of charging at 25 A�m�2 for 3
seconds followed by a lower rate of 5 A�m�2 for
1 second.

8.8 For current collectors in lithium-ion cells, copper foil is used
for the negative electrode and aluminum foil for the positive.
Often the aluminum foil is about 1.5 times as thick as the
copper. Why is this done?

8.9 Problems 7.3 and 7.4 examined the LiI battery that is used for
implantable pacemakers. There is also a desire to have a
defibrillator capability, where a short high pulse of power is
occasionally required. Recall that the separator is formed in
place from the overall reaction. Assume that all of the
resistance is in the separator. At 37 °C, the LiI electrolyte
has an ionic conductivity of 4× 10�5 S�m�1. The open-circuit
potential of the LiI cell is 2.8 V. What is the maximum
thickness of LiI allowed so that the power requirements for
the defibrillator (3 W) can be met? LiI has a density of

8.13 Lithium-ion batteries have self-discharge rates of 1–2% per
month. If two adjacent cells in a long string connected in
series have rates of self-discharge of 1 and 2% per month,
respectively, and the battery is fully charged each month,
how long before the SOCs of these two cells vary by 5%?
The rate of self-discharge, however, can be as high as 5% in
the first 24 hours. If the initial rates of self-discharge for the
two cells are 3 and 5%, respectively, how does the answer
change? What role would the battery management system
play in this scenario?

8.14 A cylindrical cell is fabricated by winding the electrodes
around a shaft with a diameter of 2 mm. The length of the
winding is 1.8 m and its thickness is 0.5 mm. If the rate of
heat generation is 50 kW�m�3 and the effective conductivity



in the radial direction is 0.15 W�m�1�K�1, what is the maxi­
mum temperature of the cell at steady state?

8.15 Rather than specifying the temperature at the outside of the
cell as was done in Section 8.9, in practice heat is removed by
forced convection. What is the appropriate boundary condi­
tion? Use h for a heat-transfer coefficient and T1 for the
temperature of the fluid. Solve the differential equation to
come up with an equation equivalent to (8.28). In general,
would liquid or air cooling be more effective? Why?

8.16 The analysis in Section 8.9 is for a cylindrical cell. Develop a
similar analysis for a prismatic cell. Assume that all the heat
is removed from the top and bottom of the cell (i.e., assume
there is no heat loss from the sides). Furthermore, heat is
removed from the bottom of the cell using convection
through a cold plate (hc, Tc) and from the top to ambient,
also by convection (ha, Ta).

8.17 Electrodes for lithium-ion cells are made by coating active
material onto both sides of metal foils. The coated electro­
des are then wound with a polymer separator or stacked to
form a cell sandwich. Given the dimensions and physical
properties in the following table, calculate the effective
conductivity in the in-plane (||) and through-plane (?)
directions for a prismatic cell sandwich. What are the
implications for the design of a cell and heat removal?
Use the following formulas:

ti kitiand :k? � ti
kjj � ti=ki

Thickness, Conductivity, ki
Component ti [μm] [W�m�1�K�1]

Al current collector 45 238

Positive electrode 66 1.5
material

Cu current collector 32 398

Negative electrode 96 1.0
material

Separator 50 0.33

8.18 Negative feedback was mentioned in Section 8.9 as an
important feature in preventing thermal runaway of cells.
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For the following instances, explain the role of feedback in
either reducing or exacerbating temperature variations.

(a) Because of ohmic resistance of the current collectors, the
current density over the electrode is not uniform. The
current density is higher near the tabs.

(b) During normal discharge of a single cell, heat removal is
not uniform and a local temperature rise occurs at one
spot in the planform of a cell.

(c) For valve-regulated lead–acid battery thermal runaway
is a possibility during float charge at a fixed voltage. In
these cells, rather than being vented, oxygen generated at
the positive electrode is directed to the negative electrode
where it reacts exothermically. Up to 90% of the current
during float charge goes to this oxygen recombination.

8.19 Consumers desire to charge their electric vehicles as quickly
as a conventional car can be refueled. If time for refueling
with gasoline is about 2 minutes, at what C-rate would the
battery need to be recharged in the same period? For a
50 kWh battery, what power corresponds to this rate?
Frequently, researchers report extremely high rates of charge
and discharge for tiny experimental cells, typically with very
thin electrodes. What challenges exist in translating these
results to a full-sized electrical vehicle battery?

8.20 A coin cell is prepared by sealing layers of material in a can.
A spring washer is included to apply a controlled force on the
assembly. Using the data for the layers below, if the final
thickness of the sandwich is 2.4 mm, what is the normal
stress? The spring has an initial thickness of 2 mm and a
spring constant of 120 kN�m�1. The diameter of the layers is
1.4 mm.

Cell component
Initial thickness

[mm]
Elastic modulus

[GPa]

Anode spacer

Anode

Separator

Cathode

Cathode spacer

0.50

0.070

0.025

0.070

0.50

210

15

1

70

210

8.21 Derive Equation 8.29. (Hint: How might you express the
volume of the wound and unwound cell?)
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Chapter 9


Fuel-Cell Fundamentals

Fuel cells are energy conversion devices. In contrast to
batteries, fuel cells do not store energy, but are used to
convert the chemical energy of a fuel directly into elec­
tricity. This chapter will help you to gain a general under­
standing of the operation of fuel cells and an appreciation
for the role that key components, such as the electrolyte,
play with respect to fuel-cell design and operation. An
important objective of the chapter is to guide you to a
detailed understanding of the current–voltage relationship,
or polarization curve, for a fuel cell. There are many
varieties of fuel cells. After introducing some common
types and providing the principles of fuel-cell operation,
we will take a more in-depth look at two types of fuel cells:
the proton-exchange membrane fuel cell (PEMFC) and the
solid oxide fuel cell (SOFC). The concepts learned here
will be applicable to other fuel-cell systems that an electro­
chemical engineer may encounter. The principal reason for
considering fuel cells for energy conversion is efficiency.
Therefore, a system-level treatment of fuel-cell systems is
critical. After examining the more fundamental electro­
chemical aspects in this chapter, broader systems implica­
tions will be considered in Chapter 10.

9.1 INTRODUCTION

Operation of a methanol fuel cell is illustrated in
Figure 9.1. This particular fuel cell uses a proton-exchange
membrane separator in which the ionic current is carried by
protons. In contrast to batteries, where we were careful to
use the terms negative and positive for electrodes rather
than anode and cathode, the terms anode and cathode are
appropriate and unambiguous when applied to fuel cells. In
fact, while either set of terms is acceptable, anode and
cathode are more commonly used. At the anode (negative
electrode), methanol is oxidized to produce carbon dioxide
and protons. The protons move toward the cathode (posi­
tive electrode) through the electrolyte. At the cathode,
oxygen is reduced to form water. Electrons move through

Electrochemical Engineering, First Edition. Thomas F. Fuller and John N. Harb.

an external circuit from the anode to the cathode:

CH3OH � H2O ! CO2 � 6H� � 6e� anode
O2 � 4H� � 4e� ! 2H2O cathode
CH3OH � 1:5O2 ! CO2 � 2H2O overall

The overall reaction is the reaction of methanol and oxygen
to form water and carbon dioxide, which is the same
reaction that would have resulted from burning the metha­
nol. The increased efficiency of the fuel cell comes from
using the fuel directly to produce electrical work rather
than combusting the fuel in a thermal process, such as is
done in an internal combustion engine.

Methanol is just one of a number of possible fuels, the
most common of which is hydrogen gas. The fuel cell in
Figure 9.1 is known as a direct methanol fuel cell because
the fuel is oxidized at the anode without first being
converted to hydrogen by a chemical process called refor­
mation. Figure 9.1 also identifies a number of basic
components used in fuel cells. These components and
their functions will be discussed in this and the next
chapter. In contrast to a combustion process that only
releases heat, the conversion of methanol to carbon dioxide
and water occurs in the fuel cell through two separate
electrochemical reactions. As a consequence, fuel cells are
not thermal devices and are not limited by the Carnot
efficiency of heat engines.

Thermodynamics (Chapter 2) informs us about the
equilibrium potential of the half-cell reactions and overall
cell, as well as the enthalpy of the overall reaction. The
equilibrium potential, U, is related to the change in Gibbs
energy according to Equation 2.3. For the methanol fuel
cell at standard conditions,

�ΔGo 702; 3306
Uθ � � � 1:21 V:

nF 6F

A second important thermodynamic quantity is the change
in enthalpy associated with the reaction. For the methanol
reaction, this change in enthalpy at standard conditions is

 2018 Thomas F. Fuller and John N. Harb. Published 2018 by John Wiley & Sons, Inc.
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Figure 9.1 Direct methanol fuel cell that uses an acid electrolyte.

calculated with the data from Appendix C:

ΔH°f ;CO2 � 2ΔH°f ;H2O � ΔH°f ;CH3OH � �726:5 kJ mol�1:

In calculating both ΔG° and ΔH°, liquid water and liquid
methanol were assumed. Since the overall reaction is the
same as the combustion of methanol, we expect the
reaction to be highly exothermic with a change in enthalpy
that is a large negative value. Let’s use the first law of
thermodynamics to examine the fuel cell, as depicted in
Figure 9.2. For an open system, the change in enthalpy is
equal to the heat transfer to the system, Q, minus the
electrical work done by the system:

ΔH � Q �W : (9.1)

Note that the signs for Q and W depend on an arbitrary
convention; here, positive indicates heat transfer to the
system and work done by the system. ΔG, and therefore U,
represent the maximum electrical work that can be
obtained from the cell corresponding to a reversible pro­
cess occurring at an infinitesimally slow rate. The electro­
chemical engineer is interested in designing a practical
device where rate, size, and cost are important considera­
tions. Much of this chapter will focus on how the rate
(think of current density) affects the useful electrical work
that can be extracted. Chapter 10 will expand this discus­
sion and apply the principles to more complete systems.
Mass and energy balances will illustrate many key ideas
that will be addressed in more detail in the subsequent
sections.

Figure 9.2 Fuel cells are open systems with reactant streams
entering and exiting the fuel cell.

The efficiency of the fuel cell can be expressed as the
electrical work produced divided by the energy available in
the reactants. In contrast to the typical battery, fuel cells are
not cycled but operate indefinitely with the continuous
flow of fuel and oxidant. Thus, our analysis will involve
rates of energy (power). Assuming that we provide m_ i
[kg�s�1] of reactants, the voltage efficiency of a fuel cell is

ηf c
rate of electrical energy from cell�V maximum rate of electrical energy
electrical power from cell�

theoretical power from cell (9.2)
IV IV V� � � :

m_ i I U��ΔGrx� �nFU�
Mi nF

We have used both Equation 2.3 and Faraday’s law to
eliminate the current. The net electrical work done by the
cell is simply the cell current multiplied by the operating
potential of the cell. The efficiency we have defined, ηV

f c, is a
type of voltage efficiency. Here, we have presumed that the
reactants are supplied in exactly stoichiometric quantities.
Clearly, we’ll want the cell voltage to be as high as possible
in order to maximize efficiency. Thus, minimization of
ohmic, kinetic, and mass-transfer losses in the cell is desired,
just as was with batteries. Compare this definition with the
voltage efficiency used for batteries. Why are they different?

ILLUSTRATION 9.1

A hydrogen oxygen fuel cell is operating at 0.7 V.
What is the fuel-cell voltage efficiency? You may
assume standard conditions.

Solution:
Assuming that the hydrogen and oxygen are supplied
in exactly stoichiometric amounts and at standard
conditions at 25 °C, the change in Gibbs energy is



given by Equation 2.3. For the H2/O2 fuel cell this
value is 1.229 V. The efficiency of this specific fuel
cell is therefore

η f c 0:7
V � � 0:57

1:229

or 57%. In general, efficiency is a function of the
specific operating conditions, which differ from the
standard state.

We’ll see in Chapter 10 that the analysis of efficiency
done here, while appropriate from a fundamental perspec­
tive, is not adequate for the characterization of fuel-cell
systems. For example, it does not account for the fraction
of the current or power from the fuel cell that goes to
operating ancillary equipment, such as a blower to supply
air; this power is subtracted from the gross power, IV, to
get the net electrical power produced. Also, by conven­
tion, the change in enthalpy (ΔH) is often used as the
benchmark rather than the change in Gibbs energy. This
convention is rooted in history more than science. The
analysis of efficiency for fuel cells is explored further in
Chapter 10. In this chapter we next describe several types
of fuel cells. We will then look in detail at the polarization
curve from a fuel cell.

9.2 TYPES OF FUEL CELLS

There are many different kinds of fuel cells, which are
distinguished primarily by the electrolyte used and also by
the type of fuel that is consumed. The most common fuel is

Table 9.1 Types of Fuel Cells
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hydrogen gas; hydrocarbons are frequently reformed to
produce hydrogen for consumption in the fuel cell. Fuels
other than hydrogen can also be used directly, such as in
the methanol fuel cell discussed earlier. The electrolyte is
important because, more than anything else, the nature of
the electrolyte determines the structure of the electrode, the
design of the individual cell, how individual cells are
combined to form the cell-stack assembly (CSA), and
even the architecture and control of the fuel-cell system.
In all instances, the electrolyte should have a high ionic
conductivity and a low electronic conductivity. It should
also provide a reasonably good barrier to the transport of
reactants between electrodes. Referring back to Figure 9.1,
without a barrier the methanol and oxygen would mix and
combust on the electrocatalyst, releasing heat rather than
undergoing separate electrochemical reactions to produce
electrical work.

Some of the more common fuel-cell types are identi­
fied in Table 9.1. Note that the temperature of operation
ranges from room temperature up to 1000 °C. When
evaluating a new fuel cell, understanding the physical
and chemical properties of the electrolyte is a natural place
to begin with. The choice of electrolyte and temperature of
operation are closely linked. The properties of the electro­
lyte influence the temperature of operation, the electro­
catalysts selected, the approaches to water and thermal
management, and the system design. Ultimately, these
electrolyte properties also drive the selection of materials.

Each type of fuel cell has its own advantages and
limitations. For example, a low-temperature fuel cell may
offer the advantages of rapid start-up and shutdown, as well
as the possibility of using a broader set of materials for fuel-
cell construction. However, such fuel cells may be

Fuel-cell type Main application
Operating
temperature [°C] Comments

Direct methanol Portable power 25–90 Uses same membrane as PEM FC

Proton-exchange
membrane (PEMFC)

Automotive, buses
portable

60–90 Tolerant to carbon dioxide in air
Requires precious metal catalysts
Rapid start-up and shutdown

Alkaline (AFC) Space 80–100 Requires pure hydrogen and oxygen
Nonprecious metal catalysts possible

Phosphoric acid (PAFC) Stationary, combined
heat and power

180–220 Operates on reformed fuels
Long life
Some cogeneration possible

Molten carbonate
(MCFC)

Stationary, combined
heat and power

600–650 High efficiency
Good cogeneration

Solid oxide (SOFC) Stationary, combined
heat and power

650–1000 High efficiency
High temperature limits materials available and makes

thermal cycles challenging
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Table 9.2 Anode and Cathode Reactions for Different Types of Fuel Cells Operating on Hydrogen and Oxygen

Fuel-cell type Anode Cathode

Alkaline

Acid

Oxygen conducting ceramic, solid oxide

H2 � 2OH� ! 2H2O � 2e�
H2 ! 2H� � 2e� �0 V�
O2� � H2 ! H2O � 2e�

��0:828 V� O2 � 2H2O � 4e� ! 4OH� �0:401 V�
4H� � 4e� � O2 ! 2H2O �1:229 V�
O2 � 4e� ! 2O2�

challenged to find the electrocatalysts needed to carry out
the oxidation and reduction reactions effectively at the
lower operating temperature. The appropriate type of fuel
cell depends on the application, and the references avail­
able at the end of the chapter provide information on fuel
cells suitable for a wide variety of applications. For our
purposes here, we narrow the focus of the rest of this
chapter to fuel cells that use hydrogen as the fuel. Natural
gas, higher alcohols, and a variety of hydrocarbons can
also serve as fuels and will be treated in the next chapter.
While it is possible to use other oxidants, oxygen is used
almost invariably, and air is likely the source of the
oxygen.

Let’s now consider the operation of hydrogen fuel
cells in more detail. Operating with hydrogen as the fuel,
Table 9.2 shows the electrode reactions for three electro­
lytes: alkaline, acid, and an oxygen-conducting ceramic.
Note that the half-cell reactions are different in different
electrolytes. However, the overall reaction obtained from
each pair of half-cell reactions is the same, namely, the
reaction of hydrogen and oxygen to form water:

2H2 � O2 ! 2H2O

Additionally, the half-cell potentials sum to the same value,
1.229 V, under standard conditions. Nonetheless, the oper­
ation and design of the fuel cell depend dramatically on the
nature of the electrolyte. For example, while hydrogen
always reacts at the anode and oxygen at the cathode, water
can be produced at either the anode or the cathode, depend­
ing on the electrolyte. The current carrier is different for each
of the three electrolytes considered. In the acid case, the ionic
current is conducted by protons that move from the anode to
the cathode. In the case of the alkaline cell, hydroxyl ions
carry the current in solution and move in the opposite
direction (cathode to anode), although the direction of the
ionic current does not change. Finally, for the oxygen-
conducting ceramic, oxygen ions move from the cathode
to the anode. In all circumstances, electronsflow through the
external circuit from anode to cathode.

In spite of important differences, such as those just
mentioned, the electrochemical principles that govern
the operation of fuel cells are much the same. The
application of those principles is explored in the next
section.

9.3 CURRENT–VOLTAGE
CHARACTERISTICS AND
POLARIZATIONS

A key objective in this chapter is to gain a detailed
understanding of what is known as the polarization curve.
This curve represents the steady-state relationship between
the potential of the cell, Vcell, and its current density, i. It is
typically measured experimentally. During this measure­
ment, the temperature and pressure are held constant, and
the flow of reactants is either fixed or proportional to the
current density. Figure 9.3 shows example curves for three
types of fuel cells: AFC, PEMFC, and SOFC. As we expect
for a galvanic cell, the potential decreases as the current
density increases. The current–voltage characteristics of a
fuel cell can be understood with use of the principles that
we have already learned, namely, thermodynamics, kinet­
ics, ohmic losses, and mass transfer. It turns out that, to a
good approximation, each of these determines the behavior of
a part or section of the polarization curve as follows: (i) open-
circuit potential (thermodynamics), (ii) low-current behavior
(kinetics), (iii) behavior at moderate currents (ohmic losses),
and (iv) the behavior at high currents (mass transfer).

Figure 9.3 Example polarization curves for PEM, AFC, and
SOFC.



Thermodynamics
Looking at Figure 9.3, we see that the potentials at open
circuit (zero current density) vary. Also, note that none of
the curves reaches 1.229 V (the equilibrium value found in
Appendix A) at zero current. There are several factors that
can explain these data. First, let’s consider the impact of
temperature, which is different than 25 °C for all three
cases. The influence of the temperature on the equilibrium
potential can be estimated by integrating Equation 2.16b.
Assuming that the change in enthalpy does not vary with
temperature, the resulting expression is

T ΔHθ T
Uo Uθ Tθ� � �T � � � � 1 ; (9.3)

Tθ nF Tθ

where the temperature ratios must be in absolute units.
Figure 9.4 shows the equilibrium potential, Uo, as a
function of temperature as given by Equation 9.3. Also
included are the results of a more accurate calculation that
does not assume a constant enthalpy change and is needed
for increased fidelity at high temperatures. This graph was
created assuming that the product water is formed as a
vapor rather than a liquid, so the standard potential at 25 °C
is 1.184 instead of 1.229 V. The equilibrium potential is
1.171 V at 80 °C, and drops to 0.9794 V at 800 °C.

Let’s compare the results of these calculations with the
open-circuit potentials observed in Figure 9.3 for each type
of fuel cell. Starting with the SOFC data, we see that the
potential at zero current is actually higher than the value
calculated at 800 °C. How can these data be explained? In
addition to the influence of temperature on the equilibrium
potential, the effect of gas composition must be considered.

Figure 9.4 Effect of temperature on the equilibrium potential of a
hydrogen/oxygen fuel cell. Water is assumed to be a vapor.
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Using the methodology of Chapter 2, we arrive at the
following equation for a hydrogen–oxygen fuel cell, where
the activity has been retained:

RT aH2a
0:5

U � U0 � ln O2 : (9.4)
2F aH2O

Note that the activity correction term is also a function of
temperature. The equilibrium potential, U0, is at the oper­
ating temperature. The nature of the electrolyte does not
affect this equation, which applies to all three types of fuel
cells. At 100 kPa, the activity of each gas species can be
taken simply as its mole fraction, and the equilibrium
potential can be calculated. For the SOFC data, the anode
gas stream is 94% hydrogen and 6% water. The cathode is
pure oxygen. Thus, at 800 °C

RT �0:94� 1� �
U � 0:9794 � ln � 1:11 V;

2F �0:06�
which is close to the value found in Figure 9.3. It is typical
that for many high-temperature fuel cells, the open-circuit
potential is close to the thermodynamic value.

For the alkaline system operating with pure oxygen,
the mole fractions of water, hydrogen, and oxygen are all
about 0.5. However, the pressure is above standard condi­
tions (p= 100 kPa), and the activity for an ideal gas is
ai � pi=p

0. Thus, at 80 °C and 414 kPa,p
RT �2:07� 2:07

U � 1:171 � ln � 1:172 V:
2F �2:07�

In this case, the OCV is a bit less than the thermodynamic
value. The reduced value can be explained by permeation of
oxygen and hydrogen across the separator (see Problem 9.16).
Finally, we examine the PEM fuel cell. Here, the cell is
operating on air. Both the air and fuel are humidified, contain­
ing 47 mol% water vapor. Thus, the mole fractions are roughly
yH2O= 0.47, yH2

= 0.53, and yO2
= 0.21× 0.53= 0.11.

p
RT �0:53� 0:11

U � 1:171 � ln � 1:156 V:
2F �0:47�

The data in Figure 9.3 for the PEMFC are well below this
value. There are two important reasons for the observed
difference in potential. As in the AFC example, there is
some permeation of reactants across the electrolyte, which
results in a mixed-potential and depression of the OCV. A
second, more important, reason is the sluggishness of the
oxygen reduction reaction in acid at low temperatures. The
reaction is so slow that even minute impurities and con­
taminants can compete with the oxygen reduction reaction.
Therefore, in low-temperature acid systems, the thermo­
dynamic potential is difficult to achieve experimentally. To
summarize, the open-circuit potential (zero current) is
predicted theoretically by thermodynamics. However,
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quite often these thermodynamic values are not observed
because of finite permeation of reactants through the
separator, impurities, and side reactions. In particular,
the reaction for oxygen in acid media at low temperatures
is highly irreversible, and the thermodynamic potential is
hard to achieve in practice. Finally, we note that the
equilibrium potential is about 1 V for a fuel cell, indepen­
dent of the chemistry. This uniformity is in contrast to
batteries, where large variations in the equilibrium poten­
tial are observed for different chemistries.

Kinetics
As we know from Chapter 3, the kinetics of electro­
chemical reactions depends strongly on overpotential,
catalysts, and temperature. We will focus initially on
the low-temperature fuel cells: PEM and AFC. Referring
to Figure 9.3, drawing a small current from these cells
causes the cell potential to decrease rapidly, followed by
a more gradual decline. An alternative way to examine
these same data is with a Tafel plot as shown in
Figure 9.5. There are two main differences between
the polarization curve and the Tafel plot. First, the cell
potential is plotted as a function of the logarithm of the
current density. Second, the ohmic resistance is removed
as discussed in Chapter 6. Figure 9.5 shows the original
data for the PEMFC along with the iR-corrected data. At
high current densities, mass-transfer effects are present;
but at lower current densities, the iR-corrected curve
clearly shows the kinetics and the corresponding surface
overpotential. Generally, the kinetics of low-temperature
fuel cells is described well by the Butler–Volmer

Figure 9.5 Tafel plot used for low-temperature PEM fuel cell
from Figure 9.3.

equation. Recall that the oxygen reduction reaction
(ORR) is highly irreversible, whereas the hydrogen oxi­
dation is fast. Consistent with this, the kinetic polariza­
tion at the hydrogen anode is negligible, and we only
need to consider the polarization at the oxygen electrode.
With the slow ORR kinetics, a large overpotential is
needed to achieve any appreciable current; therefore, the
reaction operates in the Tafel regime and polarization
losses vary linearly with the logarithm of current density.
As a result, we can readily obtain basic kinetic informa­
tion for the oxygen reduction reaction from the data as
plotted in Figure 9.5. The slope of the curve can be
measured and is described as the Tafel slope in V per
decade (see Section 3.5 and Illustration 9.2). Often it is
assumed that for ORR αc� 1, and the value of the Tafel
slope is estimated as follows:

RT �8:314�353 V
Tafel slope � ln 10 � 2:303 � 0:07 :� �

αcF � �964851 dec

(9.5)

By comparison, the data in Figure 9.5 indicate a value of
0.06 V/decade. Referring back to Figure 9.3, when plot­
ted on a linear scale, the polarization curve is not straight.
At low current densities, ohmic and mass-transfer polar­
izations are small and the cell potential is dominated by
the reaction kinetics. Ohmic losses, which scale linearly
with the current density, increase in relative importance
as the current increases. Thus, strong curvature at low
current densities is an indication of sluggish reaction
kinetics.

The Tafel slope is a key descriptor of the kinetics of
oxygen reduction in low-temperature fuel cells.

Tafel slope � 2:303
RT

αcF
:

The units are V per decade.

Next, we can examine the data for AFC (Figure 9.3). Here
the story is much the same, but note that the bowed portion
at low current density (kinetic control) is smaller. Tafel
kinetics still applies; but, compared to the PEMFC, the
kinetics for oxygen reduction are much faster in alkaline
media.

In the case of SOFC, the temperature is so high that the
overpotential for the reaction is much less important than
for low-temperature fuel cells. There is only a slightly
noticeable curvature in the polarization curve at low
current densities. Use of the Butler–Volmer equation for
solid oxide fuel cells is explored in Problem 9.20.



ILLUSTRATION 9.2

If oxygen reduction kinetics are described by a
Tafel equation that is first-order in oxygen pressure:

i � �i0 pO2

pref
exp

�αcF V � U� �
RT

;

estimate the change in potential for a one-decade
change in current density assuming that the fuel cell
is operating in the kinetic region at 25°C. Write the
Tafel equation for i1 and i2, which are rearranged to give

ln
i2
i1

� �αcF V2 � V1� �
RT

:

If αc= 1, then for a change of 10 in the current density,
the potential change is

ΔV � V2 � V1

� �ln �10� 8:314� � 298 K� �
96485

� 1000 � �59
mV

decade
:

This is equivalent to the Tafel slope calculation from
Chapter 3. The slope is negative since it is a cathodic
reaction and a lower voltage gives a higher current. In
practice, only the magnitude of the Tafel slope is
typically reported since the sign is understood from
the reaction.

Ohmic Region
At moderate current densities, the importance of ohmic
polarization increases compared to the activation polariza­
tion. Ohmic losses increase linearly with current, whereas
kinetic losses are proportional to the logarithm of current
density. The absolute magnitude of the kinetic polarization is
still large for the PEMFC, but it increases much more slowly
than the ohmic polarization at moderate current densities,
resulting in a linear decrease in cell voltage with increasing
current density. This linear region of the polarization curve is
the ohmic region. Referring to Figure 9.3 again, we see that
above a few thousand A�m�2, the polarization curves for all
three cells are roughly linear. However, the slopes of the
curves are not the same. This slope, which we will refer to as
the ohmic resistance, is largely dependent on the conductivity
and thickness of the electrolyte.

ΔV L
slope � � � RΩ Ω ?m2 : (9.6)

Δi κ
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Thus, either decreasing the thickness of the separator or
increasing its conductivity will reduce the slope of the
polarization curve and lower ohmic losses. Using the
example polarization curves from Figure 9.3, the resistance
of this SOFC (0.04 Ω�m2) is a little more than three times
higher than the resistance of the PEMFC.

Mass Transfer
Finally, as the current density increases further, mass-
transfer effects become important. Reactants and products
are transported to and from the catalyst sites due to
molecular diffusion and bulk fluid motion. For instance,
consider oxygen at the cathode. Assuming that the source
of oxygen is atmospheric air, the initial concentration of
oxygen is only 21%, with the balance mostly N2. Depend­
ing on the type of fuel cell, water vapor or other gases can
be present. For instance, gases are saturated with water
vapor in a typical PEM fuel cell, which at 80 °C corre­
sponds to almost 50% water vapor. As oxygen is consumed
at the electrode surface, a concentration gradient develops
between the bulk stream and the surface. In the extreme,
the concentration of oxygen approaches zero at the surface
and the limiting current is reached. Of the three examples
shown in Figure 9.3, the PEMFC shows the most obvious
effect of mass transfer near 25 kA�m�2, where the potential
of the cell drops rapidly with current density. The SOFC
appears to have small additional polarization due to mass
transfer near 18 kA�m�2, but this is largely masked by the
large ohmic polarization. Unfortunately, the data for the
AFC do not extend much beyond 10 kA�m�2. However,
the use of pure oxygen in the AFC will reduce the mass-
transfer resistance relative to that of the PEMFC, which
uses air.

Recall that the efficiency of a fuel cell is proportional
to the potential of the cell as shown in Equation 9.1. Thus,
the fuel cell is more efficient at low power or low current
densities. This behavior is a key feature of fuel cells. In a
well-designed system, operation in or near the mass-trans­
fer region is avoided.

The polarization of SOFC and PEMFC are summa­
rized pictorially in Figure 9.6. For the data in Figure 9.3,
the operating potentials of the two cells are nearly the
same, ∼0.7 V, at a current density of 8 kA�m�2. The
thermodynamic potentials are close too. However, the
individual contributions to the overall polarization are
quite different. It is important that the electrochemical
engineer know the dominant source of polarization in
order to determine the types of changes in cell design
that are likely to improve performance. For instance,
looking at Figure 9.6 and holding the operating potential
at 0.7 V, we would conclude that the current density of
the SOFC could be improved dramatically with a thinner
electrolyte. In contrast, most of the polarization for the
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Figure 9.6 Polarizations of the PEM and solid oxide fuel cells shown in Figure 9.3 at a cell potential of 0.7 V.

PEMFC is at the cathode, and a thinner electrolyte
would cause minimal improvement in current density
at 0.7 V.

9.4 EFFECT OF OPERATING
CONDITIONS AND MAXIMUM
POWER

It is important to understand how changes in operating
conditions influence the efficiency of and power available
from a fuel cell. Two important variables that influence
fuel-cell operation are temperature and reactant compo­
sition (partial pressure of gases). In this section, we
examine the effect of these variables on the ohmic,
kinetic, and concentration (mass-transfer) overpotentials
that directly impact the operating voltage and efficiency
of the fuel cell.

� ηVcell � U � iRΩ � ηs;anode s;cathode
(4.58a)� η � ηconc;anode conc;cathode :

A thorough understanding of these coupled effects can
be rather involved; our approach here is to simply provide
some insight into important cause-and-effect relationships.
Broadly speaking, increasing temperature lowers the equi­
librium potential slightly and reduces the key overpoten­
tials. Thus, if other factors are kept constant, higher
temperature results in a higher cell potential and a more
efficient fuel cell. When analyzing the effect of tempera­
ture and composition, it is important to have an under­
standing of the relative magnitudes of the major

polarizations or losses in the system, Figure 9.6 for
instance, in order to guide one’s focus.

Let’s start with ohmic losses. The major source of
ohmic losses is the resistance of the electrolyte,
RΩ � L=κ. Temperature has a strong effect on conductivity.
The behavior of conductivity of the electrolyte with temper­
ature can be complex. For our purposes, think of it as an
activated process, and the electrical conductivity increases
with temperature according to an Arrhenius relationship:

�Ea;κκ∝ expf g, where Ea;κ is the activation energy for theRT

conduction process. Values of the activation energy can
vary widely, but are on the order of a kJ mol�1. Thus, as
temperature increases, the conductivity of the electrolyte
increases and the ohmic loss decreases. Pressure, on
the other hand, has a negligible effect on the conduction
process.

Temperature influences the kinetic overpotential in
several ways, namely, through the exchange-current den­
sity, the equilibrium potential, and via the explicit temper­
ature dependence in the exponential term of the kinetic
expression (e.g., Butler–Volmer equation). Temperature
may also cause the reaction mechanism to change, which
can appear as a change in a parameter that is normally not a
function of temperature. Perhaps the most important of
these is the influence of temperature on the exchange-
current density, i0, as introduced in Chapter 3. This param­
eter represents the rate per area of the forward and reverse
reactions at equilibrium. Since this parameter is associated
with the energy barrier between reactants and products, it is
not surprising that it also follows an Arrhenius relation­
ship. Specifically,

�Ea;iio �T� � A exp : (3.18)
RT
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The activation energy, Ea,i does not have the same value as
the one that describes the conductivity; the proportionality
constant is also different. As shown in Equation 3.18, the
exchange-current density increases with increasing tem­
perature, the kinetics for the reaction improves, and the
kinetic polarization decreases.

We also saw in Chapter 3 that the exchange-current
density depends on the composition of reactants and
products. When considering the effect of pressure on
the kinetic overpotential, this relationship must be
known. Based on the simple analysis shown in
Chapter 3, we anticipate that the compositional depen­
dence of the exchange-current density can be approxi­
mated as

γ1 γ2c1 c2
io � io;ref
 (3.20b)
c1;ref c2;ref

Since many of the reactions of interest in fuel cells are
complex, experimental data are usually needed to deter­
mine the exponents in the above equation. Alternatively,
data can be used to determine in more detail the actual
mechanism as a basis for an improved description of the
composition dependence. Finally, we note that instances
in which the kinetic polarization is significant or domi­
nant are invariably connected with a large kinetic over-
potential and can frequently be described with Tafel
kinetics. This is true for the oxygen reaction at the air
electrode in a PEM fuel cell where, even at very modest
current densities, the kinetics are highly nonlinear and far
from equilibrium. In contrast, the hydrogen electrode
(anode) in a PEM fuel cell has rapid kinetics and, as a
result, remains close to its equilibrium potential.
Thus, for the hydrogen electrode, we can use the

thermodynamic relationships from Chapter 2 to estimate
changes in its potential with pressure.

The last overpotential to consider is that due to
concentration polarization. If we consider the limiting
current associated with gas transport by diffusion,

Dici Dipiilim � nF � nF ; (9.7)
δ δRT

where δ is the thickness of the diffusion layer. For an ideal
gas, the concentration is proportional to the partial pressure.
This change in concentration is the dominant effect of
pressure. Simply, as the partial pressure increases, the limit­
ing current increases and the concentration polarization
decreases. For a change in temperature, we can see that
the gas-phase concentration decreases with increasing tem­
perature as 1/T. In contrast, the dependence of the diffusivity
on temperature is greater than that of the concentration, and
leads to an increase in the diffusivity with increasing
temperature. The net result is a small increase in the limiting
current with increasing temperature.

The above discussion can be summarized to provide
the general guidelines shown in Table 9.3. Again, these are
only general guidelines based on simplification of the
actual coupled effects. In addition, there are factors that
limit the temperature of operation and, therefore, counter
the benefits of higher operating temperatures. The most
important of these are materials considerations as most
materials of construction are not thermodynamically stable
in the fuel-cell environment. A common example is car­
bon, which is used extensively in low-temperature fuel
cells. The standard potential for the corrosion of carbon is
0.207 V, well below typical operating potentials found in
fuel cells. Therefore, carbon would be expected to oxidize
under fuel-cell conditions. Fortunately, the poor kinetics
allows for operation with carbon, but this becomes more

Table 9.3 Effect of Temperature and Pressure on Fuel-Cell Performance

Factor Temperature	 Pressure

U	 ΔH< 0 for fuel-cell reactions. Therefore U decreases with
increasing temperature; effect is not large, Equation 2.18

RΩ Resistance is strongly lowered as the temperature is increased.
The conductivity is an activated process that increases

�Ea;κexponentially with temperature: κ � κoexp RT

ηs Exchange-current density is an activated process and increases
�Ea;iexponentially with temperature: i0 � A exp RT

ηconc	 Diffusion coefficient in the gas phase depends roughly on the
temperature to the 3/2 power, but concentration decreases with
temperature. Net result is a small reduction in mass-transfer
polarization with temperature

0:5pH2
pO2


po
 po� Uo � RT ln2F aH2O

Negligible effect

Generally experimental data are needed to determine
pressure dependence because reactions are not elementary

Affects gaseous reactants, for an ideal gas ci=pi/RT and
ilim∼ci. Thus, mass-transfer polarization decreases at higher
pressure
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and more difficult as the temperature increases. Similar to
the effect of temperature, pressure is almost always going
to help the performance of the cell because of better
kinetics and reduced mass-transfer losses. However, it is
not immediately clear if there is a net benefit to increasing
pressure when the entire fuel-cell system is considered.
This topic is discussed in Chapter 10.

Now that we have examined the effect of temperature
and concentration on cell polarization, we turn to the
relationship between the cell current, operating voltage,
and the power available from the fuel cell. As you are
aware, power (IV) increases with increasing current and
cell voltage. However, the cell voltage and current are not
independent; specifically, the cell voltage decreases with
increasing current due to increased polarization losses. As
a result, the power available from the cell is zero at both
I= 0 and at high currents where the entire equilibrium
voltage is needed to drive the current, yielding a cell
voltage of zero. Between these two extremes there
exists a current and voltage at which the power is a
maximum.

In order to estimate the maximum power, we note
that the potential of a well-designed fuel cell changes
linearly with current density over a relatively large range
of current densities. The linear variation is due to ohmic
losses, and the cell resistance can be determined from the
slope of the current–voltage curve. As mentioned above,
there may also be additional losses that do not vary
significantly with current over the range of interest. These
additional losses have been grouped together in a single
overpotential, which is assumed to be constant, ηother. The
value of this overpotential can be determined from the
cell voltage at a given current, assuming that the equi­
librium potential and the cell resistance are also known.
This information can be used to estimate the maximum
power as follows:

V � U � ηother � iRΩ: (9.8)

Therefore, the power per unit area is

P � Vi � �U � ηother�i � i2RΩ: (9.9)

Taking the derivative of this power with respect to current
density and setting it equal to zero allows us to determine
the current density and voltage at maximum power:

�U � ηother�V�max power� � ; (9.10)
2

�U � ηother�i�max power� � ; (9.11)
2RΩ

2�U � ηother�Pmax � : (9.12)
4RΩ

Because �U � ηother� appears as a group, it is sometimes
more convenient to determine its value directly from the
data without the need to explicitly calculate U. Therefore,
for a cell with an open-circuit potential of 0.9 V and a
resistance of 0.10 mΩ�m2, the maximum power is roughly
20 kW�m�2. Later, we’ll refine this calculation (Illustra­
tion 9.5). Nonetheless, Equation 9.12 shows the impor­
tance of low cell resistance in achieving high power from
a fuel cell.

ILLUSTRATION 9.3

If the kinetics for oxygen reduction is described by the
Tafel equation with a first-order dependence on the
oxygen partial pressure:

i � �io pO2

pref
exp

�αcFηs
RT

:

a. For a fixed current density, estimate the change in
potential when operating on pure oxygen com­
pared to air (yO2

� 0:21). While your initial
thoughts might be to consider equilibrium, the
oxygen reaction is far from equilibrium during
operation. Therefore, we write the Tafel expres­
sion twice, once for oxygen and once for air as the
oxidant. We then set them equal to each other
since the comparison is made at the same current
density. The result is

Δηs � ηs;air � ηs;ox � RT

αcF
ln

pair
pox

� 8:314� � 353 K� �
�1�96485

ln
0:21

1
� 1000

� �47 mV;

where an operating temperature of 80 °C has been
assumed. Therefore, the use of air changes the
overpotential by 47 mV in the negative direction,
which is an increase in the overpotential since the
sign of the overpotential is negative for a cathodic
reaction. In other words, the overpotential
increases by becoming more negative.

b. Estimate the change in the hydrogen electrode
polarization for reformate with 40% H2 versus
pure hydrogen. Given the fast kinetics of the
hydrogen reaction, we can assume the electrode
is at equilibrium and calculate the change in
potential from the thermodynamic relations.
The temperature is assumed to be 80 °C.
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Figure 9.7 Porous, mixed electronic ionic conductor used to increase the triple-phase boundary.

From Chapter 2, assuming that the hydrogen
concentration is the only thing that changes,

ΔV � Ur � Uh � RT

nF
ln

ph
pr

� �8:314� 353K� �
2� �96485

ln
1

0:4
� 1000

� 14 mV:

The electrode potential increases (moves toward the
O2 potential). Therefore, the cell potential decreases.

9.5 ELECTRODE STRUCTURE

Electrode structures were introduced in Chapter 5. One of
the distinguishing features of a fuel-cell electrode is that
three phases are present. First, there is a solid phase that is
electronically conductive to supply or remove electrons.
Second, an electrolyte phase that conducts ions is needed.
The electrolyte may be solid or liquid. So far, this arrange­
ment is similar to that of a battery. The difference is that the
reactants and products flow to and from the electrode to
allow continuous operation. What’s more, the reactants
and products are distinct from the electrolyte, and
invariably a gas phase is present in practical devices.
Thus, contact between three phases is needed to carry
out the electrochemical reactions. This region of contact is
known as a triple-phase boundary (TPB). Of course, the
intersection of three phases in three dimensions defines a
line. As we have learned from Chapter 5 on porous
electrodes, one key to good performance is to achieve a
high surface area for reaction. In fact, from their inception,
this precise challenge for fuel cells was identified by Grove
(he is credited with the discovery of the fuel cell in 1839),
which he referred to as the “notable surface action.” Let’s
look at two examples of fuel-cell electrode structures that
are widely used to get around the difficulties of bringing

three phases together while providing adequate surface
area for the reactions.

Let’s first examine the SOFC. Shown on the left in
Figure 9.7 is the line that defines the intersection of the
three phases. The reaction is limited to a very small region
(TPB) around the line, and only very small currents can be
drawn from this cell.

O2� � H2 ! H2O � 2e�
electrolyte gas gas electronic conductor

A common approach for solid oxide fuel cells is to make a
porous electrode that is both ionically and electronically
conductive. This region is called a mixed ionic–electronic
conductor (MIEC). More specifically, it is a composite of
two materials, but still porous so that the reactant gas can
enter the region. Typically, the effective conductivities for
the electronic and ionic phases are within a couple orders
of magnitude of each other. With this composite material,
the reaction zone goes from a line to a three-dimensional
region where the reactions can occur throughout the
region, which is electrochemically active.

The second example is used in cells with liquid
electrolytes (Figure 9.8):

H2 � 2OH� ! 2H2O � 2e�
gas electrolyte gas electronic conductor

On the left, imagine we have a planar electrode partially
immersed in aqueous KOH. The region indicated at the
surface of the liquid is the only place where all three phases
are present. Because there is some small solubility of
oxygen in the electrolyte, the reaction zone is not strictly
just the line; even so, the performance of such a system
would be poor. The flooded-agglomerate model, intro­
duced in Chapter 5, describes the approach to overcome
this limitation by taking advantage of the solubility of the
gases. On the right, small agglomerates of carbon and
catalyst are seen that form an electrode structure. The
particles are in intimate contact ensuring electronic con­
ductivity, and at the same time a porous structure is formed
to allow gas access. The microporosity of the agglomerate
is filled with electrolyte to form a continuous ionic path
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Figure 9.8 Flooded-agglomerate electrode, which is designed to increase the TPB.

through the electrode. The agglomerates are made small
enough so that oxygen can dissolve and diffuse through the
agglomerate, extending the reaction zone through the
diameter of the agglomerate.

About 100 years after Grove’s discovery, Francis
Bacon took up the hydrogen/oxygen fuel cell. Bacon,
the father of the modern fuel cell, made seminal contribu­
tions to improving the electrode structure. Previously, the
electrochemical reactions had been limited to a small
interfacial area, resulting in low limiting currents because
of the poor access of gases to the catalysts. Bacon devel­
oped alkaline fuel-cell electrodes with controlled porosity
and almost immediately obtained current densities in
excess of 10 kA�m�2 at 0.6 V at temperatures around
230 °C. This concept was subsequently extended to phos­
phoric acid fuel cells (PAFCs). The theme of controlled
porosity, highlighted in Chapter 5, has proved to be critical
for the development of all fuel cells.

9.6 PROTON-EXCHANGE
MEMBRANE (PEM) FUEL CELLS

The electrolyte in PEM fuel cells is a solid polymer
material with covalently bonded sulfonic acid groups.
These materials are similar to ion-exchange resins. A
cation is associated with each negatively charged sulfonic
acid group. For fuel-cell applications, the cations are pro­
tons. In other applications, see Chapter 14 and the chlor­
alkali process, sodium ions are present rather than protons.
PEM is almost synonymous with perfluorinated ionomers
known under the trade name Nafion®. Figure 9.9 shows the
structure of the ionomer material. Nafion® is a copolymer of
tetrafluoroethylene (Teflon) and sulfonyl fluoride vinyl
ether. The incorporation of ionic groups into the polymer
has a dramatic effect on its physicochemical properties. A
bicontinuous nanostructure is formed. There are two
domains: one that is Teflon like that forms from the

backbone of the material, and a second that contains the
sulfonic acid groups. These materials segregate into hydro­
phobic and hydrophilic regions. The sulfonic acid groups
arrange themselves to form the hydrophilic regions that are
strongly acidic; and the two domains are randomly con­
nected. Equivalent weight, the mass in grams of the polymer
per mole of sulfonic acid group, is a key measure of the ion-
exchange capacity of the membrane.

The sulfonic acid groups represent fixed anions in the
polymer membrane since they are covalently bound to the
polymer backbone. When current flows in a PEM fuel cell,
protons are transported via two mechanisms as illustrated
in Figure 9.10. In the vehicular mechanism, protons are
dissociated from the sulfonic groups and hydrated. These
move by molecular diffusion. A second mechanism is
proton hopping. Here, the proton is closely associated
with the sulfonic acid group. During transport, protons
hop from acid group to acid group. The only charge carrier
is the protons; thus, the transference number of protons is
unity.

In addition to the ability of cations to move through
these ionomers, a second important aspect of perfluori­
nated ionomers is their ability to take up large amounts of
water and other solvents. It was recognized early on that
the water content in ionomer membranes is important for
the operation of PEMFCs. The amount of water can be

Figure 9.9 Basic structure of Nafion® co-polymer.
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Figure 9.10 Scheme of proton-transfer mechanisms (vehicle and
Grotthuss mechanisms). Source: Ueki 2008. Reproduced with
permission of American Chemical Society.

expressed in several ways, but the most common approach
is the ratio:

number of water molecules
λ � : (9.13)

number of sulfonic acid groups

When exposed to water vapor, a relationship exists
between the activity of water in the vapor phase and λ.
This equilibrium for Nafion is shown in Figure 9.11. When
plotted against activity, ∼pw /po, the curve is nearly inde­
pendent of temperature. The first few molecules of water
are associated with high enthalpic changes and are tightly
bound to the protons.

An important characteristic of these materials is that
the ionomer must be hydrated to allow efficient conduction
of protons. The conductivity depends roughly linearly with
water content or λ.

κ � A � Bλ: (9.15)

Conductivity is the first key transport property of the
electrolyte. Compared to other electrolytes used for fuel
cells, PEM shows a particularly strong dependence for its
conductivity on water content. This behavior has critical
implications for PEM cell and system design. For all
intents and purposes, the membrane must be close to fully
hydrated for good cell performance. Lastly, we note that
because the sulfonic acid groups are relatively close to each
other in the hydrophilic regions, electrostatic forces repel
anions. Effectively, these cation-exchange membranes
exclude anions.

Although protons are the only charge carriers in
ionomer membranes such as Nafion, the water in the
membrane is also mobile. The transport of water influences
the design and operation of the PEMFC. A second key
transport property is the electroosmotic drag coefficient

Figure 9.11 Water content in membrane as a function of partial
pressure of water vapor. Source: Adapted from Zawodzinski 1993.

of water, ξ. This drag may be thought of as the number
of water molecules that move with each proton in the
absence of concentration gradients. This property is most
easily measured with a concentration cell (Chapter 2),
which can provide the electroosmotic drag as function
of water content, λ. The third transport property is the
diffusion coefficient of water in the proton-exchange
membrane, Do.

Accordingly, there are three transport processes that
occur in the membrane as highlighted in Figure 9.12.
During fuel-cell operation, protons move from the anode
to the cathode. Because these protons are hydrated, they
“drag” water with them. Finally, concentration gradients
can develop, leading to molecular diffusion of water. Thus,
we have three species (water, protons, and ionomer) and
three transport properties, κ, ξ, and Do.

Because the ionic current carried by the protons also
significantly influences the transport of water (uncharged
species), the two processes are coupled. This coupling
between ionic current and water transport is not described
well with dilute solution theory. The transport described in
Chapter 4 focused on the interaction of each species with
the solvent. Here, there is no clear choice for the solvent,
and further, binary interactions among all three species can
be important. Hence, concentrated solution theory is used
to derive the equations below. Because of electroneutrality,
the concentrations of sulfonic acid groups and protons are
equal, and only one composition needs to be specified.
Taking the amount of water as the compositional variable,
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Figure 9.12 Transport processes in PEM fuel cell.

the relevant transport equations are

κξ κξ2

N0 � � ∇ϕ2 � α � ∇μ0; (9.15)
F2F

κξ
i � �κ∇ϕ2 � ∇μ0: (9.16)

F

Equation 9.15 expresses the flux of water as a function of
two independent gradients: the chemical potential of water,
μo, and the electrical potential, ϕ2. α is a diffusion
coefficient of water based on the thermodynamic driving
force (i.e., the gradient of the chemical potential of
the water rather than its concentration gradient). In
addition to molecular diffusion due to a gradient in the
chemical potential of water, we see from Equation 9.15
that water movement is also associated with a gradient in
potential.

Since protons are the only mobile charged species,
the current density is proportional to the molar flux of
protons. Therefore, Equation 9.16 is written in terms of
current density rather than molar flux. The first term on
the right side of Equation 9.16 would be analogous to
Ohm’s law. Here we note that there is a second term
arising from the gradient in chemical potential of water. ξ
is the electro-osmotic coefficient, which represents the
number of water molecules that move with each proton in
the absence of concentration gradients. Equation 9.16
may be rearranged to

i ξ
∇ϕ2 � � � ∇μ0: (9.17)

κ F

Compare this result with Equation 4.6 for dilute solutions:

i �F
∇ϕ � � � ziDi∇c: (4.6)

κ κ
i

In both cases, we see that variations in concentration affect
the potential drop across the solution. A key distinction of
concentrated solution theory is that coupling goes both
ways: namely, variations in potential influence the trans­
port of water. This effect can be seen clearly from the first
term in Equation 9.15. There is no analogous phenomenon
present with dilute solution theory.

It is also worth noting that, in contrast to the Stefan–
Maxwell formulation for concentrated systems to which
you may have been previously exposed, nonidealities in
the solution are likely to be important, which significantly
complicates obtaining the necessary physical parameters.
On the positive side, for this three-component system, the
three independent binary interaction parameters can be
related to three straightforward transport properties: that
is, the electrical conductivity (κ), the diffusion coefficient of
water (D0), and the electro osmotic drag coefficient, (ξ).

Equations 9.15 and 9.16 can be simplified to illustrate
better the coupling of current flow and water transport in
PEM fuel cells.

i � �κ∇ϕ2; (9.18)

which is just Ohm’s law, and

i
No �F

ξ �D0∇co: (9.19)
electroosmotic molecular

drag diffusion

Thus, we can see more clearly that water moves due to a
concentration gradient, but also from the electroosmotic
drag. Let’s examine this behavior in a bit more detail.
Imagine that we have a proton-exchange membrane in
contact with water vapor on both sides at the same
activity. Initially, there is no current flowing and the
water content, λ, is determined with the data from
Figure 9.11 and is constant across the membrane.
Next, we apply a fixed current density of i. What happens
to water? Assuming that a positive current is in the
direction of left to right, electroosmotic drag will carry
water to the right. Unless water can be supplied at the left
side and removed at the right side instantaneously, a
concentration gradient will develop. Of course, the rate of
water supply and removal would be limited by mass
transfer of water between the membrane and the vapor.
Once a concentration gradient is established, water dif­
fuses down the gradient. Molecular diffusion occurs to
counteract the effect of water drag. Depending on the
current density, physical properties, and mass transfer on
each side, it is possible to have a steady net water



Figure 9.13 Water content in ionomer membrane during current
flow.

movement across the membrane. These phenomena are
depicted in Figure 9.13.

What are the implications for the PEMFC? Keep in
mind that there is also production of water at the cathode
of a PEMFC. This production is an additional source of
water that would need to be considered to arrive at a
detailed picture of the water content in the membrane. For
our purposes, we can refer back to Figure 9.11 to illus­
trate two possible issues for the operation of PEMFCs.
First, note that as the current density increases, the water
content on the left side (anode) of the membrane
decreases. As we have seen before, the conductivity of
the membrane depends on water content. Thus, with
increasing current density the anode can “dry out,”
resulting in poor performance. At the same time, the
water content at the right side grows with increasing
current density. What’s more, water is being produced
here at the cathode. What if the combined rate transport
of water and the rate of production are greater than the rate at
which water is removed? In this instance, conductivity is not
an issue, but the cathode can “flood”, resulting in severe
mass-transfer limitations and poor performance. The excess
water can form drops that cover the catalyst sites and prevent
access by oxygen.

The PEM material is formed into a thin film, which in
addition to serving as the electrolyte, also forms a barrier
between the fuel and oxidant. Water balance at the cell
sandwich level becomes a key challenge for PEM fuel
cells. Too little water, and the membrane conductivity
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drops; too much water, and the electrode floods. The ideal
situation is for the gas in contact with the membrane to be
saturated with water vapor. It is impractical to completely
avoid liquid water and simultaneously keep the membrane
hydrated; therefore, some means of dealing with liquid
water is needed for PEMFCs. Further, because of the
unique importance of water content in PEMFCs, λ has
taken on a special significance to the design of cells and
complete systems. The system level analysis is discussed
in Chapter 10.

ILLUSTRATION 9.4

Estimate the limiting current in a PEM fuel cell
assuming that the conductivity goes to zero as the
concentration of water approaches zero. Referring to
Figure 9.13, this implies that the minimum concentra­
tion of water on the left-hand side of the diagram is
zero, since any further increase in the current is not
possible because the membrane conductivity without
water goes to zero. The maximum current is the
current that corresponds to a net water flux of zero.
Under limiting current conditions at steady state,
Equation 9.19 becomes

i

F
ξ � D∇c0:

i � F

ξ
D
Δc0

L
:

The concentration of water can be estimated from the
density, equivalent weight, and λ, the ratio of water to
sulfonic acid. Taking this concentration to be 15 kmol m�3

andusingavalue forξof1.0withamembrane thickness of
100μm, we arrive at

i � 96485
1:0

10�9 15000
0:0001

� 14500 A ?m�2:

It is clear from the above equation that the limiting
current can be increased by reducing the thickness of
the separator, which also reduces ohmic losses in the
cell.

Whereas Nafion has an electroosmotic drag
coefficient of near unity over a wide range of levels
of hydration, other membranes show about half the
value. If the electroosmotic drag were reduced to 0.4
for an alternative membrane, the limiting current
would increase to 36,200 A m�2.

As noted earlier, a three-dimensional electrode struc­
ture is needed in PEMFCs. The flooded-agglomerate
model is a reasonable description of electrodes found
in PEMFCs. The electrodes for PEMFCs require
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electrocatalysts to carry out the reactions. At these low
temperatures and in acid conditions, platinum and alloys of
platinum are the only presently acceptable materials. Given
that platinum is a precious metal and therefore expensive,
the amount of platinum used in the fuel cell is of critical
importance. First, the platinum must be part of the triple
phase boundary, and therefore in contact with the gas and
the electrolyte, as well as connected electronically with the
current collector. Platinum that fails to achieve this is not
active toward the desired reactions in the cell. The degree
to which the electrode achieves the desired connections
defines the gross utilization of platinum. In a well-designed
electrode this value is near one. Second, consider a particle
of platinum. Only the atoms at the surface participate in the
electrochemical reactions. Therefore, it is desirable to have
a high surface area to volume ratio; this is achieved by
creating small particles of platinum and is characterized by
the dispersion of the catalyst, which is defined as the
fraction of catalyst atoms that reside at the surface (as
opposed to inside the particle). The small catalyst particles
are placed on a support material with a high surface area.
The most common choice of support material in a fuel-cell
electrode is carbon. There are a large variety of carbon
materials with high surface area; what’s more, the carbon is
conductive and reasonably stable at the conditions found in
PEMFCs.

A detailed accounting of the effects of water trans­
port in the membrane, the mechanisms for electroca­
talytic reactions, and multicomponent gas diffusion on
the polarization curve for PEM fuel cells is beyond the
scope of this text. For our purposes we will assume that
the polarization curve for a PEM fuel cell can be
represented by

i pO2log logRT iref prefVcell � const � 2:303
F Tafel slope effect of

for ORR O2 partial pressure

iloadlog 1 �� jD � RΩiload : (9.20)
mass ohmic

transfer resistance

As noted earlier, the kinetic polarization of the cathode is
much larger than that of the anode for PEMFCs; thus, the
kinetic polarization for the hydrogen electrode is neglec­
ted. Equation 9.20 includes a term associated with the
Tafel slope for the oxygen reduction reaction (ORR) and a
second term for the effect of oxygen partial pressure on the
kinetics of ORR. All mass-transfer limitations (anode,
cathode, membrane) are lumped together with a single
term. Again, most often mass-transfer limitations are
associated with the cathode. The reasons are as follows.

First, the diffusivity of oxygen is much smaller than that of
hydrogen. Second, operation is generally on hydrogen/air
and therefore the partial pressure of oxygen is lower than
that of hydrogen. Lastly, as we saw earlier, high current
densities result in high electroosmotic drag that tends to
“flood” the cathode. The last term on the right side of
Equation 9.20 is the cell resistance, which can be measured
from current interruption or by electrochemical impedance
spectroscopy. The reference current density and reference
pressure are arbitrary. As is done in Illustration 9.5, use
iref= 1 A m�2, and pref = 100 kPa.

As a reminder, there is another physical process that can
be important in establishing the cell potential at open circuit;
hydrogen gas from the anode may diffuse to the cathode
where it reacts with oxygen. We will consider this, in
addition to the other factors mentioned, in Illustration 9.5,
which shows how the polarization curve expressed in
Equation 9.20 can be reasonably approximated with just
three pieces of information: the mass activity of the catalyst
(see definition in box), the membrane resistance, and the
permeation of hydrogen across the membrane separator.

Mass Activity of Pt Catalysts

The most common way to describe the effectiveness
of the oxygen reduction catalysts for PEM fuel cell is
with the mass activity. The current per unit mass of
platinum in the cathode is reported. This current is
recorded at a cell potential of 0.9 V (iR free) at 80 °C
on humidified hydrogen and oxygen at 150 kPa.

ILLUSTRATION 9.5

The mass activity of the catalyst for a PEM fuel cell
is 60 A�g�1 (O2 at 0.9 V). The platinum loading is
5 g�m�2. The rate of hydrogen crossover is equiv­
alent to 10 A�m�2, and the membrane separator is
50 μm with a conductivity of 5 S�m�1. The fuel cell
will operate at 100 kPa using air at the cathode.
Calculate the current–voltage curve, the open-circuit
potential, and the maximum power assuming no
mass-transfer limitations.

Solution:
We first use the mass activity, measured at 150 kPa,
to determine the needed constant in Equation 9.20.
The vapor pressure of water at 80 °C is 47 kPa;
therefore, the partial pressure of oxygen is 103 kPa
and the ratio in Equation 9.20 is close to one. Using
the conditions and definition for mass activity, we
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can determine the constant in Equation 9.20. The
potential of 0.9 V (iR free) assumes that the iR
contribution has already been accounted for as
described on the previous page. Thus,

const � 0:9 V � 2:303
RT

F
log

i

iref

� 0:9 V � 2:303
RT

F
log

60� � 5� �
1

� 1:074 V:

The resistance is simply

RΩ � L

κ
� 5 � 10�5

5
� 10�5Ω ?m2:

The current density that is used to determine the
polarization of the cathode is the sum of the load current
density and the crossover of hydrogen.

i � iload � iH2 crossover:

Equation 9.20 can now be used to yield a rea­
sonable approximation to the polarization curve. In
doing so, we include the effect of polarization, the
influence of the operating pressure (21 kPa O2), and
the ohmic resistance. We neglect the mass-transfer
limitations as specified in the problem statement.
The iR resistance is included as shown in
Equation 9.20. For each value of the load current we
can now calculate the cell potential, Vcell. The results
are shown in the plot. The corresponding power
curve is also shown. The current–voltage curve is
linear at the higher current densities considered, con­
sistent with ohmically limited operation.

The open-circuit potential for this cell corre­
sponds to a load current of zero and is determined by
the reaction of oxygen at the cathode with hydrogen
that crosses over from the anode; it is not equal to
the equilibrium potential. Assuming that the Tafel
approximation holds due to sluggish oxygen kinetics,
and that the hydrogen crossover rate remains con­
stant, the open-circuit potential is

VOC �1:074 V � 2:303
RT

F
log

10
1

�log
21

100

� RΩ 0� � � 0:96 V:

9.7 SOLID OXIDE FUEL CELLS

A second major type of fuel cell is the SOFC. Here the
electrolyte is a ceramic material that conducts oxygen ions.
The electrode reactions for a SOFC were provided in
Table 9.2. Note that in contrast to the PEMFC, although
the overall reaction is the same, water is produced at the
anode rather than the cathode. Additionally, the charge
carrier is the oxygen ion and not a proton.

Just as in PEMFCs, we desire the electrolyte to be a
fast ion conductor, an electronic insulator, and a barrier to
prevent mixing of the fuel and oxidant gases. There are
three general classes of electrolytes used in SOFCs as
shown in Table 9.4. We will discuss only the most
common one, zirconia, in any detail.

Zirconia is a ceramic with low intrinsic conductivity.
The crystal structure of zirconia changes with temperature:
monoclinic at room temperature, tetragonal, and finally
cubic at high temperatures. It is the cubic structure that is of
interest because of its ionic conductivity. The cubic fluorite
structure is face centered cubic (fcc) with O2�

filling the
tetrahedral interstitial sites. Zirconia is typically doped
with yttria. Since Y has three valence electrons compared
to four for Zr, O2�vacancies are created to preserve charge
neutrality as shown in Figure 9.14. This doping behavior is
analogous to doping of semiconductors (Chapter 15). The
replacement of two Zr4+ with two Y3+ creates an oxygen
vacancy. The vacancies created by these substitutional
cations with a different charge provide a means for
more facile charge transport in the ceramic. Yttria also
serves a second function. The crystal structure of zirconia
changes with temperature, as noted previously, through
displacive transformations; that is, no bonds are broken
when changing from cubic to monoclinic structures. How­
ever, large volume changes accompany these phase
changes and cause zirconia to crack during cooling. The
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Table 9.4 Types of Electrolytes Used in SOFCs

ZrO2, zirconia based YSZ (yttria-stabilized zirconia), fluorite structure, most common electrolyte 700–1000 °C
CeO2, ceria based Lower temperature, fluorite structure 600 °C
LaGaO3 Perovskite structure 800 °C

addition of a small amount of yttria stabilizes the tetragonal
and cubic structures so that a metastable cubic structure is
preserved even at low temperatures. Hence, these materials
are called yttria-stabilized zirconia (YSZ).

The existence of these vacancies provides a conduc­
tion mechanism for the ceramic. The ability of the oxygen
ions to move depends on whether an adjacent site is empty.
Oxygen hops through these vacancy sites by a process
called vacancy diffusion as shown in Figure 9.15. The
addition of Y creates more vacancies, and oxygen now has
room to move more easily, much faster than by interchange
or interstitial mechanisms. This phenomenon is typically
expressed in terms of ionic conductivity, κ. Recall our
definition for conductivity (Equation 4.7):

2κ � F2 zi uici: (4.7)
i

ui is the mobility of the ion, zi its charge, and ci is the
concentration of the species. The ability of oxygen to move
depends on the number of vacancies (concentration) and
the energy barrier or activation energy for exchange. The
vacancy concentration increases with increased levels of
doping (Y addition), and this simple model predicts that the
conductivity increases linearly with doping. The actual
behavior is more complex, and the percent doping used in
YSZ is about 8%, near the point of maximum conductivity.
The ionic conductivity is strongly dependent on tempera­
ture, which is shown in Figure 9.16. This dependence is
again explained in terms of the mobility of the oxygen.
There is an energy barrier to the exchange of atoms with
the vacancies, and with increasing temperature the mobil­
ity follows an Arrhenius relationship. Temperatures in the
range of 700–1000 °C are needed for a practical YSZ-
based fuel cell.

Figure 9.14 Creation of vacancies in ZrO2.

O2� is the only ion that is mobile, but YSZ has a very
small electronic conductivity (σ) that depends on the partial
pressure of oxygen. When speaking of the transference
number for SOFCs, it is generally defined as

ionic conductivy κ
tO2� � � � 1: (9.21)

electrical conductivity κ � σ

Here this quantity has a meaning similar to that used
previously, namely, the fraction of current carried by
the oxygen ion in the absence of concentration gradients.
In contrast to liquid electrolytes, the concern is that the
minor electronic conductivity is effectively a small short in
the cell. In contrast to YSZ, ceria has an appreciable
electronic conductivity.

Figure 9.15 Oxygen vacancies created by doping allow more facile diffusion of vacancies.



Figure 9.16 Conductivity of common oxide materials used in
SOFCs.

As with any electrochemical system, the voltage of a
solid oxide cell can be expressed as

Vcell � U � iRΩ � ηs;anode � ηs;cathode
(4.58a)� η � ηconc;anode conc;cathode :
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The first polarization is the ohmic loss, and it is propor­
tional to current density. This includes the resistance of the
electrolyte, electrodes, and any interfacial or contact resist­
ances. Activation and concentration polarizations exist at
each electrode. We introduced the idea of a charge-transfer
resistance in Chapter 4.

1 dη
Rct � : (4.62)

A di
For Butler–Volmer kinetics (Chapter 3), this charge-trans­
fer resistance decreases as the current density increases;
however, for many SOFCs, the kinetic resistance is nearly
constant with current. Therefore, we can adequately
express the cell potential for a SOFC with

�Vcell � U � i RΩ � Ranode � Rcathode�
(9.22)� η � ηconc;anode conc;cathode :

The concentration polarizations arise due to changes in
reactant composition at the electrodes. In this SOFC, we
only need concern ourselves with variations in concentra­
tion of the gaseous reactants.

A good understanding of the materials of construction,
including their microstructure, and the design of a solid
oxide cell provide a basis for understanding SOFC polar­
ization curves. Before exploring this, three typical config­
urations of cells are introduced: anode supported,
electrolyte supported, and cathode supported, as shown
in Figure 9.17. In short, one of the components is made
thicker so that it can provide structural integrity to the cell.

Figure 9.17 Anode-, electrolyte-, and cathode-supported designs used in SOFCs. Drawing is not to scale.
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Figure 9.18 Cross section of a SOFC showing the porous nature
of the two electrodes and the dense separator. Source: Ormerod 2003.
Reproduced with permission of Royal Society of Chemistry.

The electrolyte is dense, but the other components are
porous as shown in Figure 9.18.

The high operating temperature, required for sufficient
ionic conductivity, has some advantages. The reaction
kinetics at high temperature are typically facile; thus,
precious metal catalysts are not essential. What we have
referred to as the electrodes are commonly called cathode
and anode interlayers within the SOFC community. The
anode materials must be catalytically active, chemically
compatible, porous for gas access, and have both electronic
and ionic conductivity. The coefficient of thermal expan­
sion (CTE) must also be close to that of other components
(discussed in more detail in Chapter 10). For SOFCs based
on YSZ, the negative electrode is typically formed as
cermet, a ceramic and metal mixture of YSZ and Ni.
Even though no liquid electrolyte is present, a three-phase
boundary is needed just as in other fuel cells. Here the
presence of some electronic conductivity in the YSZ
electrolyte spreads the reaction zone, allowing for better
utilization of the nickel catalyst.

The material requirements of the cathode are similar to
those of the anode. Common materials are LaMnO3-based
perovskites, which are doped with Sr to improve the
electrical conductivity; these materials are known as LSM.

Because of mass transfer, the partial pressure of hydro­
gen, for example, will be different at the electrode surface,
pH2;s, and in the bulk gas stream, pH2;b. The concentration
polarization is approximated by equilibrium relations,

�RT pH2;spH2O;b
: (9.23)ηconc;anode � 2F

ln
pH2;bpH2O;s

ILLUSTRATION 9.6

The data shown in Figure 9.3 are for an anode-
supported solid oxide cell. The cell is operating at
atmospheric pressure. The composition of the anode
gas is 90% hydrogen and the balance water. At a
current density of 10 kA m�2, sketch the partial pres­
sure of hydrogen and oxygen in the support and
interlayers. Estimate the polarization at the anode
given that the thickness of the support layer is
2 mm with a porosity of 0.45 and tortuosity of 3.4.
The gas-phase diffusivity of hydrogen in water at
800 °C is 7.76× 10�4 m2 s�1.

ηconc;anode � �RT
2F

ln
pH2;spH2O;b

pH2;bpH2O;s
:

From the information in the problem, pH2O;b �
10 kPa and pH2;b � 90 kPa. Fick’s law is used to
calculate the partial pressure in the anode interlayer.
We neglect the thickness of the interlayer. The flux of
hydrogen is also related to the current density with
Faraday’s law:

N � Def f
Δc
L

� Def f

RT

Δp
L

� i

nF
:

pH2;s � pH2;b � i

2F
RTL

Def f
� 81 kPa:

pH2O;s � pH2O;b � i

2F
RTL

Def f
� 19 kPa:�RT pO2;s : (9.24)ηconc;cathode � 4F

ln
pO2;b
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The effective diffusion coefficient is Def f � Dε

τ
�

1:03 � 10�4 m2s�1:

ηconc;anode � �RT
2F

ln
81 � 10
90 � 19

� 34 mV:

Interconnects
The primary function of interconnects is to electrically join
the anode of one cell with the cathode of another. This term
is a bit broader than what is called a bipolar or separator
plate for PEMFCs, but the function is identical. The
interconnect term is likely more common in SOFC because
of the importance of the tubular design, which is not
bipolar (see Problem 9.9).

Refractory metals, such as W, Nb, and Ta, are pro­
hibitively expensive; thus only ceramics are practical at
typical operating temperatures of 800–1000 °C. Most often
perovskite-type oxide ceramics are used for the intercon­
nects; and these are based on rare-earth chromites. If good
oxygen conductors can be found that operate at lower
temperatures, say 600 °C, then more common metals and
alloys, such as steel, can be used.

The high quality of the waste heat from a SOFC inte­
grates well with a fuel processor, where the reformation
reaction is endothermic. There is a good temperature match
between the reformer and the waste heat. These high tem­
peratures make the SOFC tolerant of CO in fuel. In fact, only
partial reformation is required. Finally, the high-quality waste
heat can be used to drive a Rankine bottoming cycle for
instance.

The high temperature of SOFCs brings challenges too.
The system takes a relatively long time to start up, and
SOFCs are generally not well suited to applications that
require frequent starting and stopping. There are a rela­
tively small number of materials that can be used at these
high temperatures. Sealing is also a major issue and is
critical in order to keep the fuel and oxidant gases from
mixing. Different materials used in the SOFC expand at
different rates with temperature. This expansion is
reflected in the coefficient of thermal expansion (CTE)
of the material. The CTEs must be matched to prevent large
stresses from developing and causing damage to the
components.

The effect of temperature on the polarization curve of
a SOFC is shown in Figure 9.18. Note that the open-circuit
potential doesn’t change much when the temperature is
raised from 600 to 800 °C. The largest effect is on the
resistance of the electrolyte, which decreases sharply as the
temperature is increased.

Figure 9.19 Effect of temperature on SOFC performance.
Source: Adapted from Zhao 2005.

CLOSURE

In this chapter, the basic operation of a fuel cell has been
examined. We learned that fuel cells are classified by their
electrolytes, and this is a good starting point to under­
standing the behavior of any fuel-cell system. Two electro­
lytes were discussed in detail: proton-exchange
membranes and solid oxide conducting ceramics. The
most important feature of a fuel cell is its current–voltage
relationship, or polarization curve. These curves can be
understood in terms of fundamental electrochemical con­
cepts: equilibrium potential, kinetic polarization, ohmic
losses, and mass-transfer limitations.
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PROBLEMS

9.1 Calculate the voltage efficiency, ηf cV , for a fuel cell operating
at 0.65 V at standard conditions. The product water is a
liquid, the oxidant is air, and the following fuels are used:

(a) Methane, CH4

(b) Liquid methanol, CH3OH

(c) Hydrogen, H2

(d) Liquid formic acid, HCOOH

9.2 In the development of low-temperature fuel cells, many
electrolytes were explored. For a liquid acid type of electro­
lyte, the phosphoric acid fuel cell was commercialized.
However, because of the adsorption of phosphate ions that
blocks the access of oxygen, the reduction of oxygen is
actually faster in sulfuric acid than it is in phosphoric acid.
Given this, discuss possible reasons why phosphoric acid
was selected over sulfuric acid for development. Hint: Think
about the properties of the electrolyte that are important for
fuel-cell applications.

9.3 The electrolyte for a molten carbonate fuel cell is a liquid salt
mixture of lithium and potassium carbonate (Li2CO3 and
K2CO3). Suggest the electrode reactions for molten carbon­
ate chemistry. The reactants are hydrogen and oxygen, as is
common for fuel cells. In addition, carbon dioxide is con­
sumed at the cathode and produced at the anode. How might
these high-temperature cells be designed so that the anode
and cathode do not short out and so that an effective triple
phase boundary is achieved? Discuss the importance of
managing gaseous CO2 in these cells.

9.4 The performance curves in the figure can be fit with a theoreti­
cal curve (J. Electrochem. Soc., 152, A1290 (1985)). The
fitting parameters are shown below. Focus on just two param­
eters, jD andRint. What do these parameters represent, and how
do their values impact the shape of the performance curves?
Discuss the physical changes that were likely made to the cell
to achieve the observed changes in performance.

V � U � ηc � Rinti:

iη i ijc � 1 � ln � ln k � ln 1 � :
1 � ib j jDj

Curve U
[V]

b [V] j
[A�m�2]

jD
[A�m�2]

�ln
(k)

Rint

[μΩ�m2]

1
2
3
4

1.05
1.05
1.05
1.05

0.026
0.026
0.026
0.026

2772
1014
1014
1014

9273
14066
17023
28381

10.18
10.72
11.01

7.0

11.0
10.2
8.0
6.8

9.5 Shown are polarization data for a PEM fuel cell operating on
hydrogen air at 70 °C and atmospheric pressure. Also shown
is the Tafel plot, where ohmic and anodic polarizations have
been removed. By means of a sketch, show how these plots
would change under the following conditions:

(a) The pressure is raised to 300 kPa.

(b) The oxidant is changed to pure oxygen in place of air.

(c) The platinum loading of the cathode catalyst (mg Pt
cm�2) is doubled.

9.6 A polarization curve for a molten carbonate fuel cell is
shown in the figure. The temperature is 650 °C, and the
electrolyte is a eutectic mixture of lithium and potassium
carbonate. Discuss the polarization curve in terms of the
four principal factors that influence the shape and magni­
tude of the curve.



9.7 A series of polarization curves at different temperatures for a
direct methanol fuel cell are shown in the figure. This cell
uses a Nafion separator. It is suggested that Nafion is
permeable to methanol. Could this explain why the open-
circuit potential is so low? What information about the cell
can be inferred from these data specifically?

9.8 A series of anode-supported SOFCs were tested at 800 °C.
The only parameter that was changed was the thickness of the
electrolyte. Data for the cell resistance measured with current
interruption are shown in the table. Determine the conduc­
tivity of the YSZ electrolyte and the fraction of the resistance
that can be ascribed to the interlayers, current collectors, and
contact resistances combined.
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Thickness [μm] Resistance [Ω�cm2]

4 0.100
8 0.105

14 0.120
20 0.140

9.9 The tubular configuration is the most developed design for
the solid oxide fuel cell. This design is shown in the figure.
Air flows through the center and fuel flows over the outside.
The separator is YSZ (yttria-stabilized zirconia), an oxygen
ion (O2�) conductor. What is the direction of current flow in
the cell? How is the current carried in the cell? Sketch the
potential and current distributions in the cell. Use the
approximate schematic shown in the figure, where one
half of the tube has been flattened out. Why is the perform­
ance (current–potential relationship) of the tubular design
much lower than that of planar designs?

9.10 A proton-exchange membrane (PEM) fuel cell is fabricated
with a separator that is 100 μm thick and has a conductivity of
5 S�m�1. The cell is operating on hydrogen and air.

(a) If the open-circuit potential is 0.96 V, which corresponds
to 20 A�m�2 of crossover current, calculate the maxi­
mum power per unit area if only ohmic losses in the
separator are considered.

(b) For the ohmically limited cell in part (a), sketch the
current–voltage relationship. On the same graph com­
pare the performance of a cell that includes kinetic- and
mass-transfer polarization. Explain the curve.

9.11 After a prolonged shutdown of a PEM FC, both the anode
and the cathode will contain air. During start-up, a front of
hydrogen displaces the air in the fuel channels. This condi­
tion is illustrated in the figure and was first reported by Reiser
et al., Electrochem. Solid State Lett., 8, A273 (2005). This
situation is clearly transient and 2D in nature. Nonetheless,
we can gain insight by examining a one-dimensional, steady-
state analog, shown in the figure.

The two cells are electrically connected in parallel to an
external load. Cell (1) has air and fuel provided normally, and
the second cell (2) has air on both electrodes. At the positive
electrode of the cell (2) oxygen evolution or carbon corrosion
can occur. At the negative electrode of cell (2) we can expect
oxygen reduction. For any reasonable potential, the current
through the second cell will be small and we may assume that
the solution potential, ϕ2, is nearly constant between the
anode and cathode of that cell. The anodic and cathodic
currents for cell (2) must be equal to each other. Assuming
Tafel kinetics for oxygen reduction and carbon corrosion,
and assuming the kinetics for hydrogen oxidation to be fast,
estimate the overpotential for carbon corrosion in cell (2) as a
function of the measured potential of the cell Vc.

9.12 For the situation described in Problem 11, sketch current and
potential in the separator of the fuel cell during start–stop
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Problem 9.9

phenomena, that is, during the situation illustrated in the
figure with Problem 9.11.

9.13 How does the maximum power density improve if the
separator is decreased in thickness from 50 to 25 μm. Assume
that there are no mass-transfer limitations.

9.14 Redo the maximum power calculation for Illustration 9.5
assuming that there is a mass-transfer limitation of
15,000 A�m�2 for the cathode.

9.15 You are evaluating a new technology for a hydrogen-air fuel
cell. The incumbent is the traditional proton-exchange mem­
brane fuel cell (PEMFC). For both fuel cells, the overall
reaction is

H2 � 0:5 O2 ! H2O

At the anode of the PEMFC, hydrogen is oxidized; and
at the cathode, oxygen is reduced. It is well known that for

PEMFCs the oxygen electrode is the major limitation.
Although the anode reaction is unchanged, the new approach
breaks the oxygen reduction reaction into two easier parts. A
mediator is an electroactive species that acts as an electron
shuttle. At the positive electrode, the mediator (M) reacts as
follows:

Mox: � e� ! Mred

In a separate nonelectrochemical reaction, the mediator
is regenerated outside the cell.

O2 � 4H� � 4Mred ! 2H2O � 4Mox

On the right are two polarization curves, one for the
PEMFC and one for the new concept. Both curves are taken
at 80 °C.
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Problem 9.11

Compare and contrast the polarization curves of the
two types of fuel cells. Specifically address the open-circuit
potential as well as kinetic, ohmic, and mass-transfer
losses.

Problem 9.12
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9.16 In Illustration 9.5, it was assumed that the hydrogen cross­
over current was 10 A�m�2. Estimate the permeability (Equa­
tion 4.72) for hydrogen through the membrane. Assume c is
30,000 mol�m�3. There is also permeation of oxygen across
the membrane. The oxygen permeation is smaller than
hydrogen, but not insignificant. Justify why this crossover
is ignored in calculating the open-circuit potential in Illus­
tration 9.5.

9.17 You are investigating mass-transfer limitations in a new
cathode structure that your research group has developed
for a PEM fuel cell. Consider an electrode with possible
limitations to mass transfer in either the gas or liquid phase as
illustrated in the cartoon.

(a) Using the figure as a guide, develop a relationship for an
overall mass-transfer coefficient, in terms of a pressure
driving force; in other words, determine the expression
for K in the equation:

∗NO2 � K p1 � p :O2 O2

where the concentration at L is expressed in terms of pi∗, the
hypothetical partial pressure in equilibrium with the solution

∗at composition xi; that is, p � Hxi. The final answer shouldi

include the following parameters:

kc: mass-transfer coefficient for gas phase, m�s�1

L: the thickness of the liquid film, m

cT: the total concentration in the liquid, mol m�3

D: diffusion coefficient of oxygen in the liquid, m2�s�1

H: Henry’s law coefficient, Pa

(b) Data have been collected for the limiting current on air
(21% oxygen with balance nitrogen) and Helox (21%
oxygen with the balance helium). The limiting currents
and the binary gas-phase diffusivity coefficients are given
below. These were collected at ambient pressure and 80 °C.

Limiting current
[A�m�2]

Diffusivity of
oxygen

Air
Helox

15,000
19,500

2.47× 10�5 m2�s�1

8.97× 10�5 m2�s�1

Assume that the Sherwood number is a constant, 3.66.
The following additional data are provided:

DO2, diffusion coefficient for HO2/cT�, Henry’s law
liquid phase constant
3.0× 10�9 m2�s�1 8.0× 104 Pa�m3�mol�1

Estimate the fraction of mass-transfer resistance that can
be ascribed to gas phase. What does this suggest about the
thickness of the liquid film?

9.18 How would flooding affect the polarization curve of a PEM fuel
cell. What about dryout? Sketch the polarization curves for
normal, dryout, slight flooding, and severe flooding operation.

9.19 Sketch composition of water across membrane in a PEM fuel
cell for the following conditions:

Both streams humidified, no current flow

One humidified, one dry, no current

One humidified, one dry, low and high current (from
humidified to dry)

9.20 Data for the polarization of a solid oxide fuel cell/electrolyzer
are provided below. (J. Electrochem. Soc., 158, B514–B525
(2011)). These potentials are reported with respect to a
hydrogen reference electrode. The temperature of operation
is 973 K. The ohmic resistance of the cell is 0.067Ω�cm2.
After removing ohmic polarization, how well can the data be
represented by Butler–Volmer kinetic expression? Discuss
whether the BV expression is appropriate for these data.

i [A�m�2] Vcell [V] i [A�m�2] Vcell [V]

�6981
�4871
�4871
�2946
�967

1.5006
1.3554
1.3554
1.2074
1.0549

930
2799
4753
6836
9328

0.9047
0.7545
0.6020
0.4518
0.3000

9.21 If the loading of the cathode of a PEM fuel cell is doubled,
what would you expect to happen to polarization curve?
What if the pressure is doubled?

9.22 Derive Equation 9.24 for the concentration overpotential of
the anode of a solid oxide fuel cell assuming that only the
thermodynamic contribution is important (see Chapter 4).

9.23 Estimate the limiting current for the cathode of a SOFC at
900 °C and ambient pressure. Assume that air is supplied to
the cathode: yO2

= 0.21. The cathode current collector is
0.7 mm thick and has a porosity of 0.5 and a tortuosity of 6.
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9.24 From the data provided, calculate the transference number of
oxygen for doped ceria and YSZ. How would open-circuit
potentials of the two cells compare?

�1 �1YSZ κ= 7 S�m σ = 0.1 S�m
�1 �1Doped ceria κ= 15 S�m σ = 10 S�m

9.25 Calculate the maximum power for three designs of SOFC:
anode supported, cathode supported, and electrolyte supported.
Assume operation at 800 oC and 1 bar. The cathode operates on
air and the composition of the anode gas is 90% hydrogen, with
the balance water. The diffusivity of oxygen in air at this
temperature is 1.9× 10�4 m2�s�1, and that of hydrogen in water

2� �1is 7.8× 10�4 m s . The anode is 45% porous and has a
tortuosity of 2.5. The porosity of the cathode is 40% and the
tortuosity is 3. Transport in the anode approximates equimolar
counter-diffusion. In contrast, transport in the cathode is best
described by diffusion of oxygen through stagnant nitrogen. In
determining the cell voltage, you should include ohmic, surface,
and concentration overpotentials. The conductivity of the solid
electrolyte at 800 oC is 10 S�m�1. Anode kinetics are approxi­
mately linear with an exchange current density of 5300 A�m�2.
The surface overpotential at the cathode, which is negative, can
be approximated as

i
η � �0:2 sinh�1

4000

Electrolyte Anode Cathode
supported supported supported

(μm) (μm) (μm)

Anode thickness 50 750 50
Cathode thickness 50 50 750
Electrolyte thickness 500 40 40

9.26 A molten carbonate fuel cell uses hydrogen as the fuel and air
as oxidant and operates at 650 °C, ambient pressure. The
electrolyte layer is 0.5 mm thick and has a conductivity of

�1100 S�m .

(a) If the partial pressure of carbon dioxide on the anode and
cathode side were 20 and 10 kPa, respectively, predict
the theoretical voltage of the cell.

(b) Estimate the highest possible operating cell voltage for
�2this cell at 2000 A�m .

(c) Estimate the reduction in electrolyte layer thickness
needed to triple the power density of the cell at the
same cell potential. (This problem was suggested by S.R.
Narayan).



FRANCIS THOMAS BACON

Francis Thomas
Bacon was born on
December 21, 1904,
and died on May 24,
1992. He was a
direct descendent of
Sir Francis Bacon
(1561–1626), phi­
losopher and some­
times called the

father of empiricism and the scientific method. Tom, as he
was called by his friends, obtained a bachelor’s degree from
Trinity College in the Mechanical Sciences Tripos, a prede­
cessor to Engineering. He then worked for C.A. Parsons and
Co., a firm named for its founder and a pioneer in the
development of the modern steam turbine.

In 1932, a pair of articles in Engineering set Tom’s
professional life on a new course: “The Erren Hydrogen
Engine,” and “Gas-Operated Vehicle.”The idea was to store
hydrogen generated from electricity during off-peak hours,
and then use it in an internal combustion engine. Rather than
directly injecting and burning the hydrogen as originally
conceived, Bacon envisioned reversing the electrolysis
process and somehow recombining the hydrogen and oxy­
gen to generate electrical power. He had yet to hear of the
concept of a fuel cell, but immediately started working on
the idea. This electrochemical process should be more
efficient than a thermal device, which is limited by the
Carnot efficiency. Since a fuel cell didn’t fit within the core
business of C.A. Parsons and Co., he left the company in
1940 after several years of working surreptitiously at the
office and at home on fuel cells. Bacon worked for many
years with only intermittent support on an alkaline-based
hydrogen/oxygen fuel cell. The challenges he had to over­
come are familiar to those working in the area today:
controlling the porosity of the electrodes and finding

materials that are stable in the environment of the oxygen
electrode. In 1959, he achieved a 6-kW, 40-cell stack with
high efficiency that included automatic controls and a
suitable water management system. Despite these develop­
ments, there was little commercial interest in the technology.
However, this setback was not the end of the story.

In 1957, the launch of the Soviet Sputnik satellite
ignited a space race. For manned flight, batteries were too
heavy for long endurance missions. In the United States, a
competing fuel-cell technology was under development,
polymer electrolyte fuel cells, which would be used in
NASA’s Project Gemini. The goal of that program was to
put a pair of astronauts in low-earth orbit for an extended
period of time in preparation for the Apollo mission to the
moon. These early polymer electrolyte fuel cells were not
dependable—alkaline technology offered a higher effi­
ciency and better reliability. Pratt and Whitney (now
part of United Technologies Corp.) licensed Bacon’s
patents and successfully bid a proposal to develop Bacon’s
alkaline fuel-cell technology. In contrast to Bacon’s origi­
nal small team, at its peak more than a thousand people
were advancing Bacon’s fuel cell for manned space mis­
sions. Of course, the Apollo program was successful, and
Bacon was repeatedly and justly recognized for his contri­
bution. When meeting with then President Nixon, he put
his arm around Bacon and remarked, “Without you, Tom,
we wouldn’t have made it to the moon.” The same
technology was used for the Space Shuttle fleet on a total
of 135 missions, the last of which took place in 2011.

In 1978, Bacon received the Vittorio de Nora Award
of the Electrochemical Society. Established in 1971, the
award recognizes distinguished contributions to the field of
electrochemical engineering and technology. In 1991,
Bacon was the first winner of the Grove Medal.

Image Source: Courtesy of ECS.
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Fuel-Cell Stack and System Design

Having introduced the basic concepts of fuel cells in the

previous chapter, we now turn our attention to engineering
challenges with the design and operation of fuel-cell
systems. Of course, the current–voltage relationship, or
polarization curve, discussed in the previous chapter is of
vital importance. A wide range of additional issues must be
considered. What is the best way to arrange the individual
cells? How will reactants be supplied to the cell stack?
How will products be removed? Is a thermal management
system needed? As we examine these issues, we will
explore different ways in which they might be addressed.
We will also examine the impact that the methods selected
to resolve these issues have on the polarization curve.

As we noted in the earlier chapters, runtime is the key
design factor for batteries. In contrast, fuel cells are
typically expected to run more or less indefinitely. Similar
to heat engines, fuel cells convert the energy in a chemical
fuel to electricity, a more useable form of energy. Effi­
ciency, namely, the fraction of the chemical energy of the
fuel that is converted to electricity, often replaces runtime
as the key metric in stationary applications. A careful
analysis of the entire system that contains the fuel cell
is required to assess and maximize the benefits of fuel cells
for electric power generation. For mobile devices where
the fuel is carried, the system behaves a lot like an energy
storage device. We’ll see that as the desired operating time
of mobile power system increases, fuel cells are favored
over batteries. A well-known example is U.S. manned
space missions, which have relied on fuel cells rather than
batteries because of higher system-specific energy
[W�h�kg�1], among other advantages.

10.1 INTRODUCTION AND
OVERVIEW OF SYSTEMS ANALYSIS

In contrast to the battery, a fuel cell is typically a steady-
state device. As such, the fuel and oxidant are supplied

Electrochemical Engineering, First Edition. Thomas F. Fuller and John N. Harb.

continuously. In the previous chapter, we focused on the
electrochemistry of the fuel cell. Now we will examine the
entire fuel-cell system. Many cells are combined to form a
cell stack assembly (CSA), which is the “heart” of the fuel-
cell system. In addition to the cell stack, there can be
considerable equipment associated with the proper opera­
tion of the system. Figure 10.1 shows a highly simplified
arrangement, which will serve to illustrate the main points.
Here, the system is divided into three parts: a fuel proces­
sor, a cell stack, and a power conditioning section.

As mentioned previously, the oxidant, typically air,
must be supplied continuously to sustain the electrochem­
ical reaction at the cathode. Therefore, a compressor or air
blower is used to provide the required flow of oxidant.
Higher air flow rates lead to a reduction in the polarization
at the cathode, but high air flow rates are not always
preferred. The optimal flow rate will depend on the type
of fuel cell and the application for which it is used. In all
cases, some of the power generated in the cell stack must
be used to operate the compressor or blower, impacting the
efficiency of the system.

Similarly, fuel is supplied constantly to the anode. For
many fuel-cell systems, the fuel must be processed prior to
entering the electrochemical device. Operation on pure
hydrogen is relatively simple, but use of a hydrocarbon fuel
may require sulfur removal, reformation of the fuel (dis­
cussed below), and in some cases even the removal of
small amounts of carbon monoxide from the reformed fuel.
Here, we consider natural gas as the fuel for a low-
temperature PEM fuel cell. After sulfur removal, three
steps are needed to process the fuel.

CH4 � H2O ! CO � 3H2 reformation

CO � H2O $ CO2 � H2 water-gas shift reaction

CO � 0:5 O2 ! CO2 selective oxidation

Reformation is a general term that refers to the conversion of
a hydrocarbon fuel to hydrogen and carbon monoxide.

 2018 Thomas F. Fuller and John N. Harb. Published 2018 by John Wiley & Sons, Inc.
Companion Website: www.wiley.com/go/fuller/electrochemicalengineering
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Reformation is an endothermic reaction; therefore, heat
must be added to drive the reaction. Ideally, reforming is
done with close thermal coupling of the chemical (reforma­
tion) reactor with the fuel-cell stack in order to use waste heat
from the stack to drive the chemical reaction. If the amount
or quality of heat available is not sufficient, then some of the
fuel may be burned to assist with reformation. Any com­
bustion of the fuel to provide heat will, of course, reduce the
efficiency of the system. Reformation is performed at high
temperatures. Although some of the CO reacts with water to
form hydrogen at the high temperature, a second lower
temperature reactor is often needed to shift the equilibrium
further toward hydrogen production. Finally, for acid fuel
cells below about 150 °C, the remaining carbon monoxide
must be removed before delivering the hydrogen to the cell
stack. Removal is accomplished by selective oxidation of
the carbon monoxide.

As we saw in Chapter 9, a general characteristic of a
fuel cell is that the efficiency is highest at low current
densities. Efficiency will be considered in greater detail in
the next section, but one cannot design a fuel cell with
efficiency as the only target. System size, cost, and dura­
bility are also important design considerations. Referring
back to Figure 10.1, the efficiency of a fuel cell can be
expressed as the net electrical work produced divided by
the energy available from the reactants:

_

net electrical output
η �sys energy available from the fuel

IVs � ancillary power � electrical losses (10.1)� ;
mi;in mi;out_

ΔGf ;i ΔGf ;i

stack, IVs. From this value, we subtract any power needed to
run ancillary equipment, also called parasitic power, as well
as any electrical losses external to the stack (e.g., losses
resulting from power conditioning). Clearly, we want the
cell potential to be high in order to achieve high efficiency.
Thus, minimization of ohmic, kinetic, and mass-transfer
polarizations is desired, just as it was for batteries.

The fuel can be thought of as a compound containing
carbon, hydrogen, and oxygen, generically represented
with the formula CxHyOz. We have already seen some
examples of fuels, CH3OH, CH4, and H2. When calculat­
ing the energy content or availability of the fuel, we assume
that all of the fuel supplied to the fuel cell reacts completely
to form water and carbon dioxide,

y z y
CxHyOz � x � � O2 ! xCO2 � H2O (10.2)

4 2 2

This reaction describes the combustion of the fuel; but
remember, a fuel cell is not a thermal device. The maximum
work per time available from the reactants is given by the
change in Gibbs energy for the reaction (10.2) multiplied by
theflow rate of the fuel. Ideally, theflow of oxidant would be
the exact stoichiometric amount needed for complete com­
bustion of the fuel. It turns out that complete stoichiometric
utilization of the fuel is not practical. Rather, reduction of the
required fuel flow rate and optimization of the oxidant flow
rate represent important design considerations.

For fuel cells, a system efficiency based on the change
in enthalpy is more commonly used than the definition
above in terms of the Gibbs energy. The enthalpy-based
efficiency is called the system thermal efficiency, and its
use in electrochemical systems is limited mostly to fuel

i Mi Mii cells. In defining this system efficiency, we assume that
water and carbon dioxide are produced according to the
stoichiometry of Equation 10.2. Since the enthalpy of

where the free energy change at standard conditions has
been used to approximate the free energy change of the

formation of molecular oxygen is zero,system. This is a reasonable assumption since it is likely that
streams entering and leaving the overall system will be close

net electrical output
enthalpy of combustion

to standard conditions. The gross electrical work is simply ηth �
the current multiplied by the operating potential of the cell

IVs � ancillary power � electrical losses�
_mf

Mf
ΔHf ; f uel � xΔHf ;CO2 � y

2

ΔHf ;H2O�g�

INcVcell � ancillary power � electrical losses� :
_mf

Mf
ΔHf ; f uel � xΔHf ;CO2 � y

ΔHf ;H2O�g�2

(10.3)

The denominator here is the change in enthalpy associated
with combustion of the fuel, also termed the heating value
of the fuel. In order to calculate the heating value, one must
decide whether to treat product water as a vapor or as a
liquid. The enthalpy of reaction depends strongly on the
phase of the product water. The higher heating value
(HHV) assumes that the product water is in the liquid

Figure 10.1 Generic fuel-cell system operating on fuel and
oxidant. There are three main subsystems: fuel processor, the cell
stack, and the power conditioning subsystem.
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phase; the lower heating value (LHV) assumes it is in the fuel that contributes to current in fuel cell
vapor phase. Usually, the lower heating value is used, �ηf uel total amount of fuel that is suppliedregardless of the actual state of the water. Can you infer

INcwhy someone promoting fuel cells might adopt this prac-
I �4x�y�2z�F �4x�y�2z�F (10.5)� � ;

mf ;cell mf__tice? Ideally, the enthalpy change would account for actual
temperatures of the inlet and outlet streams. However, for Mf Mf
our purposes, we will assume that the heat of reaction at

where mf ;cell is the flow rate through a single cell and25 °C can be used to adequately approximate the required _ _mf is
the combined flow rate through all of the cells in the stack.heating value. The system thermal efficiency is illustrated
Take a moment and think about the term (4x+ y� 2z). Youin the following example.
should be able to relate this to the number of electrons
being transferred per mole of fuel (see Equation 10.2). It

ILLUSTRATION 10.1

A fuel-cell system uses natural gas as the fuel. The gross
electrical output is 220 kW, the ancillary power is
20 kW. Neglect any electrical and power conditioning
losses. If methane is fed to the fuel-cell system at a rate
of 0.011 kg s�1, what is the system thermal efficiency?

The net electrical output is simply 220� 20 kW=
200 kW. The mass flow rate of 0.011 kg s�1is con-
verted to a molar flow rate, using the molecular weight
of 16 g�mol�1 for methane.

molar flow rate � 11 g s�1

16 g mol�1 � 0:6875 mol s�1:

The enthalpy of formation for methane, water
(vapor), and carbon dioxide are found in Appendix
C and are used to find the efficiency. For methane,
x= 1, y= 4.

ηth � IVs � ancillary power
_mf ΔHf ; f uel � xΔHf ;CO2

y
ΔHf ;H2O gMf

�
2 � �

� � 0:36:
220; 000 � 20; 000

11
16

�74; 852 � 393; 509 � 2 241; 572� �� �
Note that we used the thermodynamic data at 25 °C.
How can this be justified? Although the cell may be
operating at a much higher temperature, it is likely that
the air, fuel, and even exhaust of the complete system
won’t be far away from these temperatures.

may be helpful to think about this in terms of the moles of
O2 required per mole of fuel and the number of equivalents
associated with the reduction of each mole of O2.

Next is the thermal voltage efficiency, which describes
how effectively the energy from the fuel is converted to
electrical power in the fuel cell. This efficiency accounts
for voltage losses in the cell; any voltage losses or cell
polarizations, explored in Chapter 9, reduces this effi­
ciency. Here, ηV,t is defined as the operating potential of
the cell divided by the change in enthalpy of the reaction
expressed in [J�C�1]:

Vcell
ηV ;t � y : (10.6)

ΔHf ;fuel � xΔHf ;CO2 � � �ΔHf ;H2O g2�4x � y � 2z�F
We can also express thermal voltage efficiency in terms of
the voltage efficiency for fuel cells introduced in Chapter 9:

ΔG ΔGVcell� ηf c � : (10.7)ηV ;t V ΔH U ΔH

Note that the voltage efficiency defined here for a fuel cell,
ηf cV , is slightly different from the voltage efficiency used for
batteries, Equation 7.22. The thermal voltage efficiency is
obtained by multiplying ηf c by the ratio of changes inV
Gibbs energy and enthalpy. Because we have defined this
thermal voltage efficiency in terms of enthalpy instead of
Gibbs energy, the efficiency is not unity, even for revers­
ible conditions.

We can write the system thermal efficiency as the
product of the fuel efficiency, thermal voltage efficiency,
power-conditioning efficiency, and mechanical efficiency:

ηth � ηf uel � ηV ;t � ηpc � ηmech: (10.4)

The first term on the right side of Equation 10.4 is the fuel
efficiency. It is defined as the fraction of the fuel fed into the
system that contributes to the electrical current in the fuel cell. The gross electrical power produced by the stack generally
Ideally, this would be one, but that is difficult to achieve. requires conditioning, converting DC power to regulated

For fuel-cell systems, efficiencies are defined in terms of
the change in enthalpy rather than the change in Gibbs
energy. This convention is largely historical. Other
methods of producing electricity from fuels use thermal
engines that are limited by the Carnot efficiency, where
the heat released by the combustion of fuels is important.
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Figure 10.2 Power flow and efficiencies for fuel-cell systems.

AC power for instance. The efficiency for power condi­
tioning is expressed as

conditioned electrical power
ηpc �

gross electrical power from stack
(10.8)

electrical losses� 1 � :
gross electrical power from stack

These losses may also come from electrical resistances in the
cables and contact resistances, as well as losses from the power
conversion. Finally, a mechanical efficiency is defined as

net electrical power�ηmech conditioned electrical power
(10.9)

ancillary power� 1 � :
conditioned electrical power

Here, the net electrical power is the ancillary power
subtracted from the conditioned power. Thus, we see
that as the power required to drive any pumps or blowers
to operate controllers or other devices in the system is
reduced, the mechanical efficiency approaches unity.

The flow of power is depicted in Figure 10.2. Each of
these efficiencies will be used over the course of the
chapter. In particular, we are interested in how they are
interrelated and influenced by the system design.

10.2 BASIC STACK DESIGN
CONCEPTS

In this section, we consider the initial or basic design of the
fuel-cell stack. The fuel-cell stack is part of the fuel-cell
system, which itself is part of a larger system. Therefore,

some of the important design specifications and constraints
for the fuel-cell stack are derived from the high-level
requirements of the larger system. For instance, we might
be tasked to generate 400 kW of regulated AC power from
natural gas using a SOFC, or to provide electrical power to
a transit bus with a PEMFC running on compressed
hydrogen, or to supply 100 W of electrical power for
36 hours continuously using a direct methanol fuel-cell
system. A list of common high-level requirements is given
in Table 10.1. For our purposes here, we will assume that

Table 10.1 Typical High-Level Requirements

Requirement Units Comments

Average net power W	 Conditioned electrical power
minus ancillary power
requirements

Nominal, maximum, V Output voltage of the cell
and minimum stack, not an individual cell.
voltages

System efficiency – As is done in practice, we’ll
use the LHV, Equation 10.3.

Fuel source – Examples are compressed
hydrogen, industrial natural
gas, methanol

Oxidant source – Air in all but a few instances

Weight or mass kg
3Volume m

Heat sink – Available means to reject heat,
typically the atmosphere is the
sink

Lifetime years Important, but beyond the
scope of this book



we have already committed to a particular type of fuel cell
and have identified the fuel and oxidant.

We now turn our attention to the design of the fuel-cell
stack. As described in Chapter 9, the current versus
potential or polarization curve establishes the basic per­
formance of a single cell. Assuming that this performance
is known and that the individual cell design is fixed, what is
left for the fuel-cell designer to specify? It turns out that
there are choices that can significantly impact the overall
operation and efficiency. In this section, and those that
follow, we will introduce a few basic concepts and trade­
offs that are important to fuel-cell design. For example,
consider the following:

1. At what point on the polarization curve should the fuel
cell be designed to operate? A lower current density
results in higher cell potential and greater efficiency.
But the lower current density requires a larger cell area,
increasing the mass, volume, and cost of the cell stack.

2. If the current density is established, is it preferred to
have a few very large cells, or would a larger number
of smaller cells be better? What shape should these
cells take?

3. How will the required flow rates of air and fuel be
distributed to these cells and within each cell?

We begin by developing an initial design for the fuel-
cell stack. Table 10.2 lists variables that are critical to this
design. Several important relationships exist between
these variables that enable us to reduce the number
that must be specified. The most important relationship
is the polarization curve, written here as a function of the
current density:

Vcell � f i� �: (10.10)

Table 10.2 Initial Design of a Fuel-Cell Stack Consisting
of Eight Key Variables

Variable Units Comments

P W	 Power, gross average electrical power from
the cell stack

ηV,t – Thermal voltage efficiency

Vs V	 Nominal voltage of the cell stack

Nc – Number of cells in the stack that are
connected in series

Vcell V	 Potential of an individual cell

Ac m2	 Area of individual cell

A m2	 Total cell area, sometimes referred to as the
separator area

i A�m�2	 Current density that corresponds to the
nominal voltage
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The second and third relationships are also connected to the
polarization curve. The thermal voltage efficiency is directly
proportional to the cell voltage (see Equation 10.6):

VcellηV ;t � ; (10.11)�ΔH
nF

and the power generated per unit area is simply IV. Thus,

P � �iVcell� A � IV s: (10.12)

The total area and stack voltage are simply propor­
tional to the number of cells in the stack, Nc:

A � NcAc; (10.13)

Vs � NcVcell: (10.14)

where Equation 10.14 assumes that the cells are connected
in series. With these five relationships (Equations
10.10–10.14), three of the eight variables must be specified
to completely define a solution. Most commonly, the three
specifications come from the system-level requirements
and are the thermal voltage efficiency, the stack voltage,
and the power.

The thermal voltage efficiency (ηv;t ) needed for stack
design can be estimated from the system thermal efficiency
(ηth) with use of reasonable estimates for the fuel, mechan­
ical, and power-conditioning efficiencies:

ηthηV ;t � : (10.15)
ηf uel � ηmech � ηpc

A similar estimation of the gross power of the stack can be
made from the final power requirements for the system:

Preqgross power of stack � P � : (10.16)
ηmech � ηpc

Use of these relationships is shown in the following
illustration, where the number of cells and area are
determined.

ILLUSTRATION 10.2

The fuel cell described in Illustration 10.1 requires a
voltage for the stack of 190 V; determine the number
of cells that must be connected in series and the
area of each cell. Assume a power conditioning
efficiency of 0.94 and a fuel efficiency of 0.76. The
current–voltage performance of the cell is provided
in the figure.

Solution:
In the previous illustration, we assumed that the
electrical losses were zero. When included, the gross
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electrical power generated by the stack must increase
(Equation 10.16):

gross electrical conditioned electrical power
power from stack �

ηpc
220� � 234 kW:
0:94

The thermal voltage efficiency (ηV ;t ) is needed for
the stack design. We	 can estimate its value using

from Illustration 10.1, and the additional(ηth)

efficiencies given above. We still need the mechani­
cal efficiency, which can be estimated from the

information given in the previous illustration:


conditioned electrical power�ancillary power
ηmech � conditioned electrical power

220�20� �0:91;
220

0:36ηthηV ;t � � �0:554:
ηf uel�ηmech�ηpc 0:76�0:91�0:94

Next, we need to convert this thermal voltage efficiency
to a cell potential. Applying Equation 10.11,

�ΔH
Vcell � ηV ;t :

nF

For the methane reaction at standard conditions,
�ΔH � 1:039 V . Therefore, the cell voltage isnF
0.575 V. Using the graph, a cell potential of 0.575 V
corresponds to a current density of 9500 A�m�2. The
number of cells in the stack is the number of cells in
series needed to achieve the specified stack voltage.

nominal voltage of stack 190
Nc � � � 330 cells:

voltage of individual cell 0:575

Finally, we need the cell area. The gross power from
the stack and the stack voltage can be used to
determine the current required from the stack:

gross power of stack 234; 000
I � � � 1232 A;

nominal voltage of stack 190

I 1232
area of individual cells�Ac� � �0:13m2:

i 9500

In the next three sections, we discuss how these cells
are assembled and explain in more detail how the reactants
are supplied. With this knowledge, we can see how volume
and mass enter into the analysis.

10.3 CELL STACK
CONFIGURATIONS

Potentials of individual cells are about 1 V. Most applica­
tions require at least a few volts, but often hundreds of volts
are desired. Single cells can be fabricated and then con­
nected in series to increase the voltage, just as is done in
batteries. The first approach, which is used commonly in
batteries, is referred to as a monopolar design as shown
Figure 10.3a. The monopolar design consists of distinct
positive and negative electrodes. Multiple electrodes are
often connected in parallel to form a cell with increased area
as shown in the figure. The cells are then connected in series
to increase the voltage as required for the application. Series
connections are made external to the individual cells as the
current is collected from one cell and then directed into the
next cell via an external electrical connection.

In contrast to batteries, the most common approach to
building voltage in fuel cells is to use what is known as a
bipolar design or bipolar stack as shown in Figure 10.3b.
In the bipolar configuration, one positive and one negative
electrode are mated together. The reactants are still physi­
cally separated, but the negative electrode of one cell is
electrically connected to the positive electrode of the next
cell in the stack. Thus, there is a single plate that serves as
the current collector for two cells—hence the name bipolar
plate and bipolar configuration. Note that in the bipolar
design the current does not have to be directed in and out of
the cells, rather current can pass in a straight line along the
axis of the stack. Because external wires are not needed to
connect cells in series in order to build voltage, the bipolar
configuration is more compact than the monopolar design.

Current collection for the monopolar design has been
discussed previously in Chapter 8 for batteries. Similarly, at
each end of a bipolar fuel-cell stack, current is collected and
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Figure 10.3 Monopolar and bipolar designs. The diagram on the left (a) shows the monopolar design; below this the connections required to
build voltage are illustrated. The bipolar design is shown on the right (b).

directed into wires or bus bars. Here, the design challenges
are similar to those found in the monopolar design.

The bipolar plates between cells in the fuel-cell stack
are critical to our ability to utilize effectively the advan­
tages of the bipolar configuration. Of primary importance
is that this bipolar plate serves as a barrier so that reactants
from the anode do not mix with those of the cathode from
the next cell. The prevention of mixing is essential from
both safety and efficiency perspectives. A second impor­
tant function of the bipolar plate is to collect current from
the cathode of one cell and pass it to the adjoining anode of
the next cell. A highly conductive bipolar plate will tend to
even out any local nonuniformities in the current from an
individual cell.

Assuming that the bipolar design is preferred, are we
always going to put all of the cells in series in a single stack?
The answer is no. As the number of cells increase, it become
progressively more difficult to assemble the cell stack.
Further, there are times when one long stack just doesn’t
suite the available space allocated for the fuel cell. In these
instances, two, three, or more cell stacks may be fabricated
and then the stacks connected together in series with external
wires. In some instances, we may face the reverse problem,
although this is rare. Namely, the area of the individual cell
calculated as in Illustration 10.2 cannot be used because of
manufacturing limitations or space constraints. In such cases,

it is possible to split the fuel cell in two cells with smaller
areas, and then connect them in parallel with external wires.

We have determined the area of individual cells in the
stack, but not their shape. For bipolar configurations, plan­
form is used to describe the shape of the cell when viewed
from above. A rectangular planform is the norm, but how
might we decide on the aspect ratio? Often, space limitations
dictate the aspect ratio. Assuming that we aren’t constrained
by the available space, then ease of manufacturing and
pressure drops associated with reactant flows are critical
factors. As shown in Figure 10.4, another function of bipolar
plates is to direct theflow of reactants over the planform area
of the cell. Details of these flow fields will be addressed in
Section 10.6. Of course, the bipolar stack is not the only
approach used to build voltage in fuel cells. A notable
example is the so-called tubular design used in SOFCs.
Some of the challenges and advantages of this design were
explored in Problem 9.9 of the previous chapter.

10.4 BASIC CONSTRUCTION AND
COMPONENTS

Let’s now take a more detailed look at the components of a
bipolar fuel-cell stack as illustrated in Figure 10.4. Multiple
layers are assembled together to form a cell, and these layers
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Figure 10.4 Basic components of a bipolar fuel-cell design.

are arranged like a deck of cards to form the stack. Starting
from the center of the cell in Figure 10.4 and working out, the
electrolyte keeps the fuel and oxidant from mixing and also
provides for an ionic path between electrodes. You can also
think of this as a separator. Key requirements of the electro­
lyte are high ionic conductivity and low rates of permeation
of the reactants. Of course, it must be an electronic insulator
to isolate the two electrodes from each other and prevent the
cell from being shorted. In addition to high conductivity, a
high transference number of the ion that is involved in the
electrochemical reaction is desired.

Next are porous electrodes as described in Chapter 5.
Most often a catalyst is used to reduce the overpotential at
the electrodes, and generally the electrodes for the anode
and the cathode are different. Intimate contact of the
reactants, electrolyte, and electronic conducting material,
as well as the catalyst, is required to achieve the triple-
phase boundary discussed in the previous chapter.

The bipolar plates generally will not be mated directly
to the electrode surface. There is an additional porous layer
between them as illustrated in Figure 10.5. This layer,
called a gas-diffusion layer (GDL) in PEMFCs, allows
access by the reactants to the entire electrode surface.
Without this layer, the lands (also called ribs) would
prevent the reactants from easily reaching the area under
the ribs. This gas-diffusion layer should be highly porous
to permit easy access to the electrode surface by the

Figure 10.5 Designs used in PEM and SOFC to distribute
reactants across the entire electrode.

reactants, but also must be an electronic conductor. These
gas diffusion layers are about 200 μm thick.

Typically, fuel and oxidant are supplied continuously,
and the fuel cell will operate as long as reactants are
provided. The fuel and oxidant are distributed with bipolar
plates (called interconnects for SOFCs, and sometimes
referred to as bipolar separator plates). As mentioned
previously, these plates must form a barrier between cells
in order to prevent mixing of reactants. Also, in contrast to
the separator or electrolyte, the bipolar plate must be a
good electronic conductor and have no path for ionic
current. Thus, they tend to be dense solid materials. These
plates serve to electrically tie the anode of one cell with the
cathode of the adjoining cell, forming a series connection.

Analysis of the flow fields will be covered in the next
section. Assuming that the thicknesses of the components
shown in Figure 10.4 are known, the size of the cell stack can
be determined. The calculation is straightforward, and the
key metric can be summarized by a quantity called cell pitch.
This parameter is simply the number of cells per unit length
when the repeating units are stacked together. The thick­
nesses of the endplates are added to the combined thickness
of the repeating units to give the total stack length.

The last quantity we want to introduce is a ratio of
active area to planform area. If we examine the planform,
we note that a portion of the area is allocated to sealing, and
distributing reactants, namely, a manifold. To account for
this, we simply use an active area ratio:

active or electrode area
Aact � : (10.17)

planform area

The connection between the manifold and the individual
cells is illustrated in Figure 10.6; the active area ratio is
evident from the top (planform) view. Illustration 10.3
demonstrates the calculation of the fuel-cell volume.

ILLUSTRATION 10.3

If the cell in Illustration 10.2 had a cell pitch of 3 cells
cm�1 and the active area ratio is 0.7, calculate the volume
of the cell stack. The endplates may be neglected.

The length of the cell stack is

stack length � 330 cells � 0:01 m
3 cells

� 1:1 m:

The planform area is

planform area � 0:13 m2 � 1
0:7

� 0:186 m2:

The volume is, therefore,

stack volume � 0:186 m2 � 1:1 m � 0:20 m3:



The actual volume will be larger still because a
loading system is needed to apply a force to compress
the stack axially, and hardware may be needed to
attach the manifolds and to mount the cell stack
assembly in the system.

Figure 10.6 Cell stack assembly showing repeating elements,
manifolds, and end plates.

10.5 UTILIZATION OF OXIDANT
AND FUEL

For both the fuel and oxidant streams, utilization is an
important design factor. The utilization of fuel plays a key
role in the fuel efficiency, and the utilization of the oxidant,
typically air, affects the mechanical efficiency of the
system and polarization losses in the cell. We’ll first
consider the oxidant by examining the cathode of a
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PEMFC to illustrate the concepts. If the oxidant is air,
and oxygen is being reduced in an acid medium:

O2 � 4H� � 4e� ! 2H2O

The utilization of oxygen is defined as

i A=nFrate of oxygen consumption
uO2 � � ;

_rate of oxygen supplied mairyO2=Mair

(10.18)

where A is the total combined active area of the cells and
the current density is the same for all of the cells in series.
m_ air is the rate of mass flow of air to the cathodes. n is four
for the reduction of oxygen.

As the oxidant is typically air and air is “free,”one might
conclude that a high flow rate of air, and hence low oxygen
utilization, is preferred. However, power is required to
supply air to the stack, directly affecting the efficiency of
the fuel-cell system. In contrast, a high utilization of oxygen
results in a lower flow rate of air and a reduced ancillary
power requirement. What then are the disadvantages of high
utilization? We can answer this question in part by consid­
ering what happens along the direction of air flow (normal to
current flow in the stack) as illustrated in Figure 10.7.
Imagine that our planform is divided into three segments
that are no longer electrically connected to each other.
Simultaneously, we apply the same current density to
each segment and measure the corresponding voltage. By
repeating this procedure, the polarization curve for each
segment can be measured while oxygen flows sequentially
through the segments. As oxygen is consumed in the
first segment, the concentration of oxygen reaching the
second segment will be lower, and still lower in the third
segment. As we studied in the previous chapter, the lower
oxygen partial pressure is expected to increase both kinetic
and mass-transfer polarization. Three hypothetical polariza­
tion curves are shown in Figure 10.7, one near the air
entrance, one in the middle, and one near the air exit.
The greater the utilization of oxygen, the lower the partial
pressure of oxygen at the exit, and the lower the limiting
current.

Of course, rather than isolated segments, the cell is
connected to a highly conductive bipolar plate. This
connection allows the current density to redistribute to
mitigate the effect of oxygen depletion along the flow
direction. Thus, the current density would be higher than
the average value near the air entrance and lower at the exit.
Controlling the total current to the cell and measuring the
potential results in single polarization curve. This curve
can be thought of as an amalgamation of the polarization
curves for the segmented cells. Under special conditions,
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Figure 10.7 Effect of oxygen consumption on the polarization curve as we move in the direction of the air flow.

we can calculate the effect of utilization easily as illustrated
in Problem 10.10. However, most of the time, the effect of
oxygen utilization is best measured experimentally. The
two typical representations of the experimental data are as
a set of polarization curves measured at different utilization
values (Figure 10.8), or as a utilization sweep, where the
current density is held constant and the flow rate varied
(Figure 10.9).

Increased polarization at higher oxygen utilization
levels is evident from both figures. At low to moderate
current densities, there is a kinetic effect due to the lower
average partial pressure of oxygen. At higher current
densities, mass-transfer effects dominate as evidenced
by the reduced limiting current. A well-designed system
will avoid operation near the limiting current. In other
words, operation at a point with high sensitivity to oxygen
utilization should be avoided.

The oxidant flow rate impacts fuel-cell operation in
other important ways; these effects will change depending
on the type of fuel cell. For a proton exchange membrane
fuel cell, water is removed with the vitiated air (exiting air
stream). Starting from a steady state, if the flow rate of air
increases, the rate of water removal initially increases.
However, any new steady state must also be in water
balance. This limitation has an important impact on system
performance as discussed in Section 10.7. In contrast, for
solid oxide fuel cells, water is produced at the anode, and
the flow rate of oxidant doesn’t influence the water

balance. However, air flow plays a key role in cooling
the solid oxide cell stack. This situation illustrates a second
constraint: the cell, the cell stack, and the system must be in
energy balance for steady operation.

Figure 10.8 Oxygen utilization sweep. The current is held
constant and flow of air varied.
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of supplying too much fuel is that it is wasted. On the other
hand, providing too little fuel can cause severe damage as
will be examined more closely in the next section.

ILLUSTRATION 10.4

Calculate the flow rate of hydrogen and air into 5 kW
stack operating at a current of 100 A and 47 V. The
stack consists of 70 cells (Nc) connected in series with
an individual cell area, Ac, of 600 cm2. The utilizations
of oxygen and fuel are 0.7 and 0.95, respectively.

uf
_mfuel

Mfuel
yH2

� INc

naF
� 100� � 70� �

2 96485� � :
For the oxidation of hydrogen, na= 2 and we assume
pure hydrogen: yH2

= 1.
Solving for the mass flow rate, _mfuel � 0:077 g s�1:
For the air, nc= 4 and yO2

= 0.21.

uO2

_mair

Mair
yO2

� INc

ncF
� 100� � 70� �

4 96485� � :
Hence, _mair � 3:57 g s�1:

In both cases, we have neglected the impact of
water vapor in the feed on the inlet mole fraction,
which is significant for some types of fuel cells. This is
equivalent to doing the calculation on a dry basis.

Utilization and stoichiometry are two methods of

Figure 10.9 Effect of oxygen utilization on the polarization curve.

Let’s now consider the fuel. The utilization of fuel in
the stack, uf, is defined similarly to that for oxygen. If the
anodic reaction is the oxidation of hydrogen, then

H2 ! 2H� � e

_

The utilization we have defined refers to the fraction of
i A reactant consumed in the cell stack. Other definitions of=nFrate of hydrogen consumption

uf � � :mfuelyH2
utilization are possible and useful. One can express a morerate of hydrogen being supplied =Mfuel local utilization, for instance, such as the utilization of a

(10.19)
 single cell in the cell stack. As noted previously, the
reactants travel through the stack in parallel. Although
the stack is designed to have uniform flow through each
cell, there are inevitably variations in flow to the cells.
Likewise, within each cell there are often many flow
channels in parallel, and the utilization in each channel
can vary. Each of these differences in utilization changes
the current distribution through the cells.

Looking beyond the cell stack, we can have instances
where we are interested in the utilization of fuel in the
overall system. As was suggested in Figure 10.2, not all of
the fuel provided to the system contributes to electrical
current. Some fuel may be combusted, some fuel may be
exhausted from the system, and some may permeate across
the separator. The overall utilization will depend on the
particular design, and there are a great variety of designs
and configurations used. Here we consider just two that
illustrate the concepts.

To begin, let’s imagine we have a bipolar PEMFC stack
operating on pure hydrogen. At first thought, you might

expressing the flow rate of reactants relative to the
current in the cells. Both terms are used commonly,
and are simply the inverse of each other.

1
utilization � :

stoichiometry

High flow rates of reactants mean low utilization
or high stoichiometry.

A utilization of 100% means that all of the fuel is used in
the cell or, conversely, that just the stoichiometric amount
of fuel needed for the required current is provided to the
stack. Clearly, the utilization of hydrogen in the stack
impacts the fuel efficiency of the system. The consequence
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anticipate that we could easily use all of the hydrogen in the
cell stack so that uf= 1. Unfortunately, this proves to be
difficult primarily because water vapor and nitrogen dilute
the hydrogen. Recall that the membrane requires water for
good conductivity, which necessitates that the gas stream be
humidified. There is also a small amount of nitrogen from
the air side that permeates across the membrane; therefore,
there must be a means to remove this nitrogen from the fuel
side. Clearly, we don’t want to throw away valuable fuel. To
compensate for only partial utilization of the fuel entering
the stack, we can recycle a portion of the fuel stream that
exits the stack as shown in Figure 10.10. With this configu­
ration, we can conceive of two utilizations:

rate of hydrogen consumed in stack NcI=2Fuf � �
rate of hydrogen supplied to stack nr � nf__ yH2

introduced the fuel efficiency, ηf uel (Equation 10.5), which
we see is identical to uf ;s for this example of a hydrogen
fuel cell.

The second case we want to consider is for a fuel-
cell system using a hydrocarbon fuel and that includes a
reformer or fuel processor that we will treat as a black
box. Using reformed fuel implies that the reactants
entering the fuel-cell stack will be diluted with carbon
dioxide, water, and perhaps nitrogen; therefore, the
overall utilization of fuel must be less than 1. A common
practice is to take unreacted fuel exhausted from the
stack and feed it back to the reformer as shown in
Figure 10.11. The fuel stream supplied to the cell stack
may contain H2, N2, CO, CO2, H2O, and some
unreformed fuel. Before defining the utilization for
this case, it is necessary to introduce a couple of new

and	 ideas. First, depending on the type of fuel cell, CO can be
a fuel just like hydrogen. While a specific utilization

(10.20)
could be defined for each reacting species in the fuel, it is

rate of hydrogen consumed in stack NcI=2F difficult to distinguish the contribution of an individual
uf ;s � � :

nf yH2

_

� Earlier, Equation 10.2 was used to describe hydrocarbon

rate of hydrogen supplied to system reaction of a multiple reaction set based on the compo­

(10.21)

Whereas the consumption terms are identical in Equa­
tions 10.20 and 10.21, the supply terms are different
(denominators). In this example, we could have pure

would be diluted with water vapor and a small amount of
nitrogen. Additionally, the ow rate through the stack isfl

higher than the feed rate. The recycle ratio, , is the molarRr

_

hydrogen as the feed, but the flow into the cell stack

flow rate in the recycle loop divided by that of the feed:

nrmolar flow rate in recycle loop �

sition of the fuel-cell effluent. The difficulty is compli­
cated further at higher temperatures because reforming
reactions may continue to take place inside the fuel cell.
We can nonetheless define the utilization for the fuel-cell
stack with just a small modification.

rate of equivalents consumed in stack
uf � : (10.23)

rate of equivalents supplied to stack

Think of the equivalents as the amount of electrons that
would be supplied by the oxidation of the fuel. For hydro­
gen, two equivalents per mole of hydrogen are supplied.

Rr (10.22)
:
molar flow rate of feed _nf

Because of recycle, each molecule of hydrogen, on aver­
age, may make multiple passes through the fuel-cell stack
before either reacting or exiting the system. Use of recycle
lowers the concentration of hydrogen in the stack, but
enables the utilization of fuel in the system to be increased.
Thus, recycle allows us to increase the overall utilization of
fuel in the system, uf,s, while maintaining a lower single
pass utilization of fuel, uf, in the stack. Note that earlier we

Figure 10.10 Recycle system for hydrogen fuel cell. Utilization of
fuel in the stack is different from utilization of fuel in the system.

oxidation with use of the generic formula CxHyOz, where the
number of equivalents per mole of fuel is 4x+ y� 2z. This
concept can be extended to fuel mixtures. The rate at which
fuel is consumed is directly related to the current in the fuel-
cell stack. The utilization in Equation 10.23 can be related
back to the fuel efficiency used in Equation 10.5 by defining

Figure 10.11 One scheme for the integration of cell stack with a
fuel processor.
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a fuel processing efficiency,

rate in equivalents of oxidizable fuel supplied to stack
:ηf p � rate in equivalents of fuel supplied to fuel processor

(10.24)

Finally, if we multiply these two together,

rate in equivalents consumed in stack
ηf p � uf � rate in equivalents of fuel supplied to fuel processor

� ηf uel;

(10.25)

we see that this product is the same as the fuel efficiency
used earlier. There is an alternative definition for fuel-
processing efficiency that is sometimes used:

heating value of the fuel supplied to stack
ηf p � ;

heating value of fuel supplied to fuel processor

as explored further in Problem 10.12.

ILLUSTRATION 10.5

The fuel-cell system described in Illustration 10.1 uses
a steam reformer and a high-temperature SOFC. In a
solid oxide fuel cell, both CO and H2 can be oxidized
at the anode. From the 11 g s�1 of methane fed to the
system, the output of the fuel processor is a total of
3.678 mol s�1 and has the following composition.

Species Mole
fraction

(4x+ y� 2z)
CxHyOz

Equivalent
[mol�s�1]

CO 0.1421 2 1.045
CO2 0.2131 0 0
H2O 0.06729 0 0
CH4 0.009346 8 0.275
H2 0.5682 2 4.180

Assume the methane does not react in the cell
stack; that is, the methane does not undergo further
reformation and is not oxidized electrochemically.
As defined in Equation 10.24, what is the fuel-
processor efficiency? If the utilization, uf, in the stack
is 0.80, what is the fuel efficiency?

Solution:
The fuel processor efficiency is (Equation 10.24)

ηf p � rate in equivalents of oxidizable fuel supplied to stack
rate in equivalents of fuel supplied to fuel processor

:

First, we determine the rate in equivalents of oxidiz­
able fuel supplied to the stack (numerator). The

methane cannot be oxidized, but hydrogen and carbon
monoxide react at the anode according to

O2� � H2 ! H2O � 2e_ O2� � CO ! CO2 � 2e_

The numerator can be found using the equivalents
(mol�s�1) from the table for H2 and CO. For the
denominator, we need the molar flow rate of methane
to the fuel processor, which is 11 g s�1/16 g mol�1

= 0.6875 mol s�1. Methane has 8 equivalents per mole
of fuel as shown in the table, where x= 1, y= 4, and
z= 0. Therefore, the fuel processor efficiency is

ηf p � 1:045 � 4:180
0:6875 8� � � 0:95:

Note that in the numerator we did not include methane
based on the problem statement. Alternatively, we can
do the same calculation by subtracting off the methane
equivalents exiting the reformer (see table) from the
methane equivalents in the original fuel

ηf p � 8� � 0:6875� � � 0:275
8� � 0:6875� � � 0:95:

Finally, using Equation 10.25,

ηf uel � ηf p � uf � 0:95 � 0:8 � 0:76:

10.6 FLOW-FIELD DESIGN

As was noted in Section 10.4, the fuel and oxidant must be
directed over the surface of anode and cathode in the fuel-
cell stack. Most often this is done with rectangular channels.
The set of channels make up the flow field. Drawing on what
we have learned in the previous sections, we now have a
good idea of the reactant flow required. The flow to indi­
vidual cells is in parallel and manifolds are used to distribute
flow evenly to individual cells. In order to get the same flow
to each cell, we would like the resistance to flow through
individual cells to be high relative to the resistance in the
manifold. On the other hand, high resistance requires addi­
tional pumping power to move the reactants. Remember,
efficiency is the key driver in fuel-cell technology. As you
might then expect, knowing the resistance to flow or,
equivalently, the pressure drop through theflowfield is vital.

Let’s begin by considering the pressure drop associ­
ated with flow through a closed conduit, typically a
rectangular channel. The most important parameter is
the Reynolds number:

vzρDhRe � ; (10.26)
μ
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where vz is the average velocity in the channel and the
equivalent diameter is

4 area of flow� � 2lw
Dh � � ; (10.27)

perimeter �l � w�
where l and w are the height and width of the channel,
respectively. The critical Reynolds number is 2300. As
illustrated in the example below, the Re is typically small
(about 100) and the flow is laminar. We can calculate the
pressure drop through a channel of length L along the
direction of flow as

22f ρvzΔp � L : (10.28)
Dh

The fanning friction factor, f, is 16/Re for fully developed
laminar flow. This equation does not account for entrance
effects in the channel as the flow field develops (see
Figure 10.12). For laminar flow, the entrance length, Le,
is estimated as

Le Re� : (10.29)
Dh 20

As shown in Figure 10.12, the pressure drop will be a bit
higher than that predicted by Equation 10.28 due to
entrance effects. We will typically ignore entrance effects
for initial calculations, but you should be aware of the
implications of this assumption.

Finally, work is required to overcome friction losses in
the channel and move the reactants through the fuel cell. The
greater the pressure drop, the greater the power needed:

_Power � �lwvz�Δp � VΔp: (10.30)

Changes in the density with pressure have been ignored, a
relatively good assumption for the magnitude of pressure
drops typically observed. The power required to move the
reactants is part of the ancillary power that enters into

Figure 10.12 Pressure drop for laminar flow including the
entrance effect.

the mechanical efficiency and directly impacts the overall
efficiency of the system.

In addition to the pumping power and its impact on
system efficiency, there are some other considerations.
As was noted previously, providing equal flow to each
cell is important. One of the most important challenges in
flow-field design is the distribution of reactants to multi­
ple channels and multiple cells. Reactants are supplied to
cells in parallel, and within a single cell there are often
many flow channels in parallel. It is important that each
receives nearly the same flow of reactants. What are the
consequences of supplying too much or too little reac­
tant? The main problem is not providing enough fuel to a
cell or to an isolated region of a cell. This phenomenon is
called fuel starvation. Since all the cells of a bipolar stack
are connected electrically in series, the current through
each cell is identical. With many cells in series, the
voltage differences across the stack can be tens or
hundreds of volts. So, even if one cell has too little
fuel, the large potential will drive current through the
cell anyway. If there is no fuel available to be oxidized,
then part of the cell components are oxidized to provide
the electrons to allow current to flow. Oxidation of the
catalyst carbon support is typical in low-temperature fuel
cells,

C � 2H2O ! CO2 � 4H� � 4e�

Clearly, fuel starvation is a serious problem that must be
avoided.

ILLUSTRATION 10.6

The cathode of a fuel cell has straight parallel
channels. If the current density is 10 kA m�2, and air
is used with a utilization of 0.6, what is the pressure
drop through the channels? The dimensions of the
channel are 2 mm deep, 2 mm wide (l and w), and the
ribs (also called lands) are 1.5 mm wide. The plan­
form size is 30 cm by 30 (L×W) cm.

Solution:
Since the planform is square and the channels are
straight, the length of the channels= L=W. We will
assume that the channels are in along the L dimen­
sion. The velocity is determined from the volumetric
flow rate of air, _V. The volumetric flow rate of the
air can be determined from the cell current density
and the utilization value given. The density of air at
the operating conditions of the fuel cell is 0.9865 kg
m�3. The viscosity of air at the same conditions is
2:096 � 10�5 kg ?m�1 ? s�1.
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Volumetric flow rate � _V � i WL� � Mair

nFyO2
ρairuO2

� 10000 0:3� � 0:3� � 0:029
4 96485� �0:21 0:9865� �0:6

� 5:44 � 10�4 m3
? s�1:

The average velocity in the channel is

vz � _V
Wl

w � rib

w
� 5:44 � 10�4

0:3 0:002� �
2 � 1:5

2
� 1:59 m ? s�1;

where a correction has been made for the fact that
the air only flows through the channels (rib area is
not available for flow). The hydraulic diameter is

Dh � 2lw
l � w� � �

2 2� � 2� �
2 � 2

� 2:0 mm� �:

And, therefore,

Re � vzρDh

μ
� 1:59 0:9865� �0:002

2:096 � 10�5 � 149:

The flow is laminar, and the fanning friction factor is

f � 16
Re

� 0:107;

Δp � L
2f ρv2

z

Dh
� 80 Pa:

The allowable variability (tolerances) in channel
dimensions must be specified and carefully controlled
when manufacturing these flow fields. Imagine that there
are multiple cells connected electrically in series and flow
of reactants through these cells is in parallel. What is the
impact of having the dimensions of one cell low compared
to the others? The overall pressure drop will only be
slightly altered by having one of many flow fields out
of tolerance, and we will neglect this effect. For a given
overall pressure drop, we can use Equation 10.28 to
calculate the average velocity:

2Δp D2 Δp 1 l2whvz � � : (10.31)
L 32μ L 8μ �l � w�2

Of course, the flow rate is proportional to the cross-sectional
area, which also changes with the channel dimensions.
Accordingly, the volumetric flow through each channel is

l3 3Δp 1 w_Vch � vzlw � 2 : (10.32)
L 8μ �l � w�

Figure 10.13 Effect of poor tolerance control of channel dimen­
sions in the flow field.

As shown in Equation 10.32, the volumetric flow rate
depends on the channel dimensions, and can be signifi­
cantly different in channels that are out of specification. As
a result, the utilization may vary over the planform.
Figure 10.13 shows the utilization in a channel if its
dimensions are slightly different from the nominal values.
Here, the designed utilization of the reactant is 0.6. A 5%
change in the dimensions of a channel can cause the
utilization to increase from 0.6 to more than 0.7. Severe
damage can occur if at any point there is insufficient fuel in
the channel. In contrast, channels whose dimensions cause
the utilization to decrease relative to the design value are
much less of an issue. The flow rate is higher than nominal,
but otherwise the performance is good.

There are a large number of flow-field designs. The
style chosen depends on the type of fuel cell, the applica­
tion, and specific design preferences of the manufacturer.
These flow-field designs vary greatly in complexity. Sev­
eral of the approaches are shown in Figure 10.14. You can
easily verify that the flow fields with multiple channels will
have lower pressure drops; however, the chance of mal-
distribution is increased. The interdigitated design forces
flow through the gas diffusion and electrode layers. The
main objective is always to distribute the reactants in a
controlled manner without excessive pressure drop.

The simple analysis above can be used to estimate the
pressure drop for the straight-through, spiral, and serpen­
tine designs. More complex flow fields require numerical
simulation, typically using computational fluid dynamics
(CFD), or experiments to characterize their performance.



238 Electrochemical Engineering

Figure 10.14 Examples of flow-field designs.

10.7 WATER AND THERMAL
MANAGEMENT

For any fuel cell system at steady operation, water must be
balanced; that is, the amount of water entering the fuel-cell
system plus the water produced by the reactions must equal
the amount of water in the exhaust. Similarly, water must be
in balance around each component of the system. Just as a
water balance must be achieved in the system, thermal
balance is a condition of steady operation. Although high,
the efficiency of a fuel cell is well below 100%; this means
that heat must be removed from the cell. The approach for
heat rejection depends, as we have come to expect, on the
electrolyte and temperature of the system. We’ll start by
examining a SOFC system integrated with a reformer, and
then examine a PEMFC operating on hydrogen. As we’ll see,
thermal challenges and water balance issues are coupled.

Integration of SOFC Fuel Cell and
Steam Reformer
Let’s again examine the fuel-cell system with a reformer. For
simplicity, we assume that methane is reformed according to

CH4 � H2O ! CO � 3H2 (10.33)

Furthermore, we will assume the reaction goes to comple­
tion, in contrast to the assumption made earlier. Reforming
reactions are endothermic. For instance, the change in
enthalpy for reformation of methane (10.33) is
206 kJ�mol�1-methane. Thus, energy must be added to
drive the reaction. This feature will have important impli­
cations for systems that use hydrocarbon fuels.

There are several reactions that can lead to the forma­
tion of elemental carbon in the reactor during the reforming
process. Formation of carbon in a reactor is called coking
and must be avoided. An example of a coke-forming
reaction is shown below:

CO � H2 $ C s� � � H2O; (10.34)

where solid carbon is formed. Note that the carbon forma­
tion reaction is not favored in the presence of excess water.
As a result, water in excess of that required for the
reformation reaction (10.33) is added. The amount of water
is described by the steam to carbon ratio, SC. The steam to
carbon ratio may be as high as five in an industrial
reformer. Where does this water come from? The clear
source is the fuel cell. For the SOFC examined here, water
is produced at the anode where hydrogen and carbon
monoxide are oxidized,

O2� � H2 ! H2O � 2e� (10.35)

and

O2� � CO ! CO2 � 2e� (10.36)

For each mole of methane reformed, there is one mole of water
consumed in the reformer and three moles of water produced
in the fuel cell. So, in principle, we are in good shape since we
produce more water than we consume. As shown in
Figure 10.15, water can be recovered from the exhaust of
the stack and recycled back to the reformer. However, it turns
out that this is not a good approach. To understand why, we
need to consider the thermal balance. A solid oxide fuel cell
operates at 700–1000 °C. Therefore, the exhaust contains a
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Figure 10.15 Possible configuration to integrate the cell stack and
reformer.

large amount of energy that must be removed prior to
separation of the water by condensation. Subsequently,
heat needs to be added back to the water after separation to
vaporize it (raise steam) before feeding it to the reformer. The
reforming process is highly endothermic and additional heat is
required to drive the reaction. Recall that the fuel-cell stack
generates excess heat. An improved method of system inte­
gration would be to use excess heat from the fuel-cell stack in
the reformer as shown with the lower image of Figure 10.15.
Rather than trying to separate out the water, we simply recycle
the hot exhaust gas from the outlet of the fuel-cell back to the
reformer. Enough of the exhaust is recycled so that the desired
SC ratio is achieved; what’s more, we have now transferred
thermal energy from the fuel cell to the reformer where it is
needed. Are there any disadvantages with this approach? First,
a high temperature compressor is needed to recycle the hot
gas. Second, as a result of the recycle, the concentrations of
hydrogen and carbon monoxide are lower in the fuel-cell
stack. This situation is explored in Illustration 10.7.

Proper integration with the fuel processing system
reduces the cooling load substantially. In addition, heat
can be removed with the air stream. Because water is not
produced at the cathode in a SOFC and water does not play
a key role in electrolyte conductivity, the water balance and
the conductivity of the electrolyte are not linked to oxygen
utilization, as they are for PEM fuel cells as described
below. Therefore, the air flow rate and utilization can be
used to control the temperature. Also, the high temperature
of the SOFC permits much more heat to be removed with
the air compared to that possible with low temperature fuel
cells. Controlling the temperature of a SOFC with air
utilization is explored in Problem 10.18.

ILLUSTRATION 10.7

Determine the amount of recycle needed to achieve a
steam to carbon ratio (SC) of 2 in the reformer.
Compare the composition of the anode gas for each
of the two configurations shown in Figure 10.15.

In the first case, water is condensed and recycled to
provide the correct SC; therefore, the amount of water
that is recycled is known. The feed gas is assumed to be
pure methane, and the reaction in the reformer is
assumed to be complete (see Equation 10.33). Water
is the only component recycled, and other components
in the anode gas are exhausted from the system. For _n
[mol ? s�1] of methane in the feed, the molar flow rates
of species exiting the stack can be determined from the
reaction stoichiometry and the definition for utilization.
To simplify the problem, we have assumed that the
utilization of the CO and the H2 is the same. The recycle
stream is 100% water at a flow rate of _nSC.

CH4 CO CO2 H2 H2O
0 _n 1 � u� � _nu 3 _n 1 � u� � _n 3u � SC � 1� �

The composition of hydrogen at the stack exit is
plotted as a function of system utilization. For a
utilization of 0.85, the mole fraction is 0.09 for H2

and 0.71 for H2O.

The analysis of second case, where the anode
exhaust gas is recycled, still just requires material
balances; however, the balances are significantly
more complex and the details are left to Problem
10.25. As before, SC, the overall utilization, and the
inlet flow rate of methane are specified. The recycle
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ratio,Rr, defined as the moles being recycled divided by
the moles in the feed, _nr

_nf , changes to keep the SC
ratio constant. Since SC is based on the feed rate of
methane to the reformer, the mole fraction of water
decreases as the recycle ratio is increased, as shown in
the figure. The relationship between overall utilization
and the fuel utilization in the stack is shown in the inset.
For an overall utilization of 0.85, the stack utilization is
0.71, and the gas mole fraction exiting the stack is 0.15
for H2 and 0.52 for H2O. From the Nernst equation, the
change in potential can be determined.

U � Uθ � RT

2F
ln

yH2O

yH2
yO2

p :

Thus, as the mole fraction of hydrogen increases and
that of water decreases, the potential of the cell

increases. Using the composition at the exit for the two
cases, we determine the change in potential. The equi­
librium potential is reduced 26 mV for the water-only
recycle and 16 mV for the anode gas recycle.

The principal advantage with anode gas recycle
though is in heat integration. Assuming the reformer is
at 550 °C and the cell stack at 850 °C, the sensible heat
in the recycle stream can be transferred back to the
reformer. As shown in the third figure, a significant
fraction of the energy needed to drive the reformer can
be obtained from the anode gas recycle.

_

PEM Water Balance
We now turn our attention to PEM fuel cells, which operate at
much lower temperatures, use hydrogen as the fuel, and
incorporate an ion-exchange membrane as the electrolyte.
Utilization of the fuel in these fuel cells is typically quite
high. Balancing of the water represents a key challenge for
PEM fuel cells. Recall from Chapter 9 that, in contrast to most
electrolytes, the conductivity of the proton exchange mem­
branedependsstronglyonitswatercontent.Toolittlewaterand
the membrane conductivity drops; too much water, however,
and the electrode floods. The ideal situation is for the gas in
contact with the membrane to be saturated with water vapor.

To examine the situation further, let’s perform a water
balance for the fuel-cell stack. Referring to Figure 10.16,
we assume that the inlet air has a water mole fraction of
yw,in, and that the mole fraction of oxygen in the air feed is
known. We further assume that the mole fraction of water
in the air exit stream, yw,out, is at the saturation value. We
neglect the water removed by the fuel stream since the
utilization of hydrogen is near unity. We will use as a basis
the moles of dry air supplied, even though the actual inlet

n (mol�s�1stream also contains water. With of dry air

_

supplied) and total cell area (A) we have,

yw;innWater in � ; (10.37)

1 � yw;in

iA
Water produced � ; (10.38)


2F

yiA w;out

_n �
The term in the parentheses is the molar flow rate of dry,
vitiated (spent) air leaving, which is now depleted in oxygen
due to reaction. If we assume that the spent air stream must

Water out � ; (10.39)

4F 1 � yw;out

Figure 10.16 Simplified picture of air flow and water balance for
a PEMFC.



be saturated with water to keep the membrane conductive,
the mole fraction of water out is given simply as

p �Tcell�� ; (10.40)yw;out
vap

p

where pvap(Tcell) is the vapor pressure of water at the cell
temperature. Next, the utilization of oxygen is used:

iA

uO2 � ny

=

O

4F

2

: (10.18)
_

Substituting, a material balance on water yields

yw;in w;outn_
y � 2uO2yO2

n_ � n_ 1 � uO2yO21 � yw;in 1 � y :w;out

water in	 water water out
produced

(10.41)

W cancels out, and now we see that the utilization and the
outlet mole fraction of water are related. Since we assume
that the outlet mole fraction is saturated, we can relate
utilization and cell temperature. This connection is illus­
trated in Figure 10.17. Here it is assumed that the incoming
air is near room temperature and as such cannot hold a lot
of water vapor. For a given cell temperature there is only
one value for utilization of air that perfectly balances water.
A higher utilization of oxygen will result in cell flooding
and lower uO2 causes dry out of the ionomer.

The perfect balance just described is difficult to
achieve. Consequently, it is impractical to avoid liquid

Figure 10.17 Maximum utilization of air consistent with water
balance in proton-exchange membrane fuel cell
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water completely while simultaneously ensuring that the
membrane is kept fully hydrated. Therefore, some means
of dealing with liquid water is needed for PEMFCs. In
practice, capillary forces are used to wick out the liquid or,
alternatively, high velocities are used in the flow channel to
physically expel the water droplets. Exploring these topics,
however, is beyond the scope of this book.

Heat removal is important for PEMFCs, just like it was
for SOFCs, although the waste heat is at a much cooler
temperature. One important way to remove heat is to
provide coolers between cells in the cell stack assembly.
These coolers may be located between each cell or between
groups of cells, such as every six or seven cells. For a
bipolar stack, these coolers must allow for electronic
current flow through them. Such coolers typically use a
liquid as the cooling fluid. The heat is then rejected to the
atmosphere in a separate heat exchanger.

10.8 STRUCTURAL–MECHANICAL
CONSIDERATIONS

It might seem odd to include mechanical concerns in a
text on electrochemical engineering. Experience has
taught us that the mechanical design is critical in electro­
chemical systems. Many times performance difficulties
can be traced to poor mechanical design or structural
failure. Of course, mechanical engineering of materials is
a large field in itself. Here our discussion is restricted to
just a few mechanical issues that are relevant to fuel cells.
A critical question that you as the engineer must answer
is, “What axial load (force applied along the axis of the
fuel-cell stack, perpendicular to the planar electrodes)
should be applied to the cell stack?” As happens with
almost any design decision, this choice involves trade­
offs among a number of competing factors. Appendix D
reviews some basic concepts of mechanics of materials
needed for this section.

Contact Resistance
It is essential that the resistance of electrochemical cells
be low for practical use. In the introductory chapters, we
discussed many important design factors that affect the
cell resistance: the conductivity of the electrolyte, elec­
trode structure, and kinetic parameters to name a few.
Now we want to treat the contact resistance between
components. Although not electrochemical in nature, it
can play a critical role in the performance of the cell.
When two surfaces are brought together and the interface
between them is examined microscopically, we see that
the contact is not perfect (Figure 10.18). In fact, there
are generally relatively few points of actual contact.
The conductance and resistance of this interface are
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Figure 10.18 Microscopic picture of two surfaces mated together.

described by

Ω�1 �2conductance � 1 � kpβ ?m ; (10.42)
Rcontact

where p is the contact pressure or what we have called the
axial load, and k and β are empirical constants. β has a
value between 0.5 and 1. The values of β and k depend on
the roughness of the surfaces and the materials of the two
components in contact. Figure 10.19 shows an example
behavior for smooth and rough surfaces. Note that rough
surfaces require a higher axial load to achieve a given
resistance. A low axial load results in a high contact
resistance. At first, the resistance decreases rapidly with
increasing load. However, as the axial load increases
further, the reduction in resistance is much smaller. There
are disadvantages to high loads, which will be discussed
shortly.

Although the basic behavior is well described with
Equation 10.42, the parameters are best obtained

Figure 10.19 Contact resistance of two mated surfaces.

experimentally. Comparable behavior is seen for thermal
conductance because of the similarity in the two conduc­
tion mechanisms in metals. One additional factor that is
particularly relevant for us is corrosion (Chapter 16).
Oxidation of the surfaces can have a significant impact
on the contact resistance. A nonconducting oxide on a steel
surface, for example, can dramatically increase the contact
resistance.

Sealing
Another factor to be considered when establishing the axial
load of the cell stack is sealing. A detailed examination of
seals is beyond the scope of this chapter. Nonetheless, a
little reflection should convince you that escape of fuel
overboard, leakage between the fuel and oxidant streams,
or dripping of water on the ground must be prevented.
Three common sealing approaches used in fuel cells are
discussed briefly. First, wet seals use controlled porosity to
establish a liquid barrier to the transport of gases and are
suitable for low-temperature fuel cells—see discussion of
capillarity from Chapter 5. Second, materials can be
bonded together. The specific material used for bonding
depends on temperature and compatibility; examples
include epoxies, solders and brazes, as well as glass seals.
Third, compression seals use compliant elastomers to
account for unevenness in the surfaces. These seals can
also mitigate the effect of tolerance stack-up, which is the
cumulative effect of stacking imperfect parts whose dimen­
sions are within specified tolerances. For example, if cells
that are slightly thinner on one side, but within tolerances,
are stacked, a bowed cell stack would result if all of the
thinner sides were oriented the same way.

We would like to have the axial load high enough so that
the contact resistance is small and effective sealing is
achieved. The pressure cannot be so high that plastic
deformation takes place, resulting in mechanical failure
of the stack. Even below this point, the stack can experience
failure due to creep, which is discussed later in the chapter.
There are numerous methods of applying compressive load.
These methods are not only intended to provide the initial
axial load, but also to maintain that load over the course of
extended operation and through changes in temperature. The
most common method uses rigid end plates held together
with tie-rods, as explored in Illustration 10.8.

ILLUSTRATION 10.8

One method of applying a compressive load to a cell
stack is to use a stiff endplate with tie-rods external to
the stack to apply a compressive force. A tie-rod is
nothing more than a metal shaft that joins the two end
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plates. It has been determined that the required force
per unit of cell area is 340 kPa. The cell area is 0.1 m2.
There are 6 tie-rods with a diameter of 3 mm made
from carbon steel. Calculate the stress and strain on the
tie-rods.

From the axial load, the force per tie-rod can be
calculated and converted to a stress:

σ � cell area
rod area

� axial load
number of rods

� 0:01

7:07 � 10�6

340; 000
6

� 80:2 MPa;

which is well below the yield strength of steel, 250 GPa.
Using Young’s modulus for steel, 200 GPa, the strain is

ϵ � σ

E
� 4:01 � 10�4:

Note that the elongation of the rods is simply Lϵ �
0:2 mm if the height of the stack is L= 0.5 m.

Illustration 10.9 examines the load (axial stress)
needed to compress elements of the fuel-cell stack.

ILLUSTRATION 10.9

An MEA (membrane electrode assembly) for a PEM fuel cell consists of a membrane coated with catalyst on both sides
and two gas-diffusion layers (GDLs). See Figure 10.4. Initially, the membrane is 50 μm thick and each of the two gas
diffusion layers is 200 μm thick. What stress is needed to compress these layers from 450 to 445 μm? Assume the
materials behave elastically, EGDL = 17.1 MPa, Emem= 1.0 GPa.

Under load, the stress, σ, in each component is the same. The final compressed thickness for each component is

Lj;f � Lj;ini 1 � ϵj � Lj;ini 1 � σ

Ej
;

and the overall thickness is

Lf �
j

Lj;ini 1 � σ

Ej
:

Solving for the stress gives σ = 213 kPa.
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Stress Induced by Temperature
Changes
Materials expand when the temperature is raised. The
amount of change depends on the material and is quantified
by the coefficient of thermal expansion (CTE) (see Appen­
dix D). Thus, a stress is created in a material if it is
constrained and the temperature changed from the stress-
free state. In our rudimentary analysis of thermally induced
stress in a fuel-cell stack, we will assume that one of the
components is much stiffer than the other. Think of stiffness
as the ability of the component to resist deformation. This
assumption means that the deformation of one component is
insignificant relative to that of the other. Stiffness is not
simply a material property, but is affected by the thickness
and shape of the component. For an anode-supported elec­
trode of an SOFC, for instance, the thickness of the anode
material may be much greater than that of the separator. In
this case, we assume that the strain of the support is
determined from the temperature change, and it remains
free of stress. The stress generated in the other component is
related to the difference in CTE �α� of the two materials.

Eiσi � �αs � αi��T � T0�; (10.43)
1 � νi

where the subscript s refers to the support material, the
subscript i refers to the material of interest, νi is Poisson’s
ratio, and T0 is the stress-free temperature. This highly
simplified analysis will give the engineer a starting point
for understanding the importance of matching thermal
coefficients of expansion. Most often, the materials are
bonded together at high temperature, and this would be the
stress-free condition.

What makes thermal expansion of particular impor­
tance for SOFCs is the high temperature associated with
operation of the fuel cell. A failure mode of importance is
fracture, where a material or object separates into two
pieces under a mechanical stress. This process is nearly
instantaneous and usually catastrophic. This mechanism is
of most interest for high temperature cells that use
ceramics. The principle of maximum stress applies to
brittle materials such as ceramics. If the principal stress
reaches its maximum value, the material fractures. This
challenge is shown in Illustration 10.10.

ILLUSTRATION 10.10

An anode-supported SOFC is bonded together at
1000 °C. What is the stress in the YSZ separator
when cooled to room temperature? The modulus for
YSZ is 215 GPa and the coefficients for thermal
expansion are 10.5× 10�6 and 9× 10�6 K�1 for the
support and YSZ separator, respectively. Assume that,
because of the thickness of the anode, it is rigid as
discussed above. Using Equation 10.43,

σi � Ei

1�νi
αs�αi� � T �T0� �

� 2:15�1011

1�0:22
10:5�9� �10�6 1000�25� � � 403MPa;

where 0.22 is the Poisson’s ratio for the YSZ separator
from Appendix D. This stress value is close to the
fracture strength of the material (416 MPa), and the
design would likely be unacceptable.

The above illustration highlights the challenge asso­
ciated with operation of high-temperature fuel cells. Brittle
fracture is not common in low-temperature systems, but a
loss of load can occur in such systems with only relatively
modest changes in temperature. This situation arises
because the CTE for the cell stack materials is often
different from the CTE of the materials used in the loading
system. Thus, there is a tendency for the axial load to
change significantly with temperature.

ILLUSTRATION 10.11

Using the compressive force from Illustration 10.8,
determine the torque on each tie-rod. There is a simple
relationship between the torque and the force applied
by the tie-rod. Taking c= 0.2,

Torque � cDFx

� 0:2 � 0:003 m � 0:1 m2 � 340; 000 N ?m�2

6
� 0:34 N ?m:

Six tie-rods are used, each of diameter D. If this torque
is applied at room temperature, what would you expect
to happen to the compressive force on the stack when
the system is heated to 150 °C?

To address this question, we need to consider
the expansion of the stack and the expansion of the
loading system. If the CTEs are the same and the
moduli don’t change with temperature, then there
would be no effect. Our load system is made from
steel, and the coefficient of thermal expansion for the
steel is 10.8× 10�6 K�1. Therefore, the length would
increase from 0.5 m by

δL � 0:5 αL 150 � 25� �� � � 0:7 mm:

The CTE for the stack is 4× 10�6 K�1; thus, it expands
by 0.25 mm. Since the increase in the stack length is
less than that of the load system, which is very
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common, the compressive force will be reduced. To
get a quantitative value for the stress at temperature,
the specifics of the load system must be considered.

Creep
Below a certain level of stress, the deformation is reversible
or elastic; above this stress level, the deformation is perma­
nent. The stress beyond which the deformation becomes
plastic is the yield point. Design conditions should not
exceed the yield point of the materials. Another mechanism
of failure is creep: the permanent deformation of a material
subjected to mechanical stress below its yield point. Yield­
ing can occur at stresses below the yield point if stresses are
applied for a sufficiently long time or at elevated tempera­
tures. Unlike fracture, creep is a slow process. Furthermore,
some creep is generally acceptable as long as it is anticipated
and compensated for in the design.

ILLUSTRATION 10.12

For the stack from Illustration 10.8, what impact will there
be on the compressive load if, due to long-term creep, the
cell components permanently deform by 1 mm? Show
how this reduction in load is mitigated by using Belleville
washers (see Appendix D) for load follow-up.

The stress-free height of the stack is 0.5 m. Using
a modulus of 100 MPa for the stack material, we can
calculate the compressed length as a function of
compressive load assuming elastic compression.

L � 0:5 1 � σs
Es= ;

which is depicted with the solid line labeled stack.
Point A is the nominal design point. To understand the
effect of creep, the effect of the load system must be
known. The tie-rods are in tension, and their length
increases with stack stress. The slope of the line is

Lo
σrod

Erod= � Lo
σs

Erod= As

Arod
;

where the length of the expanded tie-rods must equal
the compressed thickness of the stack at the design
stress. The modulus of the tie-rod material is 50 GPa.
The line labeled load system represents this response
and intersects with the stack curve at the design point
A. Permanent deformation of the stack results in a new
curve for the stack with creep, where the zero-stress
thickness is now 0.499 m. The intersection of this new
curve with the load system, B, becomes the new
operating point. Here, we see that the compressive
load has been reduced from 340 to about 250 kPa, low
enough that cell performance may be adversely
affected.

Belleville washers (Appendix D) are basically
springs that, when added to the end of the tie-rods,
reduce the effective modulus of the tie-rods and make
the load system less sensitive to changes in the stack
length. This is consistent with your intuition that tells
you that the use of springs will help to maintain
compression on the stack by helping to compensate
for the effect of creep. The curve on the plot was made
using an effective modulus of 100 MPa for the load
system containing the Belleville washers. For the same
creep, the compressive load is now 310 kPa.

10.9 CASE STUDY

A fuel cell is being considered for a manned space flight.
Because hydrogen and oxygen are needed for propulsion
power, these are the preferred fuel and oxidant. The basic
cell performance is shown in Figure 10.20. Our job is to
recommend the current density and voltage at which the fuel
cell operates. A high current density will result in higher
power density and therefore a smaller cell stack. However,
operation at high power means that the cell voltage is lower,
and the efficiency lower, resulting in higher fuel consump­
tion. We will seek a system where the combined mass of the
fuel-cell stack, hydrogen, and oxygen is minimized.

We’ll need to simplify this optimization, but we can
nonetheless illustrate how to approach these challenges.
First, let’s understand why minimizing the mass is so
important. Any object that goes into orbit must be
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Figure 10.20 Polarization curve for space fuel cell operating on
hydrogen and oxygen. Utilization of hydrogen and oxygen are 0.95.

accelerated to a high velocity (about 7 km�s�1 for low earth
orbit). This acceleration requires a large amount of energy
and fuel, perhaps 2 kg of fuel for each kg of payload. For our
purposes, the fuel-cell system as well as the oxygen and fuel
needed for the mission duration can be considered payload.
There is a tremendous incentive in keeping this mass low.

Next, let’s think about the key factors that go into fuel
consumption besides the voltage efficiency. Two essential
items are the average net conditioned electrical power and
the length of the mission; these items are critical for a space
mission because they determine the amount of fuel needed,
and it is necessary to carry the fuel for the entire flight with
you into space. Other items include those we have already
discussed such as the mechanical efficiency, fuel effi­
ciency, and power conversion efficiency. Baseline values
for these parameters are given in Table 10.3. From these
parameters and the cell potential, we can calculate the mass
of hydrogen required.

mH2 � P � t

Vcell
� 1
ηmechηpc

�MH2

naF
;

where na is 2 for the hydrogen oxidation, and the energy
(power× time) has been used rather than the power in order
to calculate the total mass rather than the mass flow rate.
Note that the amount of hydrogen used is inversely pro­
portional to the voltage of the cell.

In contrast to terrestrial applications, the oxidant is
pure oxygen not air, and its mass must be calculated and
added to the total just like we did for hydrogen. Therefore,
we need the utilization of oxygen to determine the amount
of oxygen required, which is proportional to the amount of

Table 10.3 Baseline Parameters for Case Study

Parameter Symbol Value

Power P 2000 W

Mission length t 106 s

Mechanical efficiency ηmech 0.90

Fuel efficiency, or hydrogen utilization ηfuel 0.98
uH2

Power conversion efficiency ηpc 0.95

Oxygen utilization uO2 0.95

Cell pitch γ 250 m�1

Active area ratio Ar 0.7

Apparent density of the fuel-cell stack ρs 2000 kgm�3

System/stack mass ratio mr 2

hydrogen.

uH2 MO2 ncmO2 � mH2 � � :
uO2 MH2 na

Next, we need the mass of the cell stack. For a given
potential of the cell, the current density is determined by
the polarization curve. Because a fuel cell is a power
conversion device rather than an energy storage device,
the total cell area, A, is calculated from the average gross
power of the cell stack:

P
Pg � � i � Vcell � A:

ηmech � ηpc

This relationship works independent of whether the cells
are in parallel or series, or a mixture of the two. Then, the
volume of the cell stack is estimated as

A 1
Volume stack � � :

Ar γ

The mass of the stack can now be calculated from the
volume, the apparent stack density, and a ratio that
accounts for the mass of system components required to
support power conversion in the cell stack,

A 1
mfcs � � � ρs � mr:

Ar γ

Thus, the combined mass for the cell stack, hydrogen (fuel)
and oxygen for the required mission, is

mt � mfcs � mH2 � mO2 :

Taking the parameters given in Table 10.3, the total mass
can be determined as a function of cell potential or,
equivalently, current density using the polarization curve.
The results of these calculations are shown in Figure 10.21.
A minimum mass is obtained for operation at a potential of
about 0.88 V. As the cell potential increases, the fuel cell is



Figure 10.21 Optimized potential for planned space mission,
where mass is the most important factor.

more efficient, and therefore the mass of oxygen and
hydrogen decrease. At the same time, the mass of the
fuel-cell system increases sharply.

CLOSURE

In this chapter, we have extended the analysis of fuel cells to
include the overall system. The current–voltage relationship
is still fundamental, but the amount of fuel and air provided
relative to the stoichiometric value must be established.
Material and energy balances are the main tools for under­
standing and designing full systems. Water and thermal
balances have been shown to be critical to these designs. In
addition, we have introduced some of the mechanical
aspects that are critical to good cell stack and system designs.
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PROBLEMS

10.1 Using the definition of efficiency given by Equation 10.3,
what is the maximum thermal efficiency of a hydrogen/
oxygen fuel cell at 25 °C, standard conditions?
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10.2 A fuel cell operating on methane produces 100 kW of gross
electrical power. Calculate the voltage and thermal effi­
ciency given the following:

(1) The individual cells are operating at a potential of
0.65 V and gaseous water is produced at standard
conditions.

(2) 75% of the fuel is converted to electricity (the balance is
combusted external to the fuel cell to drive the refor­
mation process).

(3) 5% of the electrical output is consumed by ancillary
equipment and losses in power conversion.

10.3 How would the results of Problem 10.2 change if we
assume that the water is produced as a liquid?

10.4 The quantity ΔG/ΔH was introduced in Equation 10.7. This
quantity is needed because historically with fuel cells the
efficiency is based on the heating value of the fuel rather
than on the change in Gibbs energy. For a hydrogen/oxygen
fuel cell, create a plot of ΔG/ΔH as a function of tempera­
ture from 25 to 200 °C. For temperatures below 100 °C, use
the higher heating value of the fuel (product is liquid water);
and above 100 °C, use the lower heating value (product is
gaseous water). You’ll need to find data for heat capacity as
a function of temperature to complete this problem.

10.5 Calculate mass of hydrogen needed to operate PEM FC at
an average of 18 kW for a period of 3 hours. Assume the
utilization of hydrogen is 0.98 and that each cell is operating
at 0.7 V. Roughly18 kW power is needed to sustainably
power a passenger vehicle on the highway. Compare the
mass of hydrogen calculated with the mass of gasoline that
would be needed. If helpful, you may assume that the
average speed for the 3-hour period is 90 kmph.

10.6 A portable hydrogen fuel cell used by the military operates
at an overall fuel-cell system thermal efficiency, ηth, of 55%.
The stack has a specific power of 100 W�kg�1 and operates
at 50 W, and the system delivers a net power of 35 W
continuously. The ancillary systems (plumbing, controls,
and electronics) weigh 0.210 kg. The theoretical energy
content of a hydrogen storage system is 1200 W�h�kg�1.

(a) Estimate the mass of the fuel required for providing
35 W of conditioned power for a 72-hour mission.

(b) How does the mass of the fuel-cell system package
(with fuel) compare to a lithium-ion battery with a
specific energy of 150 W�h�kg�1?

(c) Discuss two properties of the fuel-cell system you
would improve to achieve 700 W�h�kg�1 for the fuel-
cell system package for the same mission duration.
(This problem was suggested by S.R. Narayan).

10.7 Create a plot of system thermal efficiency versus power
level for PEM FC operating on pure hydrogen. Use the
LHV of hydrogen, and assume that the utilization of
hydrogen is 0.97. Power for ancillary equipment is
500 W+ 5% of gross electrical output; that is,

Pancilary � 500 W �� � 0:05Pgross:

The cell stack has 100 cells, each of 0.04 m2 area. The
performance curve is represented by the model given in
Problem 9.4 with the following parameters:
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b � 0:054 V; j � 25; 500 A ?m�2; jd � 30; 000 A ?m�2;

ln�k� � �9:14; R � 5 μΩ ?m2:

What do these results suggest about how the fuel cell
might be best used in a fuel-cell hybrid electric vehicle?

10.8 A direct methanol fuel cell operates at 0.4 V and
2000 A�m�2. If the stack must produce 50 W at 12–24 V,
what configuration would you propose? Assume a pitch of
4 mm/cell, an endplate thickness of 7.5 mm, and an active

2
0:002area ratio Ar � 1:2 � 0:05 , where Ac is the activeAc

area of a single cell [m2]. What is the volume of the stack?

10.9 Estimate the mass-transfer limiting current density as a
function of utilization of oxygen down the channel of a
PEM FC. Treat the mass-transfer resistance as simple
diffusion through a porous gas diffusion layer. The cell
is operating at 70 °C, ambient pressure, and the air is
saturated with water vapor. The thickness of the GDL is
170 μm, and the effective diffusivity of oxygen is 6× 10�6

m2 s�1. What is the effect of increasing temperature on
limiting current density for a PEM FC?

10.10 When analyzing the performance of a low-temperature fuel
cell, it is often desirable to include the effect of oxygen
utilization with a one-dimensional analysis. If the mole
fraction of oxygen changes across the electrode, what value
should be used? Assuming that the oxygen reduction
reaction is first order in oxygen concentration, show that
it is appropriate to use a log-mean mole fraction of oxygen
as an approximation of the average mole fraction.

yin � yout :ylm � yinln
yout

10.11 Express the log-mean term in Problem 10.10 in terms of
oxygen utilization and the inlet mole fraction of oxygen, yin.
Sketch the average current density as a function of utiliza­
tion, keeping the overpotential for oxygen reduction fixed.
How would this change if mass transfer is also included.

10.12 Discuss the advantages and disadvantages of using the
alternative definition for fuel processing efficiency based
on the heating value of the fuel as shown in Chapter 10
immediately following Equation 10.25.

10.13 The composition of industrial natural gas is as follows:

Methane 94.9% Ethane 2.5% Propane 0.2%
Butane 0.03 Nitrogen 1.67 CO2 0.7

A fuel-cell power plant is designed so that the fuel-
processer efficiency is 78%, the mechanical efficiency is
92%, and the power conditioning efficiency is 96%. If the
utilization of fuel (uf) is 0.85, what flow rate of natural gas is
needed for a system that provides 400 kW of conditioned
power? The LHV of the industrial natural gas is 53.08 MJ�kg�1.

10.14 A PEMFC operates at an average current density of 16 kA m�2,
and humidified air (75 °C) is used with an oxygen utilization of
0.6. The dimensions of the channel are 2 mm wide, 2 mm deep,
and the ribs are 3 mm wide. The planform size is 12 cm× 24
cm. What is the pressure drop on the air side for parallel
channels across the shorter dimension of the planform? The
longer dimension? What would be the pressure drop if theflow
field consisted of three parallel serpentine channels?

10.15 The channel for a flow field has nominal dimensions of
2.0 mm× 1.5 mm. If the nominal utilization is 55%, the
maximum permissible utilization is 65%, what are the
minimum dimensions allowed for the channels?

10.16 Recreate Figure 10.17 for the case where the cell is operating
at 200 and then 300 kPa absolute pressure. Explain the effect
of operating pressure on the water balance for PEM fuel cells.

10.17 Dry air is fed to a PEMFC that is operating at 10 kA�m�2.
The temperature is 55 °C and the pressure is 120 kPa. If the
utilization of air is 40%, what fraction of the water produced
by the cell is removed as a liquid? Assume that this exit
stream is saturated at the cell temperature.

10.18 Whereas liquids are used to cool low-temperature fuel cells,
cooling with gas is more appropriate at the high operating
temperature of a solid oxide fuel cell. One strategy for cooling
is to increase the air flow through the cathode (see the figure
that follows). The additional power required to provide air for
cooling in excess of what is required for the electrochemical
reactions is a drain on the efficiency, but in contrast to PEM
fuel cells, air stoichiometry has no effect on the water balance.
Since temperature strongly affects the conductivity of the
YSZ separator and because thermal gradients can cause
failure of the seals, the temperature difference between the
inlet air and the cell stack cannot be too large.



The fuel is reformed methane. Excess water is supplied
to the reformer to prevent carbon deposition. Assume that
the steam-to-carbon ratio is 2.5. There are two steps to the
fuel processing. The first is reformation, which can be
assumed to go to completion.

CH4 � H2O ! 3H2 � CO

The second reaction is the water-gas shift reaction. Here,
assume that 30% of the CO is converted to CO2.

CO � H2O $ H2 � CO2

(a) ΔT= 200 K, what is the resulting air utilization? Per­
form an energy balance on the stack (enclosed by the
dashed line). Assume that the fuel, fuel exhaust, and
depleted air are at the temperature of the cell stack
(Tc= 900 °C). How does this utilization change with a
change in the inlet temperature?

(b) Plot the air utilization as a function of the inlet temper­
ature difference and explain the relationship between
the air utilization and ΔT.

Both CO and H2 are oxidized in the fuel cell, assume
that the utilization of each of these species is 0.9 and that the
potential of each cell is 0.7 V.

H2 � O2� ! H2O � 2e�

CO � O2� ! CO2 � 2e�

Species Heat capacity
[J�mol�1�K�1]

ΔHf

[kJ�mol�1]

H2

H2O
Air
CO
CO2

30.132
42.220
33.430
29.511
55.144

0
�241.8
0
�110.5
�393.5

10.19 One of the simplest models for a low-temperature hydro­
gen/oxygen fuel cell is

p
RT pO2

pH2
V � U � ln � RΩi:F i

Using this model, which neglects mass transfer, how does
the cell voltage change with oxygen utilization if the
average current density is fixed? You may assume that
the equilibrium potential, U, is constant. You will need
to use an average oxygen partial pressure that accounts for
the change in oxygen concentration along the length of the
electrode.

10.20 In Section 10.5, 100% utilization of hydrogen is noted not to
be practical even if the fuel is pure hydrogen. As shown in
Figure 10.10, some of the fuel is recycled, and a small
amount of fuel is vented through a pulse-width-modulated
valve that can be scheduled to discharge gas in proportion to
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power. Holding the system utilization of fuel, ηf,s, constant
at 0.9, plot the composition of the fuel entering the cell stack
and the stack utilization, ηf, in the cell stack for recycle rates
between 0 and 2.0. Assume the inlet composition to the
system is 90% hydrogen.

10.21 By how much is the limiting current reduced when the gas-
diffusion layer is compressed from 170 to 100 μm? Assume
a Bruggeman relation (Equation 5.18) for tortuosity and an
initial porosity of 0.7.

10.22 In the study of fuel consumption and utilization, several
factors were neglected. Specifically, there can be leakage or
permeation across the separator of a fuel cell. Additionally,
there may be small shorts, for instance, due to the small
electronic conductivity of a SOFC electrolyte or a small
ionic conductivity in the interconnects (bipolar plates).
Briefly discuss how these factors would affect the design
of a fuel-cell system and propose a definition for the fuel
utilization that accounts for these additional factors.

10.23 List advantages and disadvantages of the six flow fields
shown in Figure 10.14.

10.24 A PEMFC stack in a fuel-cell vehicle is operating at 80 °C
on hydrogen and air at a balanced pressure of 300 kPa and
delivers 75 kW (gross power) at 42 V. The individual cells
are operating at 0.7 V and 6 kA�m�2.

(a) Determine the number of cells in the stack and the area
of each electrode.

(b) Find the minimum flow rates of reactants in g�s�1 to
sustain this average power. State the reasons why this
minimum rate is insufficient in practice?

(c) Calculate the rate of accumulation of water at cathode
from the reaction and electro-osmotic drag, assuming
that back diffusion from the cathode to the anode is
negligible. What are the consequences of not having
back diffusion of water from the cathode to the anode
and how do you propose to address these consequences
to ensure stable operation? (This problem was sug­
gested by S.R. Narayan).

10.25 Work out details for Illustration 10.7.

10.26 How would the results of the case study change if the
mission were reduced to just 2 days?

10.27 Methanol can be oxidized in an aqueous fuel cell to carbon
dioxide and water as per the following cell reaction:

CH3OH�ℓ� � 3=2O2 ! CO2 � 2H2O�ℓ�
(a) Write the individual electrode reactions for the fuel cell.

(b) Calculate the theoretical specific energy for the fuel and
report it in W�h�kg�1.

(c) Calculate the maximum thermal effic?=1,^wdb boxit
"Text Hidden Please check"

ttop ""
ttrack
trun 0iency for this reaction at 298 K.

(d) If such a methanol cell were operating at 298 K at 0.5 V
and 0.1 A, calculate the voltage efficiency and the rate
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Chapter 11
 

Electrochemical Double-Layer
Capacitors

Electrochemical double-layer capacitors (EDLCs) are 
another important means of storing energy electrochemi­
cally. In many ways, EDLCs complement batteries by 
providing greater power density at the expense of energy 
density, which is generally lower than that of batteries. 
Although not nearly as common as batteries, EDLCs are 
important for several applications. For example, they are 
often combined with batteries, fuel cells, and other devices 
in hybrid power systems. In such applications, the EDLC 
most frequently provides a load-leveling function. 

It is important for you to understand the operation of 
these devices and the conditions where they are a better 
alternative than batteries, or where hybrid systems may be 
beneficial. EDLCs have two key advantages or strengths: (i) 
high power density and (ii) long cycle life. In this chapter, 
we explore the behavior of these devices and provide the 
elementary information needed by engineers. In doing so, 
we will apply the fundamental principles of electrochem­
istry that we have already learned to help us understand the 
design and operation of EDLCs. The material in this chapter, 
however, represents only a brief introduction to the topic, 
and we encourage you to explore the references at the end of 
this chapter for additional information. 

Before getting into the details of electrochemical 
double-layer capacitors, we briefly examine more conven­
tional capacitors, which are best exemplified by a parallel 
plate capacitor. This introduction will provide a foundation 
for our discussion of EDLCs, and will help to highlight the 
differences in physics that determine the basic operation of 
these capacitors. 

11.1 CAPACITOR INTRODUCTION

A conventional electrostatic capacitor consists of two 
conductors separated by a dielectric (electronic insulator). 
Energy storage is accomplished by charge separation, with 

Electrochemical Engineering, First Edition. Thomas F. Fuller and John N. Harb. 

positive charge accumulated on one conductor and nega­
tive on the other (see Figure 11.1a). The charge, Q, is the 
amount of charge on either conductor (not the sum of 
the two). Capacitance is defined as the charge divided by 
the potential difference and relates the amount of charge 
stored to the electrical potential required to store that 
charge. 

Q
C � : (11.1)

V

The unit for capacitance is the farad, [F], which is equiv­
alent to coulomb per volt [C�V�1]. Alternatively, we can 
express a differential capacitance as 

dQ
Cd � : (11.2)

dV

This differential representation of the capacitance provides 
additional information and is required in situations where 
the capacitance, C, varies with the amount of charge. In 
contrast, Equation 11.1 defines the integral capacitance. 

Figure 11.1a shows a conventional parallel plate 
capacitor consisting of two conductive plates separated 
by an insulator. If the gap between the plates is a vacuum, 
the capacitance is constant and equal to 

C � ε0A

d
; (11.3) 

where d is the distance between the plates, ε0 is the 
permittivity of free space, 8.8542 × 10�12 [F�m�1], and 
A is the area of the plates. The electrical symbol for this 
capacitor is also shown in the figure. The positively 
charged plate is called the anode and the negatively 
charged plate the cathode. If the vacuum is replaced by 
a dielectric material, the capacitance is proportional to the 

 2018 Thomas F. Fuller and John N. Harb. Published 2018 by John Wiley & Sons, Inc. 
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Figure 11.1 Types of capacitors and electrical symbols. (a) Conventional or electrostatic. (b) Electrolytic. (c) EDLC. Please note that, as 
discussed in the text, the electrical symbols do not accurately reflect the physics in Electrolytic capacitors and EDLCs—both of these have two 
capacitors in series, one for each electrode. 

dielectric constant, which is the ratio of the permittivity of 
the material to the permittivity of vacuum: 

ε
εr � : (11.4)

ε0 

For a parallel plate capacitor using a dielectric material in 
place of a vacuum, Equation 11.3 is replaced with 

εA εrε0AC � � : (11.5)
d d

To this point, we have seen that the capacitance depends on the 
properties of the material between the conducting plates, as 
wellasonthedistancebetween theplatesand the areaavailable 
forchargestorage.Wehavealsodefined both a differential and 
an integral capacitance, which relate the amount of charge 
stored to the voltage difference across the plates. 

The capacitance of a device can be raised by increasing 
the area available for charge storage and by decreasing the 
thickness of the dielectric. These strategies are used in the 
electrolytic capacitor, the second type of capacitor, shown in 
Figure 11.1b. This kind of capacitor is significantly different 
from and not to be confused with an electrochemical double-
layer capacitor. In addition to their capacitive properties, 
electrolytic capacitors are of particular interest because they 
are manufactured with electrochemical processes. As shown 
in Figure 11.1b, two metal foils are separated by an electro­
lyte. In contrast to the parallel plate capacitor, the areas of the 
two metal foils are enhanced by etching the surfaces. The 
increase in area is illustrated by the corrugations shown in 
Figure 11.1b. The etching takes place as the foil is passed 
through a chloride solution and current is applied to create 
small, tunnel-like pores, mostly perpendicular to the surface. 
The surface roughness (Chapter 3) or foil gain can be up to 
100 times for low-voltage and 25 times for high-voltage 
electrolytic capacitors. The capacitance of the anode, how­
ever,doesnot result fromthe interfacebetweentheelectrolyte 

and the foil; rather a forming process creates a thin metal 
oxide layerontheetchedsurfaceofoneof themetal foils.This 
oxide is shown as alumina in the enlargement of the corruga­
tion inFigure 11.1b. It is this oxide that serves the same role as 
that of the dielectric in the parallel plate capacitor. The 
increase in surface area and the use of a very thin oxide 
(dielectric) lead to a significant increase in capacitance over 
that of a parallel plate capacitor. The anode here represents 
one capacitor; there is by necessity a second capacitor at the 
other electrode, and these capacitors are in series. Therefore, 
some aspects of the physics of the device are not well 
represented by the electrical symbol in Figure 11.1b. 

To form the electrolytic capacitor, the metal anode is 
anodized by applying a constant potential to oxidize the 
surface (essentially a corrosion process, see Chapter 16). 
The magnitude of the potential applied may be several 
hundred volts and is greater than that for which the device 
is rated so that no appreciable oxidation takes place during 
later operation. A higher formation potential leads to a 
thicker metal oxide on the surface, which increases the 
operating voltage of the capacitor at the expense of a lower 
capacitance due to decreased surface area and the thicker 
oxide layer. For an aluminum foil, aluminum oxide forms 
on the anode, and the alumina serves as the dielectric that 
separates the surface of the conductor from the electrolyte. 
Other metals are also used in practice. In operation, the 
majority of the potential difference occurs across the oxide 
layer, rather than in the electrolyte. Consequently, very 
high voltages are possible. As mentioned previously, the 
capacitance is increased through the use of a very thin 
oxide, on the order of 100 nm, which is much thinner than 
the separation that can be achieved in a conventional 
capacitor without developing shorts. Growth of a thicker 
oxide layer (still quite thin) provides a higher voltage rating 
but tends to close up the smaller pores that were etched; 
therefore, a higher voltage rating also implies a smaller foil 



gain. Importantly, we note that the electrolytic capacitor 
(Figure 11.1b) has a polarity; that is, in contrast to a parallel 
plate capacitor, it must be connected so that the anodized 
metal is electrically positive relative to the other electrode. 
This polarity is also shown in the electrical symbol in the 
figure. The adverse consequences of reversing this polarity 
are explored in Problem 11.3. We also note that charge is 
supplied by the electrolyte on the other side of the oxide; 
this feature is similar to that found in the EDLC, which will 
be discussed in the next section. 

Finally, we close this introductory section by review­
ing how to calculate the total capacitance for multiple 
capacitors that are connected either in parallel or in series. 
This knowledge is important for understanding EDLCs. 
For capacitors that are electrically combined in parallel, the 
total capacitance is simply the sum of the individual 
capacitances: 

C � C1 � C2 � C3 � ∙ ∙ ∙ � Cn: (11.6) 

In contrast, for capacitors that are placed electrically in 
series, the total capacitance is 

1 1 1 1 1� � � � ∙ ∙ ∙ � : (11.7)
C C1 C2 C3 Cn

A useful way to help understand the physics behind these 
relationships is by considering charge storage at a given 
voltage. Capacitors in parallel simply add storage capacity 
to the system. In contrast, the charge stored on each 
capacitor must be the same for capacitors in series, and 
there is a voltage drop across each of the capacitors, which 
must sum to the total voltage difference. For two identical 
capacitors in series, the voltage drop across each capacitor 
will be the same and equal to half of the total voltage 
difference. Thus, the total capacitance will be half that of 
the individual capacitors. For two capacitors of unequal 
capacitance in series, a larger fraction of the voltage drop 
will be across the capacitor with the smallest capacitance. 
This imbalance is because it takes a greater voltage differ­
ence to store the same amount of charge if the capacitance 
is smaller. As a result, a capacitor with a very small 
capacitance in series with one or more larger capacitors 
will dominate the total capacitance as almost all of the 
voltage drop will be across this capacitor. These issues are 
explored in the following illustration. 

ILLUSTRATION 11.1

Suppose that you have two capacitors in series, each 
with a capacitance of 1 farad. What is the total 
capacitance and what is the potential drop across each 
capacitor if the total voltage drop across the charged 
capacitors in series is 1 volt? Repeat this calculation 
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for two capacitors where one of them has a capaci­
tance of 1 F and the other a capacitance of 0.1 F. 

Solution:

1 
Ctotal

� 1 
C1 

� 1 
C2 

� 1 
1 F  

� 1 
1 F  

� 2 F�1 ) Ctotal � 0:5 F:

The charge on each capacitor is the same. 
Therefore, Qtotal � Q1 � Q2 � Q. 

Q � CtotalV total � 0:5 F� � 1:0 V� � � 0:5 C:

V1 � Q

C1 
� 0:5 

1 
� 0:5 V:

V2 � Q

C2 
� 0:5 

1 
� 0:5 V:

Now consider the situation with the two capaci­
tors with different capacitances. 

Solution:

1 
Ctotal

� 1 
C1 

� 1 
C2 

� 1 
1 F  

� 1 
0:1 F  

� 11 F�1 

) Ctotal � 0:091 F:

The charge on each capacitor is the same. 
Therefore, Qtotal � Q1 � Q2 � Q. 

Q � CtotalVtotal � 0:091 F � � 1:0 V� � � 0:091 C:

V1 � Q

C1 
� 0:091 C 

1 F  
� 0:091 V:

V2 � Q

C2 
� 0:091 C 

0:1 F  
� 0:909 V:

It is clear from these results that the smaller 
capacitor controls the behavior for the two capacitors 
in series, leading to a much lower charge capacity for 
a given voltage than what we calculated above. The 
majority of the change in voltage is across the 
smaller capacitor. 

11.2 ELECTRICAL DOUBLE-LAYER
CAPACITANCE

Recall from Chapter 3 that the interface between an 
electrode and the electrolyte is generally charged. There 
can be excess positive or negative charge in the metal that 
is balanced with an equal and opposite charge in the 
electrolyte adjacent to the surface. The counterbalancing 
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Figure 11.2 Structure of the electrical double layer. 

charge may consist of adsorbed ions in the inner Helmholtz 
plane (IHP), solvated ions in the outer Helmholtz plane 
(OHP), and the ions in the diffused part of the double layer. 
This charge separation across the interface is effectively a 
capacitor and is capable of storing energy. As with other 
types of capacitors, work is required to achieve this charge 
separation, and work or energy can be extracted by elim­
inating this charge separation through the flow of current. 
Of course, there is a second electrode, not shown in 
Figure 11.2, that is required to create an EDLC as we 
will discuss shortly. Note that the separation of charge 
across the interface in an EDLC shown takes place without 
faradaic reaction (oxidation or reduction). In other words, 
there are no electrons transferred across the double layer 
and no change of oxidation state for the participating ions. 
In contrast, almost all of the current flow that we have 
discussed previously has been due to faradaic reactions. 
This distinction will be emphasized throughout the chap­
ter, and an electrode that can be polarized (by applying a 
potential) without passing a faradaic current is called an 
ideally polarizable electrode. 

The double layer does indeed provide charge sepa­
ration and is capable of storing energy. But how can we 
achieve the charge separation depicted in Figure 11.2? 
We need a way to get charge on and off the electrodes. 
This is accomplished by adding a second electrode and by 
passing current between the two electrodes, which is 

equivalent to moving charge (electrons) from one elec­
trode to the other. As electrons move through the external 
circuit, ions move in solution to balance the resulting 
charge on each electrode. This process is illustrated in 
Figure 11.3. Note that, as expected, a power supply is 
required for charging an EDLC. With a positive current, 
I, flowing through the leads as shown, electrons move in 
the opposite direction. An excess negative charge builds 
up in the left electrode, and an excess positive charge 
forms on the right electrode. To balance these charges, 

Figure 11.3 Charging of an EDLC. 



cations from the electrolyte move toward the electrode on 
the left; simultaneously, anions move to the right side to 
compensate for the missing electrons from that electrode. 
The movement of ions constitutes a flow of current in 
the electrolyte equal to that in the leads. The net effect is 
to have two double-layer capacitors in series, and the 
capacitance of the device is calculated with Equation 11.7 
for capacitors in series. 

Classical Descriptions of the
Electrical Double-Layer Capacitance
As noted previously, the charge in solution can be found 
at multiple locations; therefore, the capacitance of an 
EDLC is comprised of multiple parts. Restricting our­
selves to a single electrode, its capacitance is divided 
into three parts: the diffuse layer (GC), ions in the 
compact layer near the electrode (OHP), and ions 
adsorbed on the surface (IHP). The contribution of 
each of these will be discussed separately, but it is 
important to recognize that the individual contributions 
are not really independent. 

The capacitance per unit area associated with the 
diffuse layer is denoted as CGC, where the subscript 
recognizes Gouy and Chapman for their independent 
contributions to the theory. The capacitance associated 
with the charges in the diffuse part of the double layer for a 
symmetric electrolyte is 
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εrεo zFϕ2CGC � cosh ; (11.8)
λ 2RT

where λ is the Debye length. A symmetric electrolyte is one 
where a neutral salt dissolves into two ions of opposite 
charge, z � z� � z� . For example, NaCl and ZnSO4 are j j
symmetrical electrolytes. Equation 11.8 was developed by 
Gouy and Chapman using reasoning similar to that used by 
Debye and Hückel for activity coefficients (see Chapter 2), 
although Gouy and Chapman’s work predates DH by about 
a decade. The mathematical approximation used by DH for 
the spherical geometry is not needed here. Figure 11.4 shows 
the capacitance of a 1 : 1 symmetric electrolyte as a function 
of potential. The concentration of ions in solution is shown 
as a parameter in the figure. There are two points of note. 
First, CGC is a strong function of potential. As the potential 
moves away from the point of zero charge (PZC), the 
capacitance increases exponentially. Second, we see that 
the capacitance increases with concentration. Recall that the 
Debye length is given by 

εRT
λ � ; (2.39) 

F2 2 1zi cii

and provides a measure of the thickness of the diffuse 
layer. Physically, the amount of charge in the diffuse layer 
found close to the electrode increases as λ decreases, 
resulting in increased capacitance. Experimentally, this 
effect is shown in Figure 11.5 for a NaF solution using 
a Hg electrode. Observe that the hyperbolic cosine 

Figure 11.4 Double-layer capacitance based on Equation 11.8 for 
a 1 : 1 symmetric electrolyte. 

Figure 11.5 Experimental data for capacitance on mercury 
electrode. (Adapted from D.C. Graham (1947) Chem. Rev., 41(3), 
441–501.) 
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behavior is present at lower ionic strengths. Sodium fluo­
ride was used because F� ions are only weakly adsorbed. A 
Hg electrode might seem an odd choice; indeed, if our 
objective were to make a practical device, we would not 
choose mercury. However, much of the fundamental work 
with capacitance uses liquid Hg because of its ability to 
provide a reproducible, polarizable surface. Hg is also a 
good electrical conductor at room temperature. 

As will be discussed in more detail later, high electro­
lyte concentrations are desirable for EDLC devices in order 
to minimize resistance and ensure that there are sufficient 
ions in the electrolyte reservoir to balance the charges on 
the electrode (see Figure 11.3). At high concentrations, the 
contribution to the capacitance from the diffuse layer 
suggests a very large value for the capacitance, and one 
that grows exponentially with potential. Experimentally 
this is not observed—a typical value for the capacitance 
associated with the double layer per unit of real surface 
area is 0.1–0.5 F�m�2, and it is relatively constant. Thus, 
the GC model alone does not adequately represent the 
double-layer capacitance, even though it does show the 
correct variation of capacitance with concentration near the 
PZC at low concentrations. This deficiency of the GC 
model was addressed by Stern, who recognized that 
charges have a finite radius and cannot get arbitrarily close 
to the electrode surface, in contrast to the assumptions of 
the Gouy Chapman model. Accounting for this, the capac­
itance of the double layer in the absence of specific 
adsorption is traditionally expressed as 

1 d λ 1 1� � � � ; (11.9)
CDL εrε0 zFϕ2 COHP CGCεrε0cosh 

2RT

where d is the distance of closest approach for the ions. We 
can think of the two terms as defining (i) the capacitance of 
a compact layer of charge at the outer Helmholtz plane, 
COHP, originally described by Helmholtz, and (ii) that of 
the diffuse layer, CGC. We further note that these two 
capacitances are typically combined as capacitors in series, 
as reflected in Equation 11.9 (refer also to Equation 11.7). 
The overall capacitance, CDL, is dominated by the smallest 
capacitance in 11.9. At low concentrations, the smallest 
capacitance is CGC, which controls the overall behavior. 
However, at the higher concentrations used in EDLC 
devices, 

CGC � COHP: (11.10) 

Therefore, for most practical systems, the capacitance 
associated with the diffuse layer is not important, and 
behavior is controlled by COHP. 

We will now examine the capacitance associated with 
ions located at the OHP in a bit more detail. Once more, a 

physical picture of the structure of the double layer is key. 
Figure 11.6 presents a view of the double layer that focuses 
on the ions at the OHP. Here the surface of the electrode is 
envisioned to be completely covered with the solvent; for 
the moment, we are still not considering unsolvated ions 
that are directly adsorbed on the surface. The OHP is 
defined by solvated ions that are as close to the surface as 
possible while maintaining their waters of hydration. 
Clearly, even our simplified picture is far more complex 
than the normal parallel plate capacitor; nonetheless, we 
will see that Equation 11.9 gives a reasonable approxima­
tion for the capacitance. Two key parameters are d, the  
distance for charge separation, and the dielectric constant, 
εr. The dielectric constant of bulk water is about 80. The 
high relative permittivity of water is attributed to its polar 
nature and the ability of bulk water molecules to reorient 
freely under the influence of an electric field. This bulk 
value is no longer appropriate near the surface where 
movement is constrained. This is particularly true for 
the water molecules adjacent to the electrode surface 
(see Figure 11.6). We account for this by dividing the 
region between the OHP and the electrode surface into two 
parts with different dielectric constants, both of which are 
lower than the bulk value. COHP is approximated as (see 
Problem 11.5). 

p
1 2rw 3rw � ri� � ; (11.11)

COHP ε0εrL ε0εrH

Figure 11.6 OHP contribution to capacitance. Large circles 
represent water molecules, white ones are hydrating cations. 
Source: Adapted from Bockris and Reddy 1970. 



where rw is the radius of the water, and ri is the radius of the 
unsolvated ion. εrL is the low dielectric constant applicable 
for the water against the electrode surface, and εrH is a 
higher value appropriate for the intermediate region 
between the inner region and the OHP. Once again, these 
contributions are in series, and generally the first term 
dominates. Using a value of 6 for the low dielectric 
constant and 0.14 nm for the radius of water, 

ε0εrLCOHP � � 0:19 F ?m�2: (11.12)
2rw

The magnitude of this number is in the range of typical 
experimental values measured for the double-layer 
capacitance. 

As noted previously, except for very dilute solutions 
near the PZC, COHP is much smaller than the value of CGC

calculated for the diffuse layer with Equation 11.8. Based 
on this, we would expect the double-layer capacitance to be 
more or less constant, and largely independent of the nature 
of the electrode surface and the type of ions in solution. 
The highest capacitance would result if the excess charge 
in solution, that which balances the charge on the elec­
trode, were concentrated at the OHP. As the distance 
between the charge and the surface increases, we expect 
that the capacitance would decrease. 

We will now consider the influence of ions that have 
shed their waters of hydration and are specifically adsorbed 
on the electrode surface. These ions define the IHP as 
described in Chapter 3. Development of the theory will not 
be attempted here; instead, key physical features that are 
important for understanding the influence of adsorbed ions 
on the capacitance are identified. To illustrate these fea­
tures, we will use experimental results, which are often 
presented in the form of the differential capacitance defined 
previously (Equation 11.2). 

In the end, differential capacitance curves can be quite 
complex. A representative, but idealized, curve for the 
differential capacitance of an electrode is shown in 
Figure 11.7. The magnitude of the capacitance is approxi­
mately what we would expect from Equation 11.12. How­
ever, as we move away from the PZC, the capacitance 
increases due to ion adsorption in the IHP. The increase is 
generally not symmetric about the PZC; rather, it increases 
more rapidly at positive potentials. The asymmetry is 
caused by the fact that negative ions are more likely to 
adsorb than positive ions. 

What is the effect of ion adsorption? It is tempting (but 
wrong) to simply add the capacitance associated with the 
adsorbed ions, CIHP, as another capacitance in series with 
the CGC and COHP, similar to what was done in 
Equation 11.9. A simple electrical series addition of 
capacitance attributed to adsorption could only result in 
a decrease in capacitance, never an increase. Clearly, the 
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Figure 11.7 Representative experimental data for differential 
capacitance. Note the asymmetry. Source: Adapted from Bockris 
and Reddy 1970. 

physical picture is more complex, and extending the above 
analogy is not fruitful. 

Some insight into the problem can be gained from a 
charge balance. To maintain overall electroneutrality at the 
interface, the charge per unit area on the metal, qm, is  
counterbalanced by the sum of the charges (i) in the 
adsorbed layer, qIHP, (ii) at the outer Helmholtz plane, 
qOHP, and (iii) residing in the diffuse layer, qGC. 

q � � 0: (11.13)m qIHP � qOHP � qGC

As discussed in Chapter 3, ions (particularly anions) can 
adsorb directly onto the metal surface, forming the IHP. 
For a given charge on the metal, qm, the presence of 
charge at the IHP means that there is less charge at the 
OHP and beyond. Consequently, charge storage at each 
location in the double layer is not independent. As the 
potential is increased in either the positive or negative 
direction from the PZC, the fraction of ions located at the 
IHP tends to increase. An increased fraction of ions at the 
IHP leads to increased capacitance since the ions that 
adsorb are very close to the electrode surface (i.e., the 
distance d is small). 

The adsorption of ions at the IHP is influenced by 
several factors that include both chemical and coulombic 
interactions between ions, the solvent, and the surface. In 
general, anions are larger, form weaker interactions with 
the solvent, and are more likely to adsorb than cations. As 
expected, a positive qm facilitates anion adsorption, while 
a negative value promotes the adsorption of cations. 
Because anions are more readily adsorbed, the differen­
tial capacitance curve tends to be asymmetric, with higher 
capacitance at positive potentials for a given potential 
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difference from the PZC, owing to increased ion adsorp­
tion. However, the surface charge is not the only impor­
tant factor as demonstrated by the fact that, contrary to 
our intuition, it is possible for negative ions to adsorb 
onto a negatively charged surface. Also, lateral interac­
tions between ions become increasingly important as the 
surface of the electrode is more and more populated with 
adsorbed ions, making it increasingly difficult for new 
ions to adsorb. It is the interaction of multiple competing 
factors that leads to the complex structure of the differ­
ential capacitance curves for ELDC electrodes, with 
features such as the hump shown in Figure 11.7 for a 
relatively simple curve. 

In this section, the physical phenomena responsible for 
the observed capacitance in EDLCs have been discussed in 
the context of classical double-layer theory. The resulting 
potential dependence of the differential double-layer capac­
itance is markedly different from that of a conventional plate 
capacitor. The magnitude of the double-layer capacitance 
has been estimated and justified in terms of the relevant 
physical processes. This information provides a background 
for understanding the performance of ELDCs. 

Capacitance for Practical EDLC
Analysis
Since we expect the potential of a practical device to be 
operated over the full range of stability allowed by the 
electrolyte, how important is it to include the complete 
potential-dependent differential capacitance for the 
EDLC? Such a treatment would greatly complicate our 
analysis. Therefore, for practical engineering calculations, 
we will assume that the CDL is constant. While not perfect, 
this simplification allows us to reasonably approximate the 
behavior of the full EDLC. An EDLC has two electrodes, 
and charge is stored in the double layer of each of these 
electrodes. The total capacitance of the device is 

1 1 1� � ; (11.14) 
Cdevice Celec1 Celec2 

since the two double-layer capacitors are in series. One of 
the electrodes will have a positive charge, and the other a 
negative charge of equal magnitude. When the charge on 
the positive electrode increases, the charge on the negative 
electrode must also increase by an equal amount. Fre­
quently, these two electrodes are identical, and we can use 
the same differential capacity curve for each of them. The 
asymmetry in the differential capacity curve implies that 
the electrode with the lower differential capacity will 
dominate. Thus, the fact that the two capacitances are in 
series reduces the variation of the overall capacitance with 
potential in the complete device. Also, the behavior of a 
device where the two electrodes are identical will be 

independent of the polarity to which it is charged. Finally, 
the practicing engineer is generally interested in the inte­
gral capacitance, where the variations in the differential 
curve are smoothed out. These behaviors are explored 
more fully in Problem 11.10. 

As a final point related to practical devices, we note 
that a key advantage of the EDLC comes from using an 
electrode material with a high surface area. Carbon, for 
example, can have a surface area greater than 

�11000 m2�g . A porous electrode, as described in 
Chapter 5, is a good way to achieve a large interfacial 
area between the electrode and electrolyte. Thus, in 
Figure 11.1c, we represent the two electrodes as porous 
electrodes. A typical value for the capacitance associated 
with the double layer per unit of real surface area is 
0.1–0.5 F�m�2. The capacitance of an electrode can be 
found by multiplying the electrode area by the capaci­
tance per unit area. The total capacitance for the device 
would be approximately half of the value calculated for 
the single electrode as per Equation 11.7. 

Nomenclature
We will restrict ourselves to using the terms electro­
chemical double-layer capacitor (EDLC) and pseudo-
capacitor (discussed in Section 11.8), where the 
names generally reflect the underlying physics of 
the devices. Within the scientific literature as well 
as product brochures, other commonly encountered 
terms are “supercapacitors” and “ultracapacitors,” but 
there appears to be little consensus as to the precise 
features associated with these terms. 

ILLUSTRATION 11.2

For a 1 F capacitor, calculate the area required for each 
type of capacitor: 

1. Conventional capacitor where the plates are sepa­
rated by an insulator (εr= 100) with a distance of 
50 μm between plates. 

A � Cd

ε
� 1F 50 � 10�6 m 

100� �8:85 � 10�12 F ?m�1 
� 5:65 � 104 m2:

2. Electrolytic capacitor with foil gain of 25, 
dielectric constant of 10, and thickness of 225 nm. 

A� Cd

ε foil gain� ��
1F 225 � 10�9 m 

10� � 8:85 � 10�12 F ?m�1 25� ��102 m2:



The area calculated here is the superficial area of 
the electrode; the true surface area is 25 times 
larger. Note that geometric area is also commonly 
used in place of superficial area. 

3. EDLC, 25 μm thick carbon electrode with a poros­
ity of 0.5, ρc= 2000 kg�m�3. The carbon has a 
specific surface area of 1000 m2�g�1, with a capac­
itance of 0.15 F�m�2 of carbon surface area. 

1000 m2 0:15 F �1� 150 F ? g :
g m2 

150 F �2 � 106g� �0:5�
25 � 10�6 m � 3750 F ?m�2:

g m3 

Therefore, the superficial area needed for a 1 F, 
ECDL capacitor is 2.7 cm2. This low area is 
mostly because the actual area per unit volume 
is so high. 

11.3 CURRENT–VOLTAGE
RELATIONSHIP FOR CAPACITORS

We are interested in how a capacitor behaves under a 
variety of circumstances. In particular, we seek out the 
current–voltage behavior of a capacitor under different 
conditions. This section explores these aspects. We begin 
with the expression for current from a capacitor (see 
Chapter 6): 

dV
I � C : (6.6)

dt

This equation describes an ideal capacitor, where the 
capacitance, C, is a constant and there is no internal 
resistance. Suppose for a moment that we would like to 
charge or discharge the capacitor galvanostatically. 
According to Equation 6.6, a constant-current charge 
corresponds to a constant value of dV/dt. Therefore, the 
voltage would increase linearly with time as the capacitor 
was charged. Similarly, during constant-current discharge, 
the potential across the capacitor decreases linearly. This 
behavior highlights an important characteristic of capaci­
tive energy storage, namely, a voltage that changes sig­
nificantly with capacity. In Figure 11.8, we compare the 
behavior of an ideal battery to that of a capacitor for 
discharge at constant current. In most cases, a sloping 
potential with discharge capacity is undesirable. For 
instance, the changing potential at constant current leads 
to a steady decrease in the power available during dis­
charge. On the positive side, one advantage of capacitors is 
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Figure 11.8 Comparison of ideal battery with an ideal capacitor. 

that the state of charge is easy to determine since it is 
directly proportional to the voltage across the capacitor. 

Next we will examine cyclic voltammetry, which is 
similar to the constant-current behavior just discussed. 
Recall from Chapter 6 that for cyclic voltammetry the 
potential is swept in a triangle wave, where ν is the sweep 
rate in [V�s�1]. This process is illustrated in Figure 11.9, for 
which the sweep rate is a parameter. The sweep rate for 
each experiment is 

dV
ν � � constant: (11.15)

dt

We see immediately that under these conditions the current 
in the capacitor is constant and directly proportional to the 
sweep rate. Consequently, if the potential is swept at a 
constant rate to a specified value and then reversed to 
return at the same rate to the original potential, the current 
is as shown in Figure 11.9. On a plot of current versus 
potential, the response is a rectangle for the ideal capacitor. 
Note that the direction (sign) of the current changes 
immediately with the change in sweep direction. This 
response is different from the response of a faradaic 
reaction to a reverse in the sweep direction and is explored 
in greater detail in Problem 11.11. Once again, constant 
current charge or discharge of a capacitor is associated with 
a linear change in the potential across the capacitor with 
respect to time. 

Another common operation is a step change in poten­
tial from an initial potential, Vi, to  a  final value, Vf. As seen 
in the definition of capacitance, the charge, Q, is propor­
tional to the potential across the capacitor. In practice, we 
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Figure 11.9 Potential and current for an ideal capacitor during a 
constant potential sweep. 

cannot move the charges instantaneously; that is, there is 
some resistance to current flow. Therefore, we will intro­
duce a resistor in series with our capacitor. As before, let 
the charge on the capacitor be Q, and let Qf be the final 
value of the charge equal to CVf, the charge at steady state. 
At time equal to zero, the potential applied to the circuit is 
changed to Vf. After some time, the capacitor will be fully 
charged or discharged, depending on whether the voltage is 
increased or decreased, and the current will be zero. The 

potential drop across the capacitor is simply Q/C. We can 
use Kirchhoff’s voltage law to get 

Q Q dQ
Vf � � IRΩ � � RΩ : (11.16)

C C dt

Equation 11.16 is integrated to give the following relation­
ship for the charge on the capacitor as a function of time: 

�t
Qf � Q t� � � eRΩC ; (11.17) 
Qf � Qi

where Qi is the initial charge on the capacitor at t= 0, and 
Qf is the final value (CVf). The quantity RΩC has units of 
seconds and is a time constant related to the time required 
to charge or discharge the capacitor. Since the capacitance 
is the proportionality constant between charge and voltage, 
Equation 11.17 can also be written as 

�t
Vf � V t� � � eRΩC : (11.18)
Vf � Vi

The current is obtained by differentiation of Equation 11.17, 

�t
dQ Vf � ViI t� � � � eRΩC : (11.19) 
dt RΩ

The sign of the current is positive for charge and negative 
for discharge. As evident from Equation 11.19, in response 
to a step change in potential, the current decreases expo­
nentially to zero with a time constant τ=RΩC. Zero current 
is the endpoint associated with a constant voltage across 
the capacitor. A large resistance implies that the current is 
small and, therefore, the time required to charge or dis­
charge the capacitor is large. Similarly, as the capacitance 
increases, it will also take longer to charge or discharge 
the capacitor. 

ILLUSTRATION 11.3

A 25  cm2 electrode has a capacitance of 900 F m�2 

(superficial area). Initially, the capacitor is completely 
discharged. A step increase in potential results in a 
25 A current step. If the resistance is 4 mΩ, how long 
will it take the potential across the capacitor to reach 
95% of its steady-state value? 

First, calculate the time constant for an RΩC
system: 

τ � RΩC � 0:004Ω� � 25 � 10�4 m2 900 F 
m2 

� 9 ms:

Initially, all of the potential drop is across the resistor 
as the discharged capacitor offers no resistance to the 



flow of current. Therefore, ΔV=ΔIRΩ= 100 mV, 
which is the voltage drop across the resistor. At steady 
state, no current flows through the capacitor. From 
Equation 11.18, the variation of potential with time is 

Vf � V

Vf � Vi
� 0:05Vf

Vf � 0 
� 0:05 � e 

�t
RΩC:

Solving for t gives 27 ms. As can be seen from the 
solution, the time required does not depend on the 
magnitude of the voltage step. 

11.4 POROUS EDLC ELECTRODES

As we noted in Chapter 5, a porous electrode is an effective 
means of increasing the surface area of an electrode. As 
with any porous electrode, the local resistance is a function 
of position in the electrode. An equivalent circuit diagram 
for an EDLC using a porous electrode is shown in 
Figure 11.10. The resistances along the top represent the 
electrolyte resistance through the thickness of the elec­
trode. Along the bottom is another distributed resistance 
corresponding to that of the solid phase. The solid and 
electrolyte are connected by a capacitor associated with the 
double layer that is in parallel with a resistance, Rf, for 
faradaic reactions. For ionic current to travel to the back of 
the electrode, it must travel through the electrolyte. Current 
can also flow to charge the double layer along the thickness 
of the electrode. We now wish to examine the behavior of 
such a device and contrast it to a planar electrode. For our 
initial analysis we will assume that the effective conduc­
tivity of the solid phase is much larger than that of the 
electrolyte. ϕ � ϕ2 � ϕ1, where ϕ1 is a constant. We will 
then present more general results, but no attempt to derive 
them is made here. In the electrolyte we assume Ohm’s law 
applies, which means that we are also neglecting the 
influence of any concentration differences. 

i2 � �κ∇ϕ: (11.20) 

It is understood that the conductivity in Equation 11.20 is 
an effective conductivity that accounts for porosity and 
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tortuosity of the electrode. In Chapter 5, the charge balance 
in the porous electrode assumed that only faradaic 
reactions occurred; both adsorption and charging of the 
double layer were neglected. The resulting balance was 

�∇ ? i2 � ain � 0: (5.5) 

For the EDLC, we must modify this charge balance. The 
actual current density at the electrode surface, in, can either 
be due to a faradaic reaction (through Rf in the figure) or to 
double-layer charging. When double-layer charging is 
accounted for, the charge balance is 

@ϕ�∇ ? i2 � a in;f aradaic � CDL � 0; (11.21)
@t

where CDL is the capacitance per unit area of electrode 
[F�m�2], and a is the specific interfacial area [m�1], as 
introduced previously. There are clearly cases where both 
faradaic and nonfaradaic reactions are important, for exam­
ple, in batteries, fuel cells, and pseudo-capacitors, but for 
now we neglect faradaic reactions. Furthermore, we con­
sider only one spatial dimension, where the potential and 
current density are functions of time and position. With 
these assumptions, Ohm’s law and the charge balance 
reduce to 

@ϕ

@z
� i2 

κ
� 0 (11.22) 

and 

@i2 

@z
� aCDL

@ϕ

@t
� 0: (11.23) 

The current density can be eliminated from these equations 
to produce a single, second-order equation for the poten­
tial. To do this, Equation 11.22 is first differentiated with 
respect to z. We then multiply by –κ and add the result to 
Equation 11.23 to yield 

@ϕ κ @2ϕ� : (11.24)
@t aCDL @z2 

Equation 11.24 may look familiar—it is similar in form to 
Fick’s second law of diffusion, which we encountered in 
Chapter 4. The equation is also analogous to the equation 

Figure 11.10 Equivalent circuit for one porous 
electrode of an EDLC. 
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for a transmission line familiar from electrical engineering. 
Once the initial and boundary conditions are specified, 
there are numerous techniques available for solving this 
linear, partial differential equation. 

Our objective is to gain quantitative insight into the 
time scale and penetration depth that characterize a porous 
EDLC electrode. In other words, we want to know how 
quickly we can charge an electrode of a given size or, 
conversely, the thickness of the electrode that we can 
effectively use in a given time. To do this, let’s consider 
a step change in potential at time equal to zero at the front 
of the electrode from ϕini to a potential ϕf, for an electrode 
of thickness L. This process is equivalent to instantane­
ously charging (or discharging) the front of the electrode 
and then calculating the time it takes for the rest of the 
electrode to reach that same state of charge. Introducing the 
following dimensionless parameters: 

where has units of time. Equation 11.24 becomes 

θ � ;
ϕ t� � � ϕini

ϕf � ϕini
x � z

;
L

τ � κ t

aCDLL2 ;

aCDLL2 

κ

@θ @2θ� : (11.25) 
@τ @x2 

The initial condition is at τ= 0, θ= 0, with boundary 
conditions at x= 0, θ= 1 and at x= 1, @@

θ
x � 0. This last 

boundary condition is equivalent to setting the current 
density in the electrolyte to zero at the back of the porous 
electrode (i.e., at the current collector). The dimensionless 
potential from the solution of Equation 11.25 is plotted in 
Figure 11.11. From our result for the potential, we can 
calculate the current density at any position in the electrode 
from Ohm’s law. At very short times, the gradient in 
potential is very steep at the front of the electrode and 
the current density there is high. In contrast, the current 
does not penetrate very far into the electrode and is 
essentially zero for a large fraction of the electrode. 
Thus, for these short times, the electrode appears infinite, 
and the penetration depth can be approximated as 

4κt
δ � : (11.26) 

aCDL

Equation 11.26 applies when semi-infinite conditions pre­
vail, which is valid for τ � 1=16, where the boundary 
condition at the back of the electrode does not impact the 
solution (see Figure 11.11). 

Referring to the distributed capacitances in 
Figure 11.10, those near the front of the electrode charge 
or discharge more quickly because of lower resistance 
through the electrolyte due to a shorter transport distance. 
At short times, the current does not penetrate beyond a 

Figure 11.11 Solution to Equation 11.25 showing the change in 
potential across the electrode thickness with time as a parameter. 

certain depth, and much of the electrode is left unused. 
Therefore, there is a limit to the thickness of the electrode 
that is effective for a particular application. Equation 11.26 
can be used to determine the penetration depth correspond­
ing to a given time associated with the application of 
interest, as shown in Illustration 11.4. 

aCDLL2 

The group has units of time and represents 
κ

a characteristic time for charging the porous EDLC elec­
trode. This characteristic time comes naturally from the 
above analysis, and corresponds to the time at which τ � 1. 
As seen in Figure 11.11, it provides a reasonable estimate 
of the time it takes to charge the capacitor. Its reciprocal, 

κ
; represents a characteristic frequency for the 

aCDLL2 

capacitor. The transient behavior of EDLCs will be 
explored in greater detail in the next section with use of 
impedance analysis, which builds upon the material that 
was introduced in Chapter 6. 

ILLUSTRATION 11.4

Use the characteristic time to estimate the time 
required to charge a capacitor with the properties 
below, and then determine the penetration depth at 
120 ms. Data for the electrode include the following: 

κeff = 15 S�m�1 σeff ≫ κeff L= 1 mm  
a= 3 × 108 m�1 CDL= 0.3 F�m�2 A= 1 cm2 



The time required to charge the capacitor is approxi­
� 108�� 0:3��0:0012�mately aCDLL2 � 3� � 6 seconds:κ 15 

The penetration depth at 120 ms can be esti­
mated from Equation 11.26, since the time is less 
than τ/16. 

δ � 4κt
aCDL

� 4 15� ��0:120�
3 � 108 �0:3� � 0:28 mm:

11.5 IMPEDANCE ANALYSIS OF
EDLCs

In this section, we apply impedance spectroscopy to 
electrochemical double-layer capacitors in order to gain 
insight into their transient behavior. Additionally, we use 
the impedance results as a basis for a simplified EDLC 
model that will facilitate our analysis of these devices. 

Analysis for Highly Conductive Solid
Phase
In order to use impedance to examine the transient behav­
ior of EDLCs, we begin again with Equation 11.24. This 
partial differential equation describes the potential as a 
function of time and position in a porous electrode assum­
ing that the solid matrix is infinitely conductive. To obtain 
an expression for the complex impedance, we apply an 
oscillating potential at x= 0, as demonstrated in Chapter 6. 
The details are not shown here as they are a bit tedious, but 
the results are quite useful. Specifically, we obtain the 
following expression for the complex impedance (in 
ohms): p

L coth jω∗
Z� �ω � p ; (11.27a)

κA jω∗

where ω∗ is a dimensionless frequency defined as the 
frequency, ω, divided by the characteristic frequency: 

ω∗ � ω
κ � ωaCDLL2 

κ
: (11.27b) 

aCDLL2 

The impedance described by Equation 11.27 is shown on a 
Nyquist plot, Figure 11.12, for three different electrode 
thicknesses. The parameters used to make this plot are 
included with the figure. First, we note that at high 
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Figure 11.12 Nyquist plot for EDLCs of varying thickness using 
Equation 11.27a. 

frequencies the impedance goes to zero. This is a conse­
quence of assuming that the conductivity in the solid phase 
is infinite. At high frequencies, changes in potential do not 
penetrate significantly into the electrode and the effective 
resistance is zero. For a porous electrode, the slope of the 
impedance is 45° at high to moderate frequencies. As long 
as the time is short, the potential does not penetrate to the 
back of the electrode, and the electrode is effectively semi-
infinite. As the frequency decreases, the potential pene­
trates farther and farther into the electrode. Eventually, the 
influence of the back of the electrode is felt. At frequencies 
sufficiently low that the capacitor has time to fully charge, 
the impedance becomes infinite as expected for an ideal 
capacitor. Note that the value for Zr where the line becomes 
vertical depends on the thickness of the electrode. That 
makes sense since both the capacitance and the time 
required to charge fully the porous capacitor increase 
with the electrode thickness. 

The capacitance at low frequencies is directly propor­
tional to the electrode thickness since all parts of the 
electrode are accessible. The low-frequency capacitance 
in farads is simply 

C�ω ! 0� � aLCDLA: (11.28) 

Actually, it is the relationship of the frequency to the 
characteristic frequency that is important. Therefore, a 
more precise statement of the criterion ω ! 0 is  

κ
ω < : (11.29)

aCDLL2 
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The characteristic frequency is also called the cutoff fre­
κ

quency, ωcutof f � Below this frequency, the 
aCDLL2 . 

capacitance is nearly constant, and nearly all of the availa­
ble electrode area is accessible. Under such conditions, 
Equation 11.28 describes the capacitance, and the full 
capacity of the electrode can be utilized. In contrast, at 
high frequencies, only a fraction of the available capacity is 
used. Generally, we’ll want to design or select a capacitor 
to operate below the cutoff frequency in order to use it as 
effectively as possible. Note that the cutoff frequency can 
equivalently be expressed as κALC. 

The capacitance of the electrode is given by 

�1 
C � : (11.30) 

ωIm Z� �

Using the same parameters from Figure 11.12, the capaci­
tance is plotted in Figure 11.13 as a function of frequency. As 
noted above, the capacitance at low frequencies is constant 
and depends directly on the thickness of the electrode. At 
frequencies above the cutoff frequency, the capacitance drops 
quickly and goes to zero at high frequencies. 

Referring back to Figure 11.12, we see that the 
impedance behavior roughly approximates that of an ideal 
capacitor (vertical line on Nyquist plot) in series with a 
resistance. This approximation provides the basis for a 
simplified series-RC circuit model as illustrated in 
Figure 11.14. The resistance is associated with the resist­
ance to current flow in the electrolyte solution since we 
have assumed that the solid-phase resistance is zero (i.e., 
the solid is infinitely conductive). It is referred to as the 
equivalent distributed resistance (EDR). The value for the 

Figure 11.13 Capacitance of a 1 cm2 porous electrode. The 
thickness of the electrode is a parameter. 

EDR can be expressed as 

1 L
EDR � Ω (11.31)� �

3 κA

and is the limit of the real portion of the complex imped­
ance as the frequency goes to zero. Note that this resistance 
in ohms is directly proportional to the thickness of the 
electrode, L. This simplified model is applicable when the 
frequency is below the cutoff frequency. 

Figure 11.14 Comparison of porous electrode model (a) with simple model (b) at (1) ω=ω∗(circle), (2) ω=ω∗/3 (triangle), and (3) ω= 3ω∗

(square). 



How does this simplified series-RC model compare 
with the behavior of the actual electrode? At high frequen­
cies, the simple model overestimates the electrode resist­
ance, since the resistance in the simple model is constant 
and that of the porous electrode is very small at high 
frequencies and increases with decreasing frequency as the 
penetration into the electrode increases. Therefore, the 
simple model will tend to underestimate the maximum 
power. However, at lower frequencies where nearly all of 
the electrode capacity is used, the simplified series-RC 
circuit model does a good job of representing the actual 
behavior. As noted previously, we typically design the 
capacitor to use the available capacity. Under those condi­
tions, the simple model does a good job of representing the 
actual behavior of the system. Use of this approximation is 
shown in Illustration 11.5. 

ILLUSTRATION 11.5

For the electrode described in Illustration 11.4, deter­
mine a simplified series-RC circuit model consisting 
of the EDR and an ideal capacitor. At what frequencies 
does this model apply? 

EDR � 1 
3 
L

κA
� 1 

3 
0:001� �

15 10�4 � 0:22 Ω:

The capacitance, C � aCDLAL � 3 � 108 0:3� �
10�4 0:001� � � 9 F:

Thus, the simplified model is a 9 F capacitor in 
series with a 0.22 Ω resistor. 

The cutoff frequency can be estimated as follows: 

Cutoff frequency � κA

LC
� κ

aL2CDL
� 0:167 s�1:

The frequency should be lower than this value for the 
full capacitance to be utilized. Now let’s compare the 
charging time from the simple model with the char­
acteristic time that we calculated from the more com­
plex model. For the simple model, 

τRC � RC � EDR� � C� � � 0:2� � 9� � � 2:0 s:

For a capacitor in series with a resistor (Equation 
11.14 with Qi= 0) and a time of 6 seconds (see 
Illustration 11.4): 

Q

Qf
� 1 � exp � t

τRC
� 1 � exp �3� � � 0:95 

or 95% charged, which is consistent with the previous 
results, where charging required �6 seconds. 
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Analysis When Both Solid and
Electrolyte Resistances Are
Important
The results of the previous section are for the case where 
the conductivity of the solid phase is much larger than that 
of the electrolyte, a condition that is satisfied for many 
practical electrodes. If the resistances of both phases (solid 
and liquid) are important, the impedance can also be 
determined analytically: 

L 2 
Z� �ω � 1 �p p�κ � σ�A jω∗sinh jω∗

p
L κ2 � σ2 coth jω∗

κσ

�
κσ κ� � σ� jω∗

p ; (11.32a) 

where 

ω∗ � ωaCDLL2 �κ � σ�
: (11.32b) 

Note that the dimensionless frequency, ω∗; has the same 
form as it did before, but now utilizes a composite con­
ductivity that includes the contributions of both the electro­
lyte and the solid. Figure 11.15 shows the impedance 
behavior for a 100 μm thick electrode at different ratios 
of κ/σ as a parameter. All of the other parameters are the 
same as those used in the previous section to create 
Figure 11.12. Hence, the results can be compared directly. 

Figure 11.15 Nyquist plot for finite resistance in both the electro­
lyte and solid phases. 
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For an infinitely conductive solid phase (κ/σ = 0), the 
resistance for a porous electrode EDLC approaches zero at 
high frequencies, as we saw previously. These results are 
identical to those shown in Figure 11.12. As κ/σ increases, 
which is equivalent to a decrease in σ for these simulations 
since κ was kept constant, we see two marked differences 
in the impedance. First, Zr does not approach zero at high 
frequencies when both σ and κ are finite. In fact, it 
approaches the following limit: 

Zr�ω ! 1� � L � � (11.33) Ω :�κ � σ�A
The EDR is also impacted by a finite solid conductivity: 

1 L�κ � σ�
EDR � Ω ;� � (11.34) 

3 κσA

reflecting the additional resistance that results from the 
finite solid conductivity. As expected, Equation 11.34 is 
equivalent to Equation 11.31 as σ→1. 

ILLUSTRATION 11.6

For the electrode described in Illustration 11.4, deter­
mine values for the simplified model consisting of the 
EDR and an ideal capacitor if the solid conductivity is 
finite and equal to 25 S�m�1 . What is the cutoff 
frequency? How do these values compare with those 
from Illustration 11.5? 

EDR � 1 
3 
L κ � σ� �
κσA

� 1 
3 

0:001� � 15 � 25� �
15� � 25� � 10�4 � 0:356 Ω:

The capacitance, C � aCDLAL � 3 ? 108 0:3� �
10�4 0:001� � � 9 F:

Thus, the simplified model is a 9 F capacitor in 
series with a 0.356 Ω resistor. 

The cutoff frequency can be estimated as 

Cutoff frequency � κσ

aL2CDL κ � σ� � � 0:104 s�1:

The frequency should be lower than this value for the 
full capacitance to be utilized. Now let’s compare 
these results with the results from Illustration 11.5. 
The capacitance is the same, since it is unaffected by 
the solid phase resistance. However, the finite solid 
conductivity leads to an increase in the EDR and, 
consequently, a decrease in the cutoff frequency since 
the higher resistance increases the time required for 
charge and discharge of the electrode. Therefore, this 
electrode will not cycle as quickly as the electrode 
from Illustration 11.5. 

11.6 FULL CELL EDLC ANALYSIS

With the analysis of porous electrodes presented above and 
the resulting simplified models, we can now address a full 
EDLC cell. Incorporating the simplified representation for 
each of the two electrodes yields two capacitors and two 
resistors in series. In addition, there are other resistances 
not directly associated with the porous electrodes them­
selves that have not yet been included. Hence, we add an 
equivalent series resistance (ESR) to account for these 
additional resistances. The most important resistance 
included in the ESR is that of the separator between the 
electrodes. Resistances such as contact losses are also 
included in the ESR. We can now combine all of the 
resistances into a single effective resistance for the cell: 

ESRef f � ESR � EDR1 � EDR2; (11.35) 

where the subscripts refer to the two electrodes. We can 
also use an equivalent capacitance to represent the capaci­
tance of the two electrodes in series.We are now prepared 
to examine some interesting questions regarding EDLCs. 
For example, for a given electrode size (area), how thick 
must the electrodes be to achieve a particular capacity, and 
at what frequency can the device be operated and still 
maintain that capacity? Or, for a given capacity and 
required frequency of operation, what is the required 
area and thickness of the electrodes? Note that the specific 
area for capacitor materials is often expressed in area per 
mass. To use this number in the equations that we have 
developed, we also need to know the mass per volume of 
the material in an electrode. This and other concepts of 
interest are demonstrated in the following illustration. 

ILLUSTRATION 11.7

An electrochemical double-layer capacitor is con­
structed from two porous carbon electrodes separated 
by a porous membrane. Please determine the capacity 
of the electrode, its effective resistance ESReff, and the 
maximum frequency at which it can be operated and 
still use its full capacity. Assume that the contact 
resistance is 0.4 mΩ. 

Thickness of separator 25 μm 
Effective conductivity of electrolyte in 
separator 

55 S�m�1 

Superficial (geometric) electrode area 30 cm2 

Porosity of separator, εs 0.5 
Electrode thickness 50 μm 
Capacitance per actual surface area 0.13 F�m�2 

Effective conductivity of electrolyte in 
electrode 

35 S�m�1 
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Specific surface area of electrode 600 m2�g�1 

Density of carbon 2050 kg�m�3 

Porosity of electrode, εe 0.4 
Effective electronic conductivity 104 S�m�1 

The specific interfacial area, a, is  a � 2050 kg 
m3 

1 � 0:4� � 1000 g 
kg 

600 m2 

g 
� 7:38 � 108 m�1; where 

1 � εe is the volume fraction of carbon in the elec­
trode. Below the cutoff frequency, the capacitance of 
one electrode is 

C � aCDLLA � 7:38 � 108 

m 
50 � 10�6 m 0:13 F 

m2 

30 � 10�4 m2 

14:4 F:

From Equation 11.7, the capacitance of the two elec­
trodes in series is 7.2 F. 

The conductivity of the solid phase is so high that 
we can neglect any contribution to the ESR from the 
solid carbon electrode and the resistance is simply 

ESRef f �Rc�2 
1 
3 
Le
κeA

� Ls
κsA

� 0:0004 

�
2 
3 

50 �10�6 m 

30 �10�4 m2 

Ω ?m 
35 

� 25 �10�6 m 

30 �10�4 m2 

Ω?m 
55 

� 0:87 mΩ:

The maximum operating frequency for essentially full 
capacity will be lower than the cutoff frequency asso­
ciated with the individual electrodes due to the influence 
of the additional resistance (separator and contact) that 
increases the time required to charge or discharge the 
electrode. To estimate the requested frequency, we use 
three times the RC time constant for the equivalent 
circuit, which is the time that it takes to reach 95% of the 
final value. The maximum frequency can be approxi­
mated as the reciprocal of this value. 

3 ESRef f Cef f � 3 8:7 � 10�4 Ω 7:2 F� � � 0:0188 s 

ωmax � 53 s�1:

The maximum voltage at which an EDLC can be 
operated is typically determined by the stability of the 
electrolyte and would therefore be specified. However, 
our simple model also allows us, for example, to estimate 
the change in voltage or charge as a function of time for a step 
change in the current, similar to what we did in Section 11.3. 

11.7 POWER AND ENERGY
CAPABILITIES

Both the energy and power density are important character­
istics of capacitors, and are considered in this section. The 
change in energy associated with a change in capacitor 
voltage is 

dE � VdQ � CVdV : (11.36) 

The total energy stored in the capacitor can be obtained by 
integration 

E � dE � C VdV � CV2 

2 
� QV

2 
; (11.37) 

where we have assumed that C is constant. Recall that 
capacitance has units of farads, which are equivalent to 
J V�2 or C V�1. Using Equation 11.37, we can estimate the 
amount of energy stored in different types of capacitors, as 
demonstrated in the following illustration. 

ILLUSTRATION 11.8

Calculate the energy stored in the three capacitors 
described in Illustration 11.2. Take the separator area 
as 10 cm2, and assume that the voltage for each is as 
follows: 

1. Electrostatic, 20 V 

2. Electrolytic, 100 V 

3. EDLC, 3 V 

1. For a 1 F capacitor, a surface area 5.65 × 104 m2 was 
required. This corresponds to 1.77 × 10�5 F�m�2 . 

E � CV2 

2 
� 1:77 � 10�5 F 

m2 

0:001 m2 20 V� �2 

2 

� 3:5 � 10�6 J;

2. E � CV2 

2 
� 0:0098 F 

m2 

0:001 m2 100 V� �2 

2 

� 0:049 J;

3. E � CV2 

2 
� 1873 F 

m2 

0:001 m2 3 V� �2 

2 

� 8:4 J:

Note that the capacitance per unit area used for the 
EDLC calculation is half the value from Illustra­
tion 11.2 in order to account for the two capacitors 
in series that are inherent in the EDLC. The 
voltage is the total voltage across the EDLC. 
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The power is energy per unit time, and is perhaps most 
easily expressed as 

P � IV : (11.38) 

The power will be a maximum for the initial discharge of a 
capacitor. The potential used in Equation 11.38 is the 
terminal potential, which is lower because of the resistive 
losses in the ESR. For an EDLC capacitor, one can show 
(Problem 11.19) that the maximum usable power that can 
be obtained is 

V2 

Pmax � ; (11.39) 
4 � ESRef f

where ESReff is the total effective series resistance defined 
by Equation 11.35, V is the terminal voltage across the 
EDLC, and Ohms law has been used to relate the current to 
the voltage. Equations 11.37 and 11.39 can be used to 
illustrate the trade-off between energy and power. We will 
explore this through Illustration 11.9. 

ILLUSTRATION 11.9

For the capacitor from Illustration 11.7, calculate the 
maximum specific energy and specific power from this 
device assuming that the maximum potential is 1 V. 
All of the parameters are the same as those in Illustra­
tion 11.7. In addition, 

Density of separator 1800 kg ? m�3 

Density of electrolyte 1000 kg ? m�3 

To determine the specific energy and power, we need 
the mass of the device. We will include the mass of all 
the EDLC components including the separator, two 
carbon electrodes, and the electrolyte. The mass of the 
casing is not included in this calculation. 

m � ms � 2mc � me � A ρs 1 � εs� �Ls � 2 1  � εe� �ρcLef
�ρe 2εeLe � Lsεs� �g � 0:594 g:

specific energy � E

mass 
� CV2 

2 
1 
m
� �7:2�12 

2 
1 

5:94 � 10�4 

� 6060 J=kg;

which when converted to W�h is 1.68 Wh�kg�1 . 
The maximum specific power is 

Pmax

mass 
� V2 

4 �ESRef f m
� �1V�2 

4� ��8:7 �10�4 Ω �5:94 �10�4 kg 

� 4:8�105 W ?kg�1;

where ESReff was determined as part of Illustration 11.7. 

Figure 11.16 Comparison of maximum specific power and 
specific energy. The parameters are from Illustration 11.6 and the 
thickness of electrode varied. 

The same procedure shown in Illustration 11.9 is used to 
generate Figure 11.16, which shows the specific energy and 
the maximum specific power for several different electrode 
thicknesses ranging from 1 μm to 1 mm. We note from 
Figure 11.16 that for thick electrodes, the rate capability 
is much lower and the specific energy approaches a constant 
value. The constant value of the specific energy is reached as 
the electrodes become sufficiently thick that the mass of the 
other cell components is no longer significant; we are 
therefore left with the specific energy of the electrodes 
themselves, which does not change with electrode thickness, 
even though the absolute energy stored in the electrodes 
does increase with thickness. Similarly, for thin electrodes, 
the maximum power approaches a constant as the resistance 
of the electrodes becomes less important as they get thinner, 
and the maximum power is limited only by ohmic losses in 
the separator and contact resistance. The specific energy, 
however, continues to drop as the electrodes are made 
thinner because the energy stored is directly proportional 
to the electrode thickness. 

Finally, we note that heat is generated during both 
charging and discharging of an EDLC. As long as the 
device is not limited by the supply of ions in the electrolyte 
(see below), the power lost as heat can be estimated as 

Ploss � I2ESRef f : (11.40) 

The round-trip efficiency of an EDLC is defined as the ratio 
of the energy delivered by a capacitor to the energy that 
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Figure 11.17 Effect of rate of charge and discharge on the 
efficiency of a capacitor modeled with a simplified series-RC circuit. 

was supplied to it during a specific discharge/charge cycle, 
provided that the beginning and ending SOC are the same. 
For a constant current charge and discharge below the 
cutoff frequency, 

4 IESRef f1 �
energy delivered 3 Vmaxη � � : (11.41)
energy supplied 4 IESRef f1 �

3 Vmax

Equation 11.41 assumes that the capacitor can be dis­
charged only to half of Vmax. Using the parameters in 
Illustration 11.7, the efficiency (right ordinate) and average 
power (left ordinate) are shown in Figure 11.17. Low 
currents correspond to long discharge times. The losses 
are resistive, and low currents therefore translate to high 
efficiency. For discharge times on the order of the RΩC or 
less, the efficiency falls off sharply because of the high 
resistive losses. In extreme cases, it is possible to damage 
the device by excessive heat generation. 

11.8 CELL DESIGN, PRACTICAL
OPERATION, AND
ELECTROCHEMICAL CAPACITOR
PERFORMANCE

Construction of a typical cell sandwich for an EDLC is 
shown in Figure 11.18. The differences in how energy is 
physically stored aside, these EDLCs have many similarities 
to batteries, two porous electrodes coated onto current 
collectors and separated by an electrolyte. The cell designs 
are similar too. Typical configurations for EDLCs include 

Figure 11.18 Construction of a typical EDLC. Notice the 
similarities of the cell sandwich with that of batteries and fuel cells. 

cylindrical, prismatic, button, or coin cells. In contrast to 
dielectric capacitors, EDLCs can operate over only a rela­
tively small potential range, referred to as the voltage
window, similar to batteries. Rather than dielectric break­
down, the electrochemical stability of the electrolyte deter­
mines the maximum potential difference that can be 
sustained. For an aqueous system, the stability of the solvent 
water is limited to about 1.2 V by the hydrogen and oxygen 
reactions. Organic electrolytes, similar to those used in 
lithium-ion batteries, are stable up to roughly 3 V. However, 
the electrical conductivities of aqueous electrolytes are 
generally much higher than those of organic electrolytes. 
Recall from the previous section that the energy stored is 
proportional to the potential squared; therefore, capacitors 
with organic electrolytes tend to store more energy. On 
the other hand, the power is inversely proportional to the 
ESR. Thus, the maximum power is roughly linear with 
electrical conductivity. As a result, capacitors with aque­
ous electrolytes tend to deliver much higher power. This 
trade-off is explored in Problem 11.13. 

Since the potential of an individual cell is small, EDLCs 
are often connected electrically in series to build voltage. 
While the current through and the charge stored in each 
capacitor is the same, the voltage drop across nonidentical 
cells may be different. Therefore, it is possible for cells in the 
series string to exceed the allowable voltage unless means 
are taken to prevent this from occurring. Thus, either 
additional circuitry is required to balance cells or the practi­
cal voltage limits have to be reduced to ensure that the 
weakest cell is not overcharged. Moreover, it will also be 
rare to discharge a capacitor to near zero volts, since this 
practice would complicate the voltage regulation of the 
system. As a practical matter, voltage limits for these devices 
in operation may only be between 40–80% of what is 
considered the maximum potential rating of the device. 

The specific capacity of the material, Cρ [F�g�1 elec­
trode], and the voltage stability window for the electrolyte 
are two critical factors that impact the specific energy of a 
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device. Making use of Equation 11.37, 

1 
CtotalV

2
max2maximum specific energy J ? g�1 �

2 solid mass per electrode��
� 1 

CρV
2 � 1 

QρVmax;max8 4 
(11.42) 

where Vmax is the maximum allowable voltage for the 
EDLC, Cρ is the specific capacitance of a single electrode, 
Qρis the specific charge for a single electrode, and only the 
combined mass of the solid portion of the electrodes has 
been considered in the specific energy. The additional 
factor of four arises because EDLCs must have two electro­
des connected in series. The maximum voltage is deter­
mined by the stability window of the electrolyte. However, 
there is another factor that may limit the maximum energy 
as discussed in the next paragraph. 

On the far right side of Equation 11.42, we see that the 
maximum specific energy is related to the charge density 
for the electrode. Let’s think about the sources of this 
charge. In the solid, we simply move electrons from one 
electrode to the other so that one electrode has excess 
positive charge and the other excess negative charge. At 
each electrode, this excess charge in the solid phase is 
balanced by an equal but opposite charge of ions from the 
solution. However, there is not an unlimited supply of ions 
available in the electrolyte. Considering just the solution in 
the porous electrode, the maximum charge available is 

C ? g�1maximum specific charge � Qρ

�� ε
αFν�z c0:

ρ�1 � ε�
(11.43) 

Here c0 is the concentration of electrolyte, ε is the porosity 
of the electrode, ρ is the density of the solid material, and α
is the degree of disassociation of the electrolyte. When the 
potential is raised, it is possible to deplete the electrolyte 
before the maximum voltage is reached. Thus, the stored 
energy can, under some conditions, be limited by the ions 
in the electrolyte. It is also worth noting that conductivity 
can also be a strong function of concentration. In cases 
where a significant fraction of the ions in solution are tied 
up at the electrodes, the conductivity of the solution may 
drop precipitously. 

ILLUSTRATION 11.10

What is the maximum specific energy for a material 
with a capacitance per mass of 60 F�g�1. Use ρ= 2000 
kg�m�3 , ε= 0.7, and a maximum voltage of 3 V. The 

electrolyte is an organic solvent with a concentration 
of 1.1 M. Assume α= 0.5, and a 1 : 1 electrolyte. 

First, use 11.36 assuming that there is plenty of 
charge from the electrolyte: 

maximum specific energy �1 
8
CρV

2 �1 
8

60 3� �2 � 67:5J?g�1 

Next, make the same calculation, but use the electro­
lyte charge available (Equation 11.43): 

maximum specific charge�Qρ� 0:7 
2000 1�0:7� �0:5 

� �96485� � 1 � 1:1 �61:9C?g�1 

and the associated maximum energy is 

maximum specific energy � 1 
4 
QρV � 1 

4 
61:9 3� �

� 46:4 J  ? g�1:

In this example, the charge available from the electro­
lyte is the limiting factor. 

Often the volume of these devices is more important 
than their mass. For instance, in automotive applications 
space is at a premium, and achieving high-energy density 
[J�m�3] is the key objective for developers of EDLCs. The 
above results are easily modified with the density of the 
different components to calculate the energy and power 
density. 

Self-discharge occurs in EDLCs. Although the mech­
anisms can be complex, the path for leakage current is 
roughly represented as a simple resistance, Rp, in parallel 
with the capacitor—a so-called zero order model. If a 
capacitor is charged to a fixed potential and then held at 
open-circuit, that is, no net current at the terminals 
(Iapp = 0), the potential will decrease slowly with time. 
From a current balance on the node circled in Figure 11.19, 

I � Iapp � Ileakage: (11.44) 

The leakage current is defined as the current that must be 
applied to keep the device at a fixed potential. 

V dV
Ileakage � � C : (11.45)

Rp dt

The leakage current is determined from the time rate of 
change of the voltage at open circuit or from the current 
that must be applied to maintain a constant voltage. As is 
apparent from this model, at open circuit the leakage 
current will decrease with time. Therefore, when leakage 
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Figure 11.19 Equivalent circuit showing leakage current. 

current is reported, the time must also be noted, for 
example, less than 5 μA at 72 hours. 

ILLUSTRATION 11.11

To maintain a 1 F capacitor at 3.0 V, a current of 
2.5 μA is required. Assuming a zero-order model 
for leakage, (a) calculate the parallel resistance, and 
(b) estimate the time constant. 

Rp � V

Ileakage
� 3:0 

2:5 � 10�6 � 1:2 MΩ:

To approximate the time constant, we represent the self-
discharge process as the discharge of the capacitor in 
series with Rp. The time constant for self-discharge is 

τself discharge � RpC � 1:2 � 106 1� � � 1:2 � 106 s;

or about 2 weeks. This, of course, is quite short relative 
to the time required for self-discharge to completely 
discharge a battery and represents one of the key 
disadvantages of an EDLC. 

The mechanisms for self-discharge are frequently 
similar to those seen in batteries and include electrical 
shorts, redox-shuttle mechanisms controlled by diffusion, 
and faradaic reactions of impurities. For well-made or 
commercial EDLCs, the zero-order model for leakage is 
too crude. In the absence of an internal short, the leakage 
current is quite small and often under activation control of a 
faradaic process. In this instance, Tafel kinetics is assumed: 

αηF
Ileakage � Aioexp : (11.46)

RT

Thus, the logarithm of the leakage current is proportional 
to the potential of the capacitor, so long as the overpotential 
remains large enough to remain in the Tafel regime. These 
two models provide markedly different behavior as 

Figure 11.20 Comparison of two models for leakage current. 

illustrated in Figure 11.20. Under activation control, the 
leakage current decreases rapidly as the potential of the 
capacitor decreases. A relatively small change in potential 
results in an order of magnitude reduction in leakage 
current. In contrast, the leakage current is directly propor­
tional to the potential for the zero-order resistor model. 

Because no intended faradaic reactions occur in 
EDLC, the principal mechanisms that limit the cycle life 
of batteries are not present in EDLCs, and cycling behavior 
can be exceptional by comparison. Lifetimes of 
100,000–1,000,000 cycles are common. As noted previ­
ously, unintentional small faradaic reactions are often 
present. These reactions are frequently associated with 
impurities in the cell and affect not only the self-discharge 
of the capacitor but also the degradation of performance 
with cycling. 

Finally, we note that similar to batteries, a state of 
charge is defined. In the broad sense, SOC is defined as the 
available charge as a percentage of nominal capacity. 
Rather than measuring the available charge, the SOC for 
an EDLC is usually determined from its open-circuit 
potential. 

VocpSOC � 100% : (11.47)
Vmax

As seen above, the voltage is linearly proportional to the 
charge when the capacitance is constant. 

11.9 PSEUDO-CAPACITANCE

Other than self-discharge, our discussion of EDLCs has not 
involved faradaic reactions; that is, we have assumed that 
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no charge is transferred across the double layer, and that 
there is no change in oxidation state due to reaction. The 
resulting current–voltage behavior is purely capacitive and 
would approximate the ideal box shown earlier in 
Figure 11.9. 

The behavior of real systems can vary somewhat 
from this. For example, the current potential diagram for 
a carbon black electrode subjected to a CV is shown in 
Figure 11.21. Notice that the basic shape is somewhat 
rectangular, as we would expect for an EDLC. Addition­
ally, there are noticeable peaks around 0.55 V. These are 
reversible reactions on the carbon surface, attributed to 
the hydroquinone/quinone (HQ/Q) reaction. During the 
positive scan, HQ on the carbon surface is oxidized to Q, 
but the reaction does not continue indefinitely. Once the 
HQ on the surface is completely oxidized, the reaction 
stops. The reaction is reversed on the negative sweep, 
converting Q back to HQ. Although the CV looks more or 
less like that of a capacitor, some of the current is due to 
charging of the electrical double layer and some is due to 
faradaic reaction of the HQ/Q redox couple. Is this a 
battery or capacitor? The answer is yes, it has character­
istics of both a battery and a capacitor. We see that there 
isn’t always a clear distinction in the behavior. However, 
for typical carbon EDLCs, no more than 5% of the current 
is due to the reactivity of surface oxides. Thus, these 
carbon materials are still treated as electrochemical dou­
ble-layer capacitors. 

Now imagine an electrode also undergoing a faradaic 
reaction, but where the potential changes linearly with 

charge. Physically, this behavior could occur from a redox 
reaction that is limited to the electrode surface, or from 
adsorption. Recalling Equation 11.2, the change in poten­
tial with charge defines a differential capacitance. Here, the 
physical origin of the capacitance does not arise from 
charge accumulation in the double layer; rather, it is the 
result of a faradaic reaction. We will use a new symbol, Cϕ, 
to represent this so-called pseudo-capacitance. A device 
such as the one we have described would also have a 
capacitance associated with double-layer charging, but 
here Cϕ � CDL. A device with both double layer and 
pseudo-capacitance may be represented by the equivalent 
circuit shown in Figure 11.22. Here these capacitances 
are in parallel, and the double-layer capacitance is typi­
cally much smaller than the pseudo-capacitance. A char­
acteristic feature of pseudo-capacitors is that the faradaic 
reaction is more or less restricted to the surface. Thus, the 
charge-transfer process is limited by the surface area 
available. 

A common example of pseudo-capacitance is ruthe­
nium oxide. During charging and discharging, 

RuOx�OH�y � H� � e� $ RuOx�1�OH�y�1 (11.48) 

Equation 11.48 is a faradaic reaction and involves the 
transfer of electrons to and from the metal oxide; however, 
because the reactions are limited to the surface, achieving a 
high surface area is critical for high energy storage. A 
typical CV for a pseudo capacitor is shown in Figure 11.22. 

Figure 11.21 Cyclic voltammetry behavior of Vulcan XC-72 in 
phosphoric acid after oxidation. (Adapted from K. Kinoshita and J.A. 
S. Bett (1973) Carbon, 11, 403.) 

Figure 11.22 Cyclic voltammetry behavior of RuO2. The scan 
rate is 20 mV�s�1. Common equivalent circuit for pseudo-capacitor is 
also shown. Source: Adapted from Kim 2001. 
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The ideal rectangle is approximated and the capacitance is 
taken as 

dq

Cϕ � dt
dV

� iavg
ν

: (11.49) 

dt

Capacitance values for good pseudo-capacitor materials can 
be 5–10 F�m�2 of actual surface area, compared to typical 
CDL values of approximately 0.25 F�m�2. From 
Figure 11.22, the average current density (based on the 
superficial area) is ∼25 A�m�2. The data in Figure 11.22 
correspond to a capacitance per superficial or geometric 
electrode area of about 420 F�m�2. Typically, pseudo-capac­
itors have a greater capacitance than EDLCs, but tend to be 
much more expensive due to higher materials costs. 

EDLCs and Pseudo-Capacitors

EDLCs store energy electrostatically in the electrical 
double layer through charge separation; no electron-
transfer reactions are needed for EDLC energy stor­
age. In contrast, with pseudo-capacitors, a highly 
reversible faradaic reaction occurs on the surface, 
and the energy is stored chemically as a result of 
electron transfer. Because the charge passed depends 
linearly on the potential, the behavior of these materi­
als mimics that of a capacitor. Since there are faradaic 
reactions, they are called pseudo-capacitors. 

CLOSURE

In this chapter, we introduced two types of electrochemical 
capacitors: EDLCs and pseudo-capacitors. Electrochemi­
cal double-layer capacitors do not rely on faradaic 
reactions for energy storage. Porous electrodes with 
high-surface areas are a key feature for these energy 
storage devices. The analysis of their behavior was exam­
ined using the same electrochemical principles that we 
applied to batteries and fuel cells. Notably, these devices 
are characterized by high-power density and relatively 
low-energy density. Pseudo-capacitors exhibit perform­
ance characteristics similar to EDLCs, but faradaic 
reactions are present. 
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PROBLEMS

11.1 In Illustration 11.1, the specific capacitance of carbon was 
calculated to be 150 F�g�1. To fabricate an electrochemical 
double-layer capacitor, even if the separator, current col­
lector, and packaging weights are ignored, the theoretical 
value for capacitance in F�g�1 must be reduced by a factor of 
exactly 4. Why? 

11.2 Derive Equation 11.8 for a 1 : 1 electrolyte. Hint: Start with 
Poisson’s Equation 2.32 and follow the development in 
Section 2.13. Hint: Use Cartesian coordinates and do not 
make the assumption of a small potential. Finally, the 
following transform is helpful: 

2 d2ϕ1 d dϕ � :
2 dϕ dx dx2 

11.3 Electrolytic capacitors have a polarity and will be destroyed 
if subjected to even a modest voltage of more than about 
1.5 V of the wrong polarity. Explain this behavior. What 
would be the effect of connecting two electrolytic capacitors 
with polarity in series? 

11.4 Sketch the charge density and potential across a double 
layer that includes both charge in the compact layer near the 
electrode (OHP) and the diffuse layer (GC). Assume the 
metal is positively charged. Develop Equation 11.9 show­
ing that the two capacitances combine in series. 

11.5 Derive Equation 11.11 using the geometry of Figure 11.6. 
Assume that the region of low dielectric constant includes 
the first row of water on the electrode and a second region of 
high dielectric constant that extents from the ion at the OHP 
to the first row of water (2rw). 

11.6 A carbon porous electrode EDLC uses 0.05 M KOH at a 
temperature of 25 °C for the electrolyte. At the point of zero 
charge (PZC) and at a potential 0.1 V from the PZC, 
calculate the following capacitances per unit area [F�m�2]: 

(a) Helmholtz contribution to the double-layer capaci­
tance. Rather than the bulk dielectric constant of water, 
use a value of 11 for this inner region. The atomic 
diameter of K is 0.46 nm. 

(b) Contribution of the diffuse layer from the theory of 
Gouy and Chapman. 

(c) Combined value for the capacitance. 

(d) Typical experimental values for the double-layer capac­
itance in aqueous solution are 0.2–0.5 F�m�2. Discuss 
importance of using the corrected dielectric constant for 
the Helmholtz region. 

11.7 The table includes some data from Bockris and Reddy 
(Table 7.11) for 0.1 N aqueous chloride solutions. (a) for 
a 0.1 N solution, show that COHP has a relatively small 
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effect on the differential capacitance. (b) What can be 
inferred about the adsorption of ions? (c) Using 0.14 nm 
for the radius of water, εrH= 40, and εrL= 6, does 
Equation 11.11 fit the data? Assume these are taken at 
room temperature. 

Ion ri, Unsolvated Measured 
radius [nm] capacitance [F�m�2] 

Li+ 0.060 0.162 
K+ 0.133 0.170 
Mg2+ 0.065 0.165 

Al3+ 0.050 0.165 
La3+ 0.115 0.171 

11.8 Describe how the structure of electrode might be designed 
differently for aqueous and nonaqueous electrolytes. 

11.9 If the space between two parallel oppositely charged, 
infinite plates is comprised of two regions of different 
permittivity, how is the capacitance expressed? 

11.10 The differential capacitance of a single electrode [F�m�2] is  
fitted with the following equation: 

Cd � 0:2 � 0:1 tanh 5ϕ2�:�
Find an expression for qm. For a practical device, two 

of these electrodes are used, connected in series. In opera­
tion, opposite charges of equal magnitude are stored on each 
electrode. Plot the differential and integral capacitance of 
the device as a function of potential. Comment on the degree 
of variation between the single electrode and the device. 

11.11 Compare and contrast differences in cyclic voltammograms 
for capacitors and redox reactions. 

11.12 Calculate the round-trip efficiency of an EDLC that is 
discharged and charged at a constant current of 13 A. 
The capacitance is 150 F with an effective ESR of 
14 mΩ. The maximum voltage is 2.7 V and the discharge 
is terminated at 1.35 V. 

11.13 Create the equivalent of Figure 11.16 for a nonaqueous 
electrolyte. Except for the information provided below, use 
the data from Illustration 11.6 and assume a voltage of 
2.3 V. Compare the curves and physically explain the 
difference between aqueous and nonaqueous capacitors. 

Effective conductivity of electrolyte in 1.1 S�m�1 

separator 
Capacitance per actual surface area 0.100 F�m�2 

Effective conductivity of electrolyte in 0.7 S�m�1 

electrolyte 
Density of electrolyte 950 kg�m�3 

11.14 A EDLC with a maximum potential of 4.2 V is charged at 
constant current (CC) until the potential reaches 4.2 V. The 
charge is then continued at 4.2 V (CV) until the current 
becomes very small. Finally, the cell is discharged at a 

current of 0.1 A, starting at t= 10 seconds. The data are 
shown in the figure, the inset shows the step change in 
current to 0.1 A for the discharge. Calculate the nominal 
capacitance of the EDLC and its ESReff from these data. 

11.15 Below are Nyquist plots for two EDLC. The only difference 
is the loading of the electrode, which affects the thickness 
and capacitance of the device. What can be said about the 
conductivity of the solid compared to that of the electrolyte? 
What are the ESReff, ESR, and EDR for the device loaded to 
11.3 mg cm�2? Which electrode loading would have a 
higher cutoff frequency? (Data adapted from Taberna 
et al. (2003) J. Electrochem. Soc., 150, A292.) 

11.16 In Chapter 7, curves for the potential versus SOC for some 
common insertion electrodes used in Li-ion cells were 
presented. Lithium titanium disulfide is an insertion mate­
rial where the potential varies linearly with the concentra­
tion of lithium between the titanium disulfide galleries. 
Considering the discussion in Section 11.8 on faradic 
reactions where potential changes with admitted charge, 
can you make the case that these insertion devices might 
equally well be called pseudo-capacitors? 



11.17 In order to achieve a specific capacitance of 50 C�g�1, what 
minimum concentration of electrolyte is needed to avoid 
depletion? Assume a fully dissociated 1 : 1 electrolyte. The 
porosity is 0.65 and the density of the active material is 
1800 kg�m�3. 

11.18 One mechanism for self-discharge is caused by a faradaic 
reaction under kinetic control, perhaps from some impurity. 
If the faradaic reaction is controlled by Tafel kinetics, show 
that the leakage current depends on the logarithm of time. 
Assume the capacitance is constant. 

11.19 Show that for an ideal capacitor in series with a resistance 
ESR, the maximum power is V2/4ESR. For an ideal battery, 
the maximum power is V2/4Rcell. 

11.20 There are two common methods to measure leakage current. 
In the first, the potential of the device is measured at open-
circuit over time. Explain how the V(t) data can be con­
verted to I(t). Sketch how current would change over time. 
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Why is it important to specify the time when leakage 
currents are reported? 

11.21 Using the open-circuit data provided, what is the resistance 
associated with the leakage current for a 3 F capacitor? 
Estimate the 72-hour leakage current. 

Time [s] Potential [V] 

0 
600 
1200 
1800 
2400 
3000 

2.800 
2.799 
2.797 
2.796 
2.794 
2.793 



FERDINAND PORSCHE

Ferdinand Porsche was 
born on September 3, 1875 
in Maffersdorf, which is now 
called Liberec and is part 
of the Czech Republic. You 
surely know him as the 
founder of the Porsche Motor 
Company, but he was also a 
remarkable innovator in the 
development of the electric 
vehicle. 

His father ran a metal­
smithing business, and he 
was expected to apprentice 

for that trade. Ferdinand had other ideas—fascinated by 
electricity from an early age, Porsche traveled to Vienna at 
the age of 18 to work as a trainee for an electrical company, 
Vereinigte Elektrizitäts-AG (VEAG). During this period, 
Ferdinand attended lectures at the Technical University as 
a guest. There he gained some theoretical knowledge of 
electricity. After 4 years, he was appointed manager of the 
Testing Department at VEAG. It was at this point that he 
met Ludwig Lohner, a coachbuilder. Porsche collaborated 
with Lohner’s company on several electric vehicle designs, 
and at the age of 24 he was lured away from VEAG and 
appointed Technical Director of Lohner’s automobile 
manufacturing plant in Vienna. His first design was a 
front-wheel drive electric vehicle that used electric 

wheel-hub motors. This vehicle was the world’s first 
front-wheel drive car. The battery consisted of 44 lead–
acid cells connected in series (∼80 V) with a capacity of 
300 A�h. The battery weighed 410 kg and provided a range 
of 50 km. The massive weight of the battery caused the 
tires made from soft rubber to fail frequently; a more 
important challenge was that it was nearly impossible to 
recharge the battery in rural areas simply because elec­
tricity was unavailable at that time. To get around this 
issue, Porsche designed his first working gasoline battery 
hybrid-electric vehicle (Lohner–Porsche) in 1901. This 
design was a series hybrid, with the internal combustion 
engine (ICE) only serving to recharge the battery, thus 
easing the difficulty of recharging outside of metropolitan 
areas. This hybrid is thought to have been inspired by an 
exhibit at the 1899 International Motor Show in Belgium 
where series and hybrid designs were envisioned, but it 
isn’t clear that these earlier vehicles ever worked. 

The internal combustion engine improved dramati­
cally and the automotive industry, along with Ferdinand 
Porsche, moved away from electric vehicles. Porsche had 
no formal training in engineering, but did receive an 
honorary doctorate in engineering from the Vienna Insti­
tute of Technology in 1916, and a second honorary degree 
from Stuttgart Technical University in 1924. Ferdinand 
Porsche died on January 30, 1951 

Image Source: Courtesy of Porsche Museum, Stuttgart Germany. 



Chapter 12
 

Energy Storage and Conversion for
Hybrid and Electrical Vehicles

At the turn of the twentieth century, electric- and gasoline-
powered vehicles were competing to dominate the growing 
vehicle market. Internal combustion engines (ICEs) were 
noisy, difficult to start, produced lots of smoke, and were 
not particularly dependable. The electric vehicle had simi­
lar reliability problems, but had none of the other draw­
backs. In many major cities, there were fleets of hundreds 
of electric taxicabs that outnumbered the internal combus­
tion competitors. Outside of major cities, the key chal­
lenges for electric vehicles were range and the availability 
of facilities to charge the batteries. At that initial stage, 
electrification was just beginning, and it was unlikely that 
one would find a means of recharging the battery in rural 
areas. On the other hand, range anxiety was much less 
important at that time because the roads connecting major 
urban areas were poor. Therefore, it was doubtful that 
drivers would even want to venture far from home. None­
theless, range and charging were of significant concern 
then, and continue to be critical issues for electric vehicles. 

From the need to address these concerns, the hybrid-
electric vehicle was born—combining the advantages of 
the electric drive and allowing for recharging of the battery 
with an internal combustion engine. The first attempts at 
hybrids date from 1894; the first working petroleum-
battery hybrid was in 1901. With the commercial intro­
duction of the electric starter in 1912, the increasing 
availability of gasoline, and vast improvements in its 
efficiency, ability to burn fuel cleanly, and reliability, 
the internal combustion engine won out over electric 
and hybrid-electric vehicles. Today, automobiles powered 
by internal combustion engines are relatively clean, highly 
reliable, and manufactured at a low cost. Yet, some 
100 years after the first hybrids, the rivalry between the 
internal combustion engine and electrically driven vehicles 
has reignited. The newest battle, however, is being con­
ducted in a different setting, a landscape where energy 
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security and environmental concerns have emerged as 
critical factors in a new high-stakes competition. 

12.1 WHY ELECTRIC AND
HYBRID-ELECTRIC SYSTEMS?

A key feature of systems that include energy storage is that 
excess energy can be accumulated for later use. Our focus 
will be on vehicles, but applications for hybrid power 
systems are common. For example, a renewable energy 
system based on wind power alone will struggle to match 
electrical power production and demand. What do you do 
when electrical demand is less than the amount being 
produced by the wind turbine, or when the wind isn’t 
blowing at all? One option is to store energy when the 
supply is greater than the demand. This storage could be 
accomplished with a battery or similar rechargeable energy 
storage system (RESS). The stored energy can then be used 
later when the demand is greater than the supply. Similarly, 
with conventional base-load power generation devices, a 
nuclear power plant for instance, it is desirable to keep 
electrical power production constant. Since demand for 
electricity varies over the day, a method of efficiently storing 
energy during off-peak times is valuable. Electrolysis of 
water to produce hydrogen has been proposed to be paired 
with a nuclear power plant as one means to deal with this 
issue. The hydrogen would then be recombined with oxygen 
in a fuel cell (FC) when the electrical demand was high. 

The situation in a vehicle is not completely analogous, 
but there is a clear benefit of having the ability to store 
energy. Onboard vehicle energy storage will be the pri­
mary emphasis of this chapter. The main incentive for 
electric and hybrid-electric vehicles is to improve their 
efficiency, which leads to reduced use of fossil fuels 
and lower emissions of pollutants. Let’s explore this 

 2018 Thomas F. Fuller and John N. Harb. Published 2018 by John Wiley & Sons, Inc. 
Companion Website: www.wiley.com/go/fuller/electrochemicalengineering 
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Figure 12.1 Representation of where the energy of the fuel goes for a typical vehicle driving a combination of city and highway. 
Source: Data taken from http://www.fueleconomy.gov/feg/atv.shtml 

motivation in more detail. The starting point is a conven­
tional vehicle powered by an internal combustion engine. 

The motivation and goals for electric and hybrid-
electric vehicles are as follows: 

� Reduced petroleum use 

� Lower releases of greenhouse gases 

� Decreased emissions of criteria pollutants 

� Increased energy efficiency 

Figure 12.1 provides an example of how the chemical 
energy from the fuel is used in an ICE vehicle. Chemical 
energy is released by combustion and converted into 
mechanical energy in the engine. This process is a thermal 
one and limited by the Carnot efficiency. In this example, 
which combines city and highway driving, only 26% of the 
available chemical energy reaches the driveline. A further 
6% is lost there. As a result about 20% of the chemical 
energy in the fuel applies torque to the wheels. Of this, 6% 
is used to accelerate the vehicle after braking. Eight percent 
is needed to overcome aerodynamic drag on the vehicle, 
and another 6% to overcome rolling resistance of the tires. 
Clearly, the situation depicted in Figure 12.1 is not an 
efficient use of the energy from the fuel. 

Understanding a little about ICEs and reflecting on 
how a typical vehicle is driven can help to explain these 
results. First, the fuel efficiency of an ICE is not constant 
with power. Typical of thermal devices, there is a point 
where the efficiency is maximized, but as the power level 
decreases from this value, the efficiency also decreases. 
Therefore, a key consideration is where does this maxi­
mum occur and at what point is the engine being operated 
most frequently. As you know, most driving involves 
frequent starts and stops; on average, the power demanded 
by the driver is well below the rated power. In fact, this 

maximum-rated power is needed infrequently. If the 
engine is sized to provide high power, but operates almost 
all the time at low power, its efficiency will be low. 
Consequently, the largest loss in Figure 12.1 (69%) is 
attributed to engine losses. Ideally, we would operate the 
engine near the point of maximum efficiency. How can we 
do that? One answer is to use a hybrid propulsion system. 
The ICE could provide the average traction power required 
and be sized so that its efficiency was high at this average 
power. A second power source would supplement the ICE 
when high power is needed. Another opportunity to 
improve efficiency is to recover energy during braking. 
The kinetic energy of the vehicle is reduced by friction of 
the brakes, generating heat. This energy is lost and addi­
tional fuel must be burned to accelerate the vehicle back up 
to speed. Lost energy due to braking accounts for about 
6% of the total as shown in Figure 12.1. Efficiency would 
be improved if we could store this kinetic energy and reuse 
it later. There are other important approaches to improve 
use of the chemical energy of the fuel: lowering the 
aerodynamic drag, reducing the weight of the vehicle, 
and minimizing rolling resistance, for instance. These 
topics are beyond the scope of this chapter, which explores 
the use of energy storage and hybridization to increase 
efficiency. 

An onboard RESS coupled with a means of proving 
torque to the wheels separate from the ICE addresses both 
of the two ideas described above. In addition to batteries 
and electrochemical capacitors, there are mechanical ways 
to store energy: pumped hydroelectric, compressed air 
systems, hydraulic energy storage, and flywheels. Some 
of these are used in vehicles, but our focus will be on those 
systems that use electrochemical energy storage. Let’s 
briefly consider a few aspects of a hybrid-electric vehicle 
as illustrated in Figure 12.2—These will be examined in 
more detail later in this chapter. First, both electrical energy 
from the RESS and the engine can be used to propel the 
vehicle. This parallel architecture decouples the torque to 

http://www.fueleconomy.gov/feg/atv.shtml
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the wheels from the torque provided by the engine. 
Because of this broken link, the engine can be operated 
selectively under conditions of higher efficiency, which is 
an important advantage of a hybrid system. Furthermore, 
electric-only operation is also possible if the energy storage 
system is large enough. In addition, the hybrid architecture 
enables the capture and storage of kinetic energy when 
stopping the vehicle. This energy would otherwise have 
been lost (dissipated) as heat in friction brakes. To recover 
this energy, the electric motor also functions as a generator, 
and the energy is stored in a rechargeable storage system 
for later use. 

It is important to note that there is a price to be paid for 
these improvements in efficiency. The added flexibility 
with hybrid systems is achieved by adding components. 
The RESS, electric motor/generator, and voltage converter 
increase the mass of the vehicle, and add cost and com­
plexity. The additional complexity requires more elaborate 
controls. It is the task of the design engineer to evaluate the 
trade-offs between efficiency, complexity, and cost in 
order to provide an optimal vehicle system. 

To summarize, the key concepts used in hybrid sys­
tems to increase the fuel efficiency of vehicles are (i) to 
operate the engine at speeds where it is most efficient, and 
(ii) to recover the kinetic energy wasted during friction 
braking. Efficient operation of the engine may include 
turning it off to lower standby/idle losses when the vehicle 
is stopped for short periods, or to permit all-electric 
operation if the RESS is of sufficient size. Each of these 

Figure 12.2 Parallel-hybrid architecture, 
one implementation of a hybrid vehicle. 

improvements requires a means of energy storage onboard 
the vehicle, and hence motivates our interest in the topic. 
Batteries (Chapters 7 and 8) and electrochemical double-
layer capacitors (Chapter 11) are energy storage devices, 
and their role in hybrid vehicles will be highlighted. 
Finally, we also consider hybrids where electrochemical 
energy storage is combined with a fuel cell (Chapters 9 and 
10) operating on hydrogen rather than with a petroleum-
based ICE. 

12.2 DRIVING SCHEDULES AND
POWER DEMAND IN VEHICLES

In evaluating powertrain systems, the vehicle speed is 
often prescribed as a function of time. This relationship 
is generalized with a driving schedule. Figure 12.3 pro­
vides such a relationship for an urban dynamometer driv­
ing schedule, one of many standardized schedules that are 
available. This plot shows speed versus time for the vehicle 
driven in an urban area. The distance traveled is 12 km with 
an average speed of about 40 km�h�1. This schedule will 
serve as an example for this section. 

The speeds from the driving schedule can be con­
verted to the power required for traction or, more specifi­
cally, to the torque to the wheels. The key parameters 
needed to make the calculation are specific to the vehicle: 
the mass of the vehicle, rolling resistance of the tires, and 
the aerodynamic drag. With a vehicle model, the driving 
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Figure 12.3 Urban dynamometer driving schedule produced by 
the EPA. 

schedule can be transformed into the instantaneous power 
required. The vehicle model is not our main focus, but a 
short discussion of vehicle dynamics is instructive for 
those who would like a review, and can be found in the 
appendix at the end of this chapter. A vehicle model was 
used to convert a portion of the vehicle speed data from 
Figure 12.3 to instantaneous power. These data are dis­
played in part in Figure 12.4, which shows power (on the 
left axis) versus time. Positive values represent power that 
is needed from a combination of either an internal com­
bustion engine or fuel cell and the rechargeable energy 
storage system. Negative values correspond to deceleration 
of the vehicle and represent opportunities for energy 
recovery and storage. The power required to move the 
vehicle does not represent the entire power requirement as 
some power is needed for accessories. For instance, power 
may be needed to run vehicle controls, lights, and the air 
conditioner regardless of the vehicle speed. Data such as 
those shown in Figure 12.4 link together the desired speed 
profile (Figure 12.3), the characteristics of the vehicle, and 
power consumption or generation. 

We can also integrate the instantaneous power with 
time to determine the energy needed to complete the 

Figure 12.4 Driving schedule converted to power (left axis) and 
energy in kWh on right axis. 

driving schedule. These integrated data are shown as 
two lines in Figure 12.4 that use the right ordinate. The 
solid line is the energy needed if no energy can be 
recovered. The dashed line assumes that all of the power 
during deceleration can be stored and reused. The differ­
ence between the two lines illustrates one of the advantages 
of a hybrid system with a RESS. This example driving 
schedule covers a time period of only a little more than 
20 minutes, but the schedule can be repeated or combined 
with a highway or another schedule to represent use of the 
vehicle over a longer period of time. Table 12.1 shows the 
speed and energy consumption for a few different driving 
schedules. Of most interest is the total energy required to 
follow the driving schedule and the energy associated with 
braking. Note that the braking energy is close to half of the 
total energy for some city driving (10.47 versus 4.52 kWh 
per 100 km). 

Our interest is in powertrain systems that use a 
rechargeable energy storage system, which for our 

Table 12.1 Energy Associated with Different Driving Schedules for a 1500 kg Vehicle 

FTP-75, city driving, frequent 
stops, idling 

FTP-75, highway driving, 
no stops 

US06, high speed, aggressive 
driving 

Average speed [km�h�1] 27.9 79.3 77.5 

Maximum speed [km�h�1] 86.4 97.7 128.05 

Traction energy 10.47 10.45 17.03 
[kWh�100 km�1] 

Traction energy efficiency 9.6 9.6 5.9 
[km�kWh�1] 

Braking energy, 4.52 0.98 5.30 
[kWh�100 km�1] 

The traction energy is at the wheels. 

Source: Adapted from Ehsani 2009. 
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purposes is either a battery or an electrochemical double-
layer capacitor. Of particular interest is the size of the 
RESS. There are three aspects that are important for RESS 
sizing: its power, total useable energy, and life—a theme 
that will be repeated throughout this chapter. We first 
consider sizing of the RESS for power. The designer is 
free to choose how power is divided between the RESS and 
the engine (either ICE or fuel cell). Similarly, the designer 
can select the maximum rate that energy can be absorbed 
into the RESS from regenerative braking. The power 
ratings (kW) for accepting and delivering energy are 
frequently similar, since both processes are often limited 
by the internal resistance and heat removal capability of the 
RESS. However, the ultimate power rating of the RESS 
depends strongly on the design objectives and system 
architecture and can vary dramatically from system to 
system. 

As you would expect, energy requirements also have a 
large impact on the size of the RESS. The key factor in 
sizing for energy is the desired range of the vehicle on the 
battery alone or, in the case where the RESS doesn’t 
provide traction power, the desired stopped time without 
assistance from the ICE. 

Finally, the lifetime of the RESS is critical in the 
design of hybrid systems. One of the key factors that 
influences battery life is the SOC range over which the 
battery is designed to operate. Battery requirements vary 
significantly across the range of hybrid vehicles that are 
available and have a significant impact on RESS design 
with respect to lifetime. 

As we explore sizing of the rechargeable energy 
storage system in more detail, we will examine four types 
of vehicles: all electric, start–stop hybrid-electric, full 
hybrid-electric, and a fuel-cell hybrid vehicle. In the 
discussions that follow, we also adopt the simplistic 
view that the only aspect of the energy storage system 
that can be altered is its size. As we have seen from 
Chapters 8 and 11, other aspects such as electrode design 
can also affect performance. These facets are, nonetheless, 
ignored in this chapter. 

12.3 REGENERATIVE BRAKING

Before turning to specific vehicle architectures, we pause 
to consider regenerative braking, which plays an important 
role in increasing hybrid vehicle efficiency. A key benefit 
of the vehicle strategies considered in this chapter is that 
kinetic and potential energy can be recovered during 
braking. Clearly, energy is required to accelerate a vehicle 
to a higher speed or to drive up a hill. It makes sense to try 
to recover and store this energy when stopping the vehicle 
or when traveling downhill. For highway driving, the 
braking energy may be a small portion of the total traction 

energy. However, for urban driving that includes frequent 
starts and stops, the energy dissipated in braking may be 
more than 50% of the total traction energy. This is con­
sistent with the data in Figure 12.3 that shows many 
periods of deceleration. Thus, there is a strong incentive 
to recover this energy. The kinetic energy of the vehicle is 
converted to electrical energy with a generator (the same 
motor that is used to propel the vehicle can be controlled to 
operate as a generator) and this energy is stored in a battery 
or capacitor. 

ILLUSTRATION 12.1

A 1600 kg passenger hybrid-electric vehicle is moving 
at 60 km�h�1. The battery has a nominal voltage of 
300 V and a capacity of 8 kWh. 

a. To stop the vehicle in 3 seconds, determine the 
power available in principle from regenerative 
braking. Assume that the power is constant and 
neglect rolling resistance and aerodynamic drag 
during braking. 

The kinetic energy is 1 
2 Mvv2 � �1600kg�

2 
60 m 
3:6 s  

2 

� 0:222 MJ � 222 kJ. 
This energy must be dissipated or captured in the 

time that it takes to stop the vehicle (3 seconds). 
Therefore,thepoweris222 kJ=3 seconds � 74 kW:

b. What is the current through the generator? 
Express the current in terms of both amperes 
and the battery C-rate (see Chapter 8). 

The current is simply the power divided by 
the battery voltage, I � P

V � 74000 W 
300 V � 247 A. 

The capacity in A�h of the battery is 8000 Wh 
300 V �

26:7 A  ? h: Therefore, by definition, the 1C rate is 
26.7 A. The C-rate through the generator is 
247 A 
26:7 A  � 9:3. 

c. What is the change in the battery SOC? 

ΔSOC � 247 A hour 
3600 seconds 

3 seconds 
26:7 A  ? h 

� 100 � 0:8%:

Illustration 12.1 provides a simple calculation assum­
ing a constant rate of energy recovery. Alternatively, we 
could maintain a constant rate of deceleration. Regardless, 
we can make some general observations. First, note that the 
power generated can be large during periods of hard 
braking. Stopping in 3 seconds from 60 km�h�1 is not 
particularly aggressive; nonetheless, the power that must 
be absorbed was large compared to the size of the battery—
the C-rate is nearly 10. This power must pass through the 
electric motor/generator. Often, the motor torque from 
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braking is larger than the maximum torque allowed on the 
motor/generator, and the extra cost, weight, and volume of 
the larger motor needed to recover all of the energy may 
not be warranted from a system perspective. Similarly, the 
current may be larger than that which the battery can accept 
without exceeding the maximum charge voltage for the 
cells. This possibility is evident from the relatively high C­
rate at which the battery must be charged in order to store 
the energy from braking. Finally, we can note that in most 
cases the energy from a single braking event is small 
compared to the total energy stored in the battery. 

12.4 BATTERY ELECTRICAL
VEHICLE

We begin our discussion of vehicles by first exploring the 
use of a battery to store energy for an all-electric vehicle. In 
a battery electric vehicle (BEV), the battery provides all of 
the power and energy needs. As mentioned earlier in the 
chapter, here are three key aspects to sizing the battery: 
energy capacity, power, and life. Each of these is influ­
enced by the operating voltage of the cells. Figure 12.5 
shows three types of voltages discussed for any electro­
chemical device: maximum, nominal, and minimum. The 
nominal voltage is a typical or average value seen during 
normal operation. Of course, the potential changes with 
current, state of charge (SOC), temperature, and age. 
Nonetheless, characterization by a nominal voltage is still 
a useful concept for almost any electrochemical device. 
The maximum and minimum voltages represent limits on 
the operating potential and define the operating range. 
There are many reasons for placing maximum and mini­
mum limits on the potential of the electrochemical storage 
system, such as preventing damage to the cells or allowing 
for proper operation of the power electronics. 

Figure 12.5 Range of operating voltage for electrochemical device. 

Since the battery is the only source of energy for 
vehicle, its energy capacity, typically expressed in kWh, 
must be sufficient to achieve the desired range. This energy 
is used to overcome the rolling resistance of the wheels, the 
aerodynamic drag, and losses in the drive train and in power 
conversion, as well as to provide power to the accessories. 
As discussed previously, the energy needed is obtained from 
a representative driving schedule and the specific vehicle 
design. For a passenger vehicle, a good rule of thumb is that 
it is possible to travel 6 km�kWh�1 on the battery alone. 
You’ll note from the last row in Table 12.1 that, under the 
right conditions, a greater distance can be covered per kWh. 
It is important to remember, however, that the values in 
Table 12.1 are reference energy at the wheels and do not 
account for losses in the powertrain. 

As the energy of the battery is stored chemically in the 
active material, battery capacity is proportional to the mass 
of active material as we saw in Chapter 7. Thus, to double 
the range of the vehicle, the mass of active material must be 
doubled. This would double the rating, expressed in either 
A�h or kWh, for the battery. In determining the required 
mass, an important consideration is the useable SOC 
window of the battery. Rather than operating the battery 
from fully charged to fully discharged, it is common to use 
less than the rated capacity or, in other words, to restrict the 
window for the variation in state of charge. The most 
important reason for shrinking the SOC window is to 
improve cycle life (discussed below). As the SOC window 
is reduced, a larger battery is needed to achieve the same 
range, but the useable lifetime of the battery is increased. 

The battery must also supply all of the power needed 
to meet the driving requirements of the vehicle. This power 
depends on the performance targets for the vehicle (accel­
eration, speed) and, of course, is highly dependent on the 
size of the vehicle. The power requirement for the vehicle 
might be estimated as the power needed to complete a 
UDDS driving schedule or, alternatively, the power to 
maintain 90 km�h�1 speed on a 6% grade at 2/3 of maxi­
mum power. A typical value of the power required for a 
passenger vehicle is 50 kW, but again this value is highly 
dependent on the performance targets for the vehicle. 

For our purposes in evaluating its power capability, we 
use a simple resistance model to describe the battery. 
Specifically, we assume that the potential of the cell is 
given by 

V � Vocv � IRΩ: (12.1) 

We seek an expression for the maximum power available 
from the battery. Recalling that power is the product of 
current and voltage, we can use Equation 12.1 to express 
the voltage, V, as a function of current. We then multiply V, 
which is now expressed as a function of current, by I to get 
an expression for power as a function of current. That 
expression for the power can be differentiated with respect 
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to current to find the maximum, followed by rearrangement 
to yield: 

V2 
ocvPmax � : (12.2)

4RΩ

Since RΩ is inversely proportional to the area, it follows 
from Equation 12.2 that, for a fixed cell capacity, the 
maximum power produced from a battery is roughly 
proportional to the area of the separator. 

Run-Time Is the Key Design Criterion for Battery
Design

The energy of the battery scales with the mass of 
active material (kWh). 

The power of the battery scales with the separator 
area (kW). 

The energy to power ratio is the run-time of the 
battery. 

energy 
run-time � :

power 

According to Equation 12.2, the maximum power corre­
sponds to a cell voltage equal to half of the open-circuit 
potential. That voltage, however, may be unacceptably 
low. In practice, as we discussed before, there will be 
a minimum limit on the potential, referred to as the 
cutoff voltage. If the cutoff voltage is greater than half 
of the open-circuit potential, then the maximum power is 
limited to 

Vocv � V cutoffPmax � V cutoff : (12.3)
RΩ

Both the energy and power requirements must be met 
simultaneously. The ratio of the two requirements has units 
of time and is called the run-time of the battery. This value 
is perhaps the key criterion for battery selection and design. 
As you might have guessed, the battery design used to 
provide power for a few seconds is quite different from one 
that needs to supply power for hours. The difference in 
battery design, discussed in Chapter 8, is largely reflected 
in changes in the thickness of the electrodes. 

A third factor in sizing the battery is its useable 
lifetime. From our own experience with batteries in con­
sumer devices, we know that the capacity of any battery 
decreases over its lifetime. Predicting life of a battery is 
complex, and here we adopt a primitive approach. Namely, 
we assume that the battery is degraded in proportion to 
the number of coulombs passed in the battery or what is 
called capacity turnover. The cell can only charge and 
discharge a certain number of coulombs before it no longer 
has an acceptable capacity. Clearly, however, a large 

Figure 12.6 Capacity turnover for a hypothetical rechargeable 
battery. 

battery is capable of passing more charge than a small 
battery. Consequently, the capacity turnover, which is 
dimensionless, is defined as the coulombs passed before 
the capacity is no longer acceptable divided by the nominal 
capacity of the battery. In a sense, the capacity turnover 
represents the number of times that the nominal capacity of 
the battery can be used before the per-cycle capacity is no 
longer adequate. Figure 12.6 shows a generic set of curves. 
Capacity turnover is highly dependent on battery chemis­
try, but generally decreases as the SOC window expands 
and as the temperature increases. 

Cycle life is the number of cycles possible from a 
battery over its lifetime, and is related to the capacity 
turnover as follows: 

� � cycle 
cycle life � rated capacity A ? h (12.4)�

A ? h 
� capacity turnover;

where the middle term provides a measure of the charge 
passed per cycle. These three factors are needed to size a 
battery for an electrical vehicle, and their use is shown in 
Illustration 12.2. 

ILLUSTRATION 12.2

The building block for the energy storage device is an 
electrochemical cell with a nominal voltage of 3.2 V. 
Of these cells, 100 are connected in series to form the 
battery. 

a. Using a value of 6 km�kWh�1, estimate the size of 
the battery required to achieve a range of 100 km. 
Express the size in kWh and A�h. The capacity of 
the battery in kWh is determined directly. 
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100 km kWh 
6 km  

� 16:7 kWh;

16; 700 Wh 
100 � 3:2 V  

J ? s-1 

W 
C V  

J 
A ? s 

C 
� 52 A ? h:

The capacity of the individual cells is also 52 A�h, 
but each has an energy capacity of 0.167 kWh. 

b. How is the size changed if the SOC window for 
the battery is limited to (0.15–0.85)? Since the 
SOC is varied over 0.7 (i.e., only 70% of the 
capacity is used), the size must be increased to 52/ 
0.7 = 74 A�h per cell and 24 kWh for the battery. 

c. What value for battery resistance is required to 
achieve a maximum power of 75 kW from the 
battery? Assume the cutoff potential for the cell is 
2.5 V. Since the cutoff potential is more than half 
of the nominal potential, use Equation 12.3: 

RΩ � V cutoff Vocv � V cutoff� �
Pmax

� 250 � 320 � 250� �
75000 

� 0:23 Ω:

d. If the capacity turnover is 1300 for the 70% SOC 
window, and assuming that on average the vehicle 
travels 50 km�day�1, what is the useable life for 
the battery? 

The total charge available over the lifetime of 
the battery can be obtained from the capacity 
turnover and the nominal capacity. We also 
know the energy required to travel 6 km, and 
the kWh�A�1

?h�1 for the battery. 

6 km  
kWh 

day 
50 km 

24 kWh 
74 A ? h 

74 A ? h � 1300 1 year 
365 days 

� 10:3 years:

The round-trip efficiency of a battery is typically quite 
high. Why, then, isn’t the BEV the right solution for all 
applications? The principal reasons are range and cost. 
This challenge is illustrated with the Ragone plot, Section 
7.5. The energy density (and specific energy) of the typical 
battery is too low to achieve a range of say 400 km in a 
practical vehicle. Of course, the battery can be made larger, 
but takes up more space, adds mass to the vehicle, and 
increases the cost for the battery. In addition, the efficiency 
of the vehicle operated over a fixed driving schedule 
decreases as the mass of the vehicle increases. More 
advanced batteries offer better specific energy, but their 
cost is high. 

12.5 HYBRID VEHICLE
ARCHITECTURES

There are many architectures used in hybrid systems. We 
will not attempt to cover them extensively; rather, our 
objective is to review some typical architectures and to 
provide a broad overview of terminology. In subsequent 
sections, we will explore in more detail electrochemical 
devices for energy storage for specific hybrid architectures. 
Because there are many different applications and usage 
patterns, our treatment in this chapter provides just a small 
sample of the possibilities. 

The simplest form of a hybrid is the so-called start–
stop1 hybrid (Figure 12.7). Here, the IC engine is turned off 
when the vehicle is stopped. While the engine is off, 
electrical power is provided by the energy storage system 
to handle the accessory load (e.g., air-conditioning). The 
same RESS is subsequently used to restart the engine. The 
RESS is then recharged by the engine. For the start–stop 
hybrid, all traction power is provided by the engine. 
Nonetheless, improvement in the range of 3–8% in fuel 
economy is possible with this simple system. This increase 
in efficiency comes about because of the low efficiency of 
the ICE during idling. The start–stop hybrid has the added 
advantage of reducing pollution by avoiding idling of the 
engine. 

A block diagram for a conventional vehicle would 
look the same as that shown in Figure 12.7. The only 
modifications made for a start–stop hybrid is to increase the 
size of the starter/alternator and the RESS. These modifi­
cations allow for very rapid starting of the engine and 

Figure 12.7 Start–stop hybrid. 

1 Sometimes the start-stop hybrid is referred to as a micro-hybrid. The 
micro-hybrid is differentiated by allowing recovering of energy from 
braking, where a start-stop hybrid does not include energy recovery. 
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Figure 12.8 Series hybrid system. 

provide sufficient energy to run the accessories while the 
vehicle is stopped briefly. 

Next, we consider series- and parallel-hybrid archi­
tectures, which are both full-hybrid architectures. Two 
features distinguish these architectures from that of the 
start–stop hybrid. First, energy from braking can be recov­
ered. Second, energy from the RESS can be used to 
provide traction to the wheels. Energy storage is a major 
component of these hybrid systems, and the large amount 
of energy needed makes a battery the only practical electro­
chemical energy storage system. For most hybrid designs, 
all of the power ultimately comes from the conversion of 
the fuel, although some of the energy from the fuel is 
temporarily stored in the RESS for later use in order to 
optimize total system performance. 

The series-hybrid design is shown in Figure 12.8. 
Solid, black lines depict the flow of electrical energy; the 
gray lines show transfer of mechanical energy. In contrast 
to the stop–start and microhybrids, the RESS is used for 
vehicle propulsion. In the series design, the electric motor 
is the only means of providing torque to the wheels. The 
engine, typically an ICE, powers an electrical generator, 
which converts all of the power generated from the engine 
into electrical power. This electrical power is either used to 
charge the battery or supplied to the motor for propulsion. 
Since all power to the wheels must go through the motor, 
the motor is sized to meet the maximum power demand. 
Because the combustion engine is not directly connected to 
the drive train, it can be run at optimal conditions, which 
increases efficiency and decreases emissions. The advan­
tages of this architecture are most significant for driving 
that involves frequent starts and stops. The result is a 
significant reduction in fuel consumption relative to that of 

a conventional vehicle. The advantages of the series-
hybrid are less significant for long periods of continuous 
driving, on the highway for instance, because the power 
from the engine must be converted to electrical energy and 
then back to mechanical energy since there is no direct 
coupling of the ICE to the wheels. 

You were already introduced to a parallel design, 
shown in Figure 12.2. This design is an alternative archi­
tecture that addresses some of the challenges with the 
series configuration. Power to the wheels can be delivered 
either by the internal combustion engine through mechan­
ical coupling or from the battery through an electrical 
motor. The battery is charged from the engine and during 
braking. A motor-generator is required to convert between 
mechanical and electrical energy. 

Compared to the internal combustion engine, which 
uses a hydrocarbon fuel with a very high energy density, 
battery and fuel-cell systems have low specific energy.  
For a fixed vehicle mass, low energy density or low 
specific energy translates to reduced range. The key 
to the success of hybrid vehicles is that these electro­
chemical devices are able to store and use energy 
efficiently; that is, the round-trip efficiency can be 
more than 80%. 

Now that we have briefly examined hybrid architec­
tures, we will consider the RESS for several specific cases, 
beginning with the start–stop hybrid. 

12.6 START–STOP HYBRID

As we consider the energy storage requirements for the 
start–stop hybrid, it is important to know the power 
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Figure 12.9 Power cycle for a start–stop hybrid. 

required as a function of time. The intended driving 
schedule and many of the specifics for the vehicle are 
not needed for design of the energy storage system for this 
type of hybrid, since the RESS does not provide power to 
move the vehicle. The needed power and energy require­
ments can be approximated from a simple cycle with just 
three features that are repeated: engine off, engine restart, 
and recharge. The three states are shown in Figure 12.9, 
where positive values represent energy being supplied by 
the energy storage device and negative values correspond 
to recharge. We see that, in addition to relatively long 
periods (on the order of a minute) of charging and dis­
charging, a high pulse of power is needed for restarting the 
engine. Sizing an energy storage device for the power and 
energy needs dictated by the cycle shown in Figure 12.9 is 
straightforward as shown in Illustration 12.3. 

Here we contemplate two options for energy storage: 
electrochemical double-layer capacitors (EDLC) and bat­
teries. Each must meet both the energy and power needs of 
the cycle. Although the fundamentals of these devices have 
been covered in earlier chapters, we introduce a couple of 
additional considerations. For batteries, we include cycle 
life and capacity turnover (Section 12.3). Examining the 
energy required to complete a typical cycle as shown in 
Figure 12.9, we observe that the capacity of the battery 
needed is quite small. A typical starting–lighting–ignition 
(SLI) battery (Chapter 8) for a conventional vehicle has a 
rated capacity on the order of 60 A�h. Why is the capacity 
so much larger than that required to start the vehicle? Part 
of the answer has to do with providing the requisite power, 
but low-temperature performance and the useable life of 
the battery are also important. 

By contrast, EDLC performance degrades only mini­
mally over tens of thousands of cycles; therefore, cycle 
life is generally much less of an issue. We learned in 
Chapter 11 that the energy stored in a capacitor is ½ CV2, 

although the amount of useable energy in an EDLC is less 
as will be discussed shortly. Similar to the way that the 
SOC window for a battery limits its useable energy, there 
are real-world limits for the EDLC. The SOC window is 
limited for a battery to preserve its life—the reasons for 
limiting the EDLCs are different. The maximum voltage is 
limited by physical constraints—for example, the stability 
limit of the electrolyte. Also, the voltage of the capacitor is 
directly proportional to its charge. Thus, the output voltage 
decreases linearly from a maximum to zero during con­
stant-current discharge (Figure 11.9 compares the voltage 
of a battery and EDLC during discharge), and power 
electronics are needed to maintain a constant output poten­
tial. As a practical design matter, the output voltage may 
only be allowed to decrease to half of the maximum 
potential (Vmax). Since the amount of stored energy is 
proportional to the voltage squared, one-fourth of the 
energy stored in the capacitor cannot be used if the voltage 
is limited in this fashion, as illustrated in Figure 12.10. 
The usable energy is therefore equal to three-fourths of the 
maximum energy when the minimum voltage is equal to 
Vmax/2. 

3 1
Useable energy � CV2 � 3 

CV2 : (12.5)max max4 2 8 

When regenerative braking is used, it is desirable to 
keep some capacity available at all times to allow 
energy recovery. Thus, the charge may be stopped 
before the maximum voltage, Vmax, of the EDLC is 
reached. The difference between the nominal voltage 
and maximum voltage (refer back to Figure 12.5) will 
determine the amount of energy that may be unused on 
the high end. 

On the other hand, compared to a typical secondary 
battery, EDLCs self-discharge much more quickly. Thus, 

Figure 12.10 Energy for EDLC is equal to the area under the 
curve. Limiting voltage to half of Vmax results in 25% of energy 
unavailable. 
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the EDLC must be made larger to make up for the self-
discharge, or combined with a battery to form a hybrid 
RESS. 

12.7 BATTERIES FOR FULL-HYBRID
ELECTRIC VEHICLES

In this section, we are interested in hybrids where energy 
can be recovered during braking and where energy from 

ILLUSTRATION 12.3

Size a RESS for a start–stop hybrid using the profile 
shown in the table. Assume 12,500 stops per year and 
a 5-year life. Consider both a lead–acid battery and an 
electrochemical double-layer capacitor. The battery 
has a capacity turnover of 800, a nominal voltage of 
12 V, and a specific energy  of 42  W�h�kg�1. EDLC  
modules (15 V, 230 F) are available with 3 mΩ
resistance (ESR). Each module has a mass of 1.7 kg. 

Power [W] Time [s] 

Engine off, Pacc 600 t1 = 45 
Restart, Ps 5000 t2 = 0.4 

Solution:
First, let’s size the lead–acid battery. Calculate the 
A�h associated with one cycle: 

600 J ? s�1 45 s � 5000 J ? s�1 0:4 s  Wh 
3600 J 12 V 

� 0:671 A ? h:

Now, calculate the charge capacity needed for the 
specified 5-year lifetime (see Equation 12.4). 

12; 500 cycles 
year 

5 years 0:671 A ? h � passed 
cycle 

1 A  ? h cap 
800 A ? h � passed 

� 52:4 A  ? h:

The last term on the left-hand side of the equation 
follows directly from the definition of capacity 
turnover. The calculated capacity corresponds to 
52:4 A  ? h� � 12 V� � kg 

42 Wh � 15:0 kg. 
Next, we calculate the size of the EDLC. To do 

so, we assume that cycle life is not limiting. The 
EDLC is consequently sized to meet the energy and 
power needs of the cycle. Given the energy required 
per cycle and assuming 15 V for the capacitor (as 
specified above), Equation 12.5 provides the capaci­
tance, which is a measure of size for the capacitor. 
Note that there is no need for additional capacity at 
the “top end” since the start–stop hybrid does not 
include regenerative braking. We have not included 
allowance for self-discharge in our design. 

600 J ? s�1 45 s � 5000 J ? s�1 0:4 s  8 
3 

1 

15 V� �2 � 344 F:

Given the above module size (230 F), a minimum of 
two modules connected in parallel are needed. The 
power that the capacitor can deliver must also be 
considered. The maximum power from a capacitor is 
given by (see Chapter 11) 

P � V2 

4ESR
:

For the start–stop hybrid, it is critical that we have 
sufficient power to start the engine after running the 
accessories during the time that the vehicle is 
stopped. Therefore, the potential, V, that is used in 
this equation is the voltage of the capacitor after 
45 seconds of supplying accessory power. In addi­
tion, to ensure that the power is available throughout 
the start portion of the cycle, we include the energy 
consumed during engine start in our calculation of 
the voltage drop. Assuming that the capacitor starts 
with a voltage of 15 V=Vmax, the potential at the end 
of the start cycle, determined by calculating the 
voltage drop associated with the energy consumed, is 

V � V2 
max � 2 Pacct1 � Pst2� �

mC
;

where m is the number of modules and C is the 
module capacitance. Therefore, the power available 
at the end of the start cycle is 

Pstart �
V2 
max � 2 Pacct1 � Pst2� �

mC
4ESR

For m= 2, there is about 8 kW of power still available. 
Thus, there is more than sufficient power to start the 
engine. We conclude that two modules are needed; the 
mass is 3.4 kg. Clearly, this mass is much lower than 
the battery mass estimated above. Remember, how­
ever, that capacitors do not hold a charge for long 
periods, and a battery would be needed to start the 
engine in the event that the capacitors had discharged 
due to lack of use of the vehicle. 
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the RESS can be used to propel the vehicle (so-called 
full hybrids). Full-hybrid vehicles span a range of archi­
tectures, including both the parallel and series architec­
tures discussed previously. They have many advantages 
over a start–stop hybrid, but the systems themselves are 
also more complex and costly. The starting point for our 
analysis is still the driving schedule (vehicle speed 
versus time) combined with a vehicle model to convert 
these data to power versus time. With a battery electric 
vehicle, the battery provides all of the power as dis­
cussed above; in contrast, the battery provides no trac­
tion power for the start–stop hybrid. Now with the full 
hybrid, the designer has the flexibility to decide how 
much of the required power at each point during the 
driving schedule comes from the engine and how much 
from the battery. 

The motivation for the full hybrid can be brought into 
focus with an engine map. The efficiency of the ICE is 
inversely proportional to the specific fuel consumption 
(SFC), g (kWh)�1, which is shown as a function of engine 
speed with the solid contour lines in Figure 12.11. Shown 
with the dashed lines are curves of constant power. As the 
torque increases at a fixed speed, the efficiency rises and 
then falls. The engine power is set by the requirements of 
the prescribed driving schedule. In addition, the speed of 
the ICE engine is fixed because the engine is connected to 
the wheels through a mechanical link. Since the engine 
must be sized to meet the maximum power requirements 
and because the speed of the engine is connected to the 
driving conditions, ICEs tend to operate at a relatively low 
efficiency under most conditions (refer to Figure 12.1). 
Even if it were possible to follow the optimum efficiency 
curve, we see that from 40 to 5 kW, the minimum SFC 
increases from about 225 to 300 g�kWh�1. Given that a 

Figure 12.11 Engine map for a 1.9 L spark ignition engine. 

typical driving schedule has an average power much lower 
than the peak power, most of the time the engine will be 
operating at a fraction of the maximum power where the 
efficiency is low. 

How do full hybrids further improve efficiency 
beyond that possible with energy recovery during braking? 
As alluded to in the previous paragraph, the answer to this 
question is directly related to how the engine is operated. 
For all hybrids except for plug-in hybrids, which will be 
discussed shortly, all of the energy used to operate the 
vehicle comes from the fuel. The hybrid architecture 
allows the engine speed to be decoupled from the vehicle 
speed and permits the ICE to be operated more efficiently. 
If the engine is operated at higher efficiency and turned off 
at other times, the overall efficiency of the vehicle can be 
improved significantly. This is possible because, in con­
trast to the ICE, batteries, capacitors, and electric motors 
typically operate at much higher efficiencies. 

Let’s examine how this works for simple parallel and 
series hybrids. For a parallel hybrid, there is a mechanical 
link between the engine and the wheels; therefore, the 
engine cannot be completely decoupled from the driving 
conditions. As a result, ICE operation cannot be com­
pletely restricted to a narrow or constant RPM range, and 
efficiency is reduced when the engine operates, for 
example, at low rotation rates. The engine is typically 
off when the vehicle is stopped, which increases effi­
ciency by a small amount as we saw for the start–stop 
hybrid. Efficiency is also increased by reducing the 
power required from the engine. This is done by “power 
assist” where the RESS is used in parallel with the ICE to 
provide additional power when needed. An example of 
the operation of such a hybrid is shown in Figure 12.12. 
A maximum power of approximately 10 kW is available 
from the engine. When the total power required exceeds 
10 kW, additional power is supplied by the RESS. When 
the total power required is less than the capacity of the 

Figure 12.12 Example of power usage for parallel hybrid. Power of 
RESS (battery) is positive for discharging and negative for charging. 
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engine, the engine can be used to recharge the battery. 
This is shown in Figure 12.12 in the areas where the 
engine power is greater than the total power. The parallel 
hybrid effectively reduces the power required of the 
engine and allows it to run more efficiently. Thus, a 
smaller, more efficient engine is sufficient to meet the 
power needs of the same driving cycle. Because there is a 
mechanical link with the wheels, the combustion engine 
in a parallel hybrid cannot be used to charge the RESS 
when the vehicle is stopped. 

The decoupling of the ICE from the drive cycle is even 
more significant with a series hybrid where there is no 
mechanical link to the wheels and the only role of the 
engine is to recharge the RESS. In that case, the engine 
speed is completely decoupled from the drive cycle and the 
engine can be run as efficiently as possible to power the 
generator. Series hybrids are the most efficient hybrid for 
stop-and-go city driving. However, for long distance high­
way driving, they are less efficient than a parallel hybrid 
since, beginning with the fuel, energy must be converted 
multiple times before providing power to the wheels 
because there is no direct mechanical link between the 
ICE and the wheels. 

There are two basic modes of operating the battery in a 
hybrid-electric vehicle: charge-sustaining and charge-
depleting. In the charge-sustaining mode, the battery is 
available for power assist, providing accessory power 
when the engine is off, capturing energy during braking, 
and providing very limited electric-only operation. In 
charge-sustaining mode, the SOC may fluctuate, but as 
the vehicle is driven over time, the SOC remains in a small 
window. In contrast, in charge-depleting mode, the battery 
is also used for electric-only propulsion over extended 
periods. In charge-depleting mode, the SOC may fluctuate, 
but over time there is a net decrease in the SOC of the 
RESS. The depletion can be due to all electric or blended 
operation. 

Charge-Sustaining
The data in Figure 12.12, which were examined earlier, 
represent a parallel hybrid operating in a charge-sustain­
ing mode. In this case, the engine was limited to 10 kW 
and any power demand in excess of 10 kW was supple­
mented by the battery. The RESS system must be large 
enough to make up the difference between required and 
engine power. Sizing of the RESS must also consider the 
power coming back into the battery during periods of 
braking. Either the RESS is sized to accommodate all of 
this power, or some of the energy from braking is 
dissipated as heat. 

Of course, the SOC of the battery for this charge-
sustaining system is not strictly constant; it varies, but over 
a small range. For the data from Figure 12.12, the changes 

Figure 12.13 Charge-sustaining details. Battery SOC is main­
tained in a small window. 

in energy for the battery in kWh are shown in Figure 12.13. 
During periods of electric-only launch, power assist, or 
when the vehicle is stopped, the SOC of the battery 
decreases. However, this energy is quickly replaced so 
that the SOC stays in a narrow window. Both the size of the 
SOC window and number of cycles required of the battery 
must be known in order to size the battery. 

Clearly, the size of the battery must increase as the 
engine is made smaller since they both combine to meet the 
peak power needs of the vehicle. In addition, the energy-
window of the battery will grow as the size of the engine 
shrinks. One way to quantify the relative size of the battery 
is with the degree of hybridization: 

degree of hybridization � DOH

battery power (12.6)�
engine power � battery power 

For a charge-sustaining hybrid, the DOH should not be too 
high or too low. If the battery is too small, which corre­
sponds to DOH of about 25% or less, then the advantages 
of energy recovery during braking cannot be fully real-
ized—There simply is not enough capacity or power 
capability in the battery to absorb the energy. A high 
DOH can also create problems. A vehicle must also be 
able to sustain speed on a 6.5% grade, for example, over an 
extended distance. A 1% grade means that the elevation 
increases 1 m for every 100 m of lateral distance, that is, 
rise/run. Under these conditions, if the engine power is too 
small, then the battery charge cannot be sustained. The 
upper limit for DOH is about 60%. 

There are several reasons for limiting the SOC win­
dow. First, in a hybrid vehicle, it would be undesirable to 
have the battery either fully charged or fully discharged. 
For instance, if the battery is fully charged, then it would 
not be possible to recover energy during braking. Also, a 
reduction in the SOC reduces the potential of the battery 
and makes it less likely that the maximum charging 
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potential of the system would be reached during the rapid 
energy generation associated with regenerative braking; 
reaching the maximum potential precludes additional 
energy recovery and limits the efficiency of the system, 
even if the battery is not completely charged. Similarly, if 
the battery were allowed to discharge to a near-zero SOC, 
the energy available from the battery during periods of 
acceleration may be limited by the lower cutoff potential. 
This would result in reduced performance of the vehicle 
since inadequate power would be available. Finally, refer­
ring back to Figure 12.6, we note that the capacity turnover 
decreases as the SOC window is expanded. Limiting the 
SOC window increases the lifetime of the battery. 

ILLUSTRATION 12.4

Evaluate the suitability of existing Ni-MH cells for 
constructing a battery for a power-assist hybrid 
operating in the charge-sustaining mode. The battery 
must provide 25 kW of peak power and 260 Wh of 
energy, and a potential of about 200 V. Individual 
cells have a nominal potential of 1.2 V, an open-
circuit potential of 1.3 V, and a cutoff potential of 
1.0 V. Six cells are assembled together and con­
nected in series in modules. The capacity of the 
individual cell is 6.6 A�h; the resistance of a single 
module is 20 mΩ. The SOC window is limited to 
20% to achieve the desired life. 

1. How many cells are needed in series? 

200 V 
1:2 V=cell 

� 167 cells:

Convert to modules, 167 cells 
6 cells=module � 27:8 modules;

round to 28. 

2. What capacity is required for each cell in A�h? 

260 Wh 
28 � 6 � 1:2 V=cell 

� 1:29 A ? h:

This value assumes that the cells can be fully 
discharged. If the SOC window is limited to 20%, 
the A�h capacity of each cell is 

1:29 A ? h 
0:2 

� 6:45 A ? h:

This value is close to the rated capacity of the cells 
and is acceptable. 

3. Since the cutoff voltage is greater than half of the 
OCV, Equation 12.3 applies, which is rearranged 
to 

RΩ � NmVcutof f
Nm Voc � Vcutof f

P

mod� �
� 62 1:0� � 1:3 � 1:0� �

25; 000 
28 

� 12:1 mΩ;

where Nm is the number of cells in a module. The 
calculated resistance value is smaller than the actual 
resistance (20 mΩ) of the module. Therefore, the 
module resistance is too high and the cells will not 
deliver the required power and are unacceptable for 
this design. Finally, there will be some additional 
resistance that comes from connecting the modules 
together as discussed in Chapter 8. Although these 
cells can meet the energy and voltage requirements, 
their resistance makes them unsuitable for this 
application. 

Charge-Depleting
A second common mode of operation for a full hybrid is 
one where propulsion is supplied by the battery alone for 
extended periods. In this mode, the SOC of the battery 
decreases with time. When the SOC reaches a lower limit, 
then the mode is switched from charge-depleting to charge-
sustaining as shown in Figure 12.14. This feature differ­
entiates the charge-depleting hybrid from the all-electrical 
vehicle. 

An important design objective is the all-electrical 
range, which directly impacts the sizing of the battery. 
The greater the all-electrical range, the larger the size of the 
battery. Therefore, the two main differences in sizing 
are (i) the battery must be large enough to supply all of 
the power requirements, and (ii) the window for SOC is 

Figure 12.14 Window over which state of charge is varied for a 
full-hybrid operating in charge depleting mode. 
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Table 12.2 Comparison of Batteries for Hybrid and All-
Electric Vehicles 

Mild 
hybrid 

Strong 
hybrid 

All electric 
vehicle 

Average power 

Energy 

Run-time 

5 kW 

0.5 kWh 

0.1 hours 

20 kW 

8 kWh 

0.4 hours 

20 kW 

25 kWh 

1.2 hours 

much larger than for charge-sustaining designs. Table 12.2 
shows examples of battery capacity and power for different 
types of hybrid and electric vehicles. 

In addition to the improved fuel economy, full hybrids 
that are designed to operate in charge-depleting mode 
provide flexibility in the source of energy and hence 
greater energy security. Specifically, vehicles can be 
designed so that the depleted battery can be charged 
from an electrical outlet, allowing the vehicle to be driven 
over a limited range without ever using the engine. This 
concept is the basis of the so-called plug-in hybrid vehicle 
(PHEV). Operation in charge-depleting mode closely 
approximates an all-electric vehicle; consequently, vehi­
cles designed to operate in this mode tend to favor a series 
architecture where the internal combustion engine acts 
only to recharge the battery system. In practice, combined 
hybrids that incorporate the advantages of both the series 
and parallel architectures are also available and represent 
an important part of the hybrid market. The advantages of 
these combined vehicles come at the price of significantly 
increased complexity of both hardware (requires both 
mechanical and electrical connection of ICE with drive 
axle) and software (sophisticated control algorithms are 
required). 

Summary of Hybrid Designs
Figure 12.15 summarizes the functionality and nomencla­
ture for hybrid electric vehicles. Full hybrids are further 

characterized by the degree of hybridization. All full 
hybrids use the electric motor and battery as an assist to 
the internal combustion engine, and have regenerative 
braking. The movement from mild to strong indicates a 
higher degree of hybridization, which corresponds to 
increasing amounts of electrical power to the drive train 
and increased levels of energy recovery through regenera­
tive braking. We also see that as the capacity of the battery 
increases, so does the voltage of the battery pack. A start–
stop hybrid has a battery voltage of 12–42 V; by compari­
son, full hybrids and all-electric vehicles use batteries of 
300–400 V. 

12.8 FUEL-CELL HYBRID SYSTEMS
FOR VEHICLES

An alternative to the ICE is a fuel-cell power source, 
typically operating with hydrogen as the fuel. A key 
advantage is that emissions of carbon are eliminated as 
well as criteria pollutants. There are a few important 
distinctions to be made for fuel-cell hybrids. First, the 
fuel cell, like the battery, generates DC electrical power; 
therefore, the fuel-cell hybrid is an all-electrical vehicle. 
The architecture is invariably a series hybrid as shown in 
Figure 12.16, where all of the traction power passes 
through the electrical motor. Electrical power from the 
fuel cell can either be used to drive the electrical motor or to 
charge the battery. As with any series configuration, the 
electric motor must be sized large enough to deliver the 
maximum power to the wheels. 

The efficiency characteristics of a fuel-cell system are 
markedly different from those of an ICE. Recall from 
Chapters 9 and 10 that the efficiency of a fuel cell is 
roughly proportional to its operating potential, with higher 
efficiencies at high voltages and low levels of power. This 
trait is easy to comprehend in terms of cell polarizations. 
The current increases with increasing power, resulting in 
increases in the ohmic, kinetic, and mass-transfer polar­
izations. Each of these polarizations represents a loss in 

Figure 12.15 Summary of hybrid-electric vehicles. As the degree of hybridization increases, the voltage of the battery and its capacity increase. 
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Figure 12.16 Typical architecture 
for a fuel-cell hybrid system. 

efficiency loss; consequently, the efficiency of the fuel cell 
itself increases as the power decreases. 

The efficiency of a fuel-cell system, however, does not 
continue to increase indefinitely with decreasing power. 
Instead, as shown in Figure 12.17, there is a maximum in 
the system efficiency. We can understand this maximum 
by remembering that these data represent system efficiency 
given by 

IV � ancillary power � electrical losses 
η � : (12.7)sys availability of the fuel 

Figure 12.17 Fuel-cell system efficiency (solid line) as a function 
of fuel-cell power. The bars represent the frequency of time spent at 
each power level for an example driving schedule. 

Some ancillary power is always needed to operate the 
fuel-cell system, irrespective of power level. For 
instance, a blower may be needed to provide air to the 
fuel cell. This ancillary power, as well as any electrical 
losses, must be subtracted from the gross electrical output 
of the fuel-cell stack (IV) to get the net power. The losses 
attributed to these ancillary devices dominate at low 
power and the efficiency of the fuel-cell system goes 
through a maximum. 

Notably, this maximum in efficiency occurs at 
low power levels for a properly designed fuel-cell sys­
tem. Compare this behavior with the engine map 
shown in Figure 12.11, which shows decreased efficiency 
at low power. Also shown in Figure 12.17 is a Pareto 
chart for the required traction power corresponding to a 
typical driving schedule. For the vast majority of driving, 
the vehicle is operating at part power; furthermore, the 
most frequent power level is well below half of the 
maximum power. This outcome is characteristic of nearly 
all driving schedules. Thus, the fuel-cell hybrid is par­
ticularly well suited for personal vehicles, which have a 
lot of dynamic load changes, but rarely require peak 
power. 

A common way of operating the fuel-cell hybrid is 
shown in Figure 12.18, which shows the power profile for 
the vehicle and the fuel-cell system. The output of the 
fuel cell is maintained nearly constant, and the battery 
provides the small peaks in demand as well as being 
available for regenerative braking. Both the fuel cell and 
the battery can be used fully to meet large power 
demands. In contrast to the ICE, the FC has high effi­
ciency at part power. 
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Figure 12.18 Typical method of operating a fuel-cell hybrid. 
Fuel-cell power is constant. 

ILLUSTRATION 12.5

Compare the power requirements for of the engine, fuel 
cell, and battery for three systems: (i) ICE only, (ii) ICE 
battery hybrid, and (iii) fuel-cell battery hybrid. The 
hybrids are charge-sustaining. The average power to 
complete the driving schedule is 10 kW, and a maxi­
mum power of 90 kW is required. For the hybrids, size 
the ICE and the fuel cell to achieve maximum efficiency 
while supplying the average 10 kW. Use data in 
Figure 12.11 for the ICE, and the plot below for the 
fuel cell. 

1. In systems where the ICE is the only source of 
power, the engine must be sized to meet the 
maximum power required. Energy storage is 
not an issue since it comes in the form of a 
hydrocarbon fuel with very high energy density. 
In this case, the engine must provide 90 kW, 
which corresponds roughly to the maximum value 
in Figure 12.11. Its maximum efficiency is near 
35 kW, and at 5 kW, specific fuel consumption 
(300 g�Wh�1) compared to 225 g�Wh�1 at 35 kW, 
corresponding to a significantly lower efficiency. 

2. For the ICE/battery hybrid, the engine can be 
reduced in size to provide the average power at 
maximum efficiency. To do this, the engine is 
scaled from the one shown in Figure 12.11 so that 
the maximum efficiency is at 10 kW. Assuming 
linear scaling, the maximum power of this ICE is 

Pmax;ice � 90 
35 

� 10 � 26 kW;

which is not sufficient to meet the maximum 
power requirement. Since, the combined power 
of the battery and engine must still be 90 kW, 

Pbatt;ice � 90 � 26 � 64 kW:

3. A fuel-cell system is designed to achieve a maxi­
mum in system efficiency at roughly 10 kW as 
shown in Figure 12.17. The net power of the same 
system is shown below. The maximum power of 
this fuel-cell system is about 43 kW. Thus, the 
required battery power is 

Pbatt;f c � 90 � 43 � 47 kW:

While greatly simplified, this example illustrates 
trade-offs between the different types of vehicles. 

CLOSURE

In this chapter, we considered hybrid vehicles, with par­
ticular emphasis on vehicles that use batteries as a 
rechargeable energy storage system. Efficiency gains 
made possible through the use of hybrids were discussed 
for several different hybrid strategies and architectures. 
The connection between the driving schedule, vehicle 
characteristics, and power requirements was also examined 
in the context of a driving schedule and a vehicle model. 
Hybrid vehicles that utilize combustion engines offer 
significant efficiency advantages as a result of energy 
recovery through regenerative braking and increased 
engine efficiency through decoupling of the engine speed 
from that of the vehicle. The use of electrochemical 
capacitors and fuel cells in hybrid vehicles was also 
examined. Finally, the power and energy requirements 
of the energy storage system were determined for different 
levels of hybridization. Because of the increased efficiency 
of hybrid vehicles, they will likely play an important role in 
future transportation. 
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PROBLEMS

12.1 What are some of the reasons that hybrid and all-electric 
vehicles don’t rely solely on regenerative braking? 

12.2 Using the same vehicle information as found in Illustra­
tion 12.1, but rather than constant power, assume that
 
the rate of deceleration is constant. Find the braking
 
power as a function of time. If the maximum charge
 
rate of the battery is 5 C, and the motor/generator is
 
limited to 50 kW, what fraction of the kinetic energy
 
can be recovered?
 

12.3 A small SUV has a mass of 1750 kg and a battery with a
 
2 kWh capacity. If the energy stored in the battery is
 
converted with 100% efficiency to potential energy, deter­
mine the change in elevation associated with the 2 kWh of
 
energy.
 

12.4 In Section 12.4, a rule of thumb was provided: 1 kWh
 
propels a vehicle for about 6 km. Using data for aerody­
namic drag, rolling resistance, and accessory power, calcu­
late the vehicle speed where the vehicle uses exactly 1 kWh
 
of energy to travel 6 km. What other factors will affect this
 
value?
 

m � 1950 kg; Af � 2:8 m2; Cd � 0:39;

f r � 0:015; rolling resistance; air density ρa � 1:2 kg  ?m�3;

Pacc � 400 W 

12.5 Use the rule-of-thumb of 6 km�kWh�1, configure a battery
 
for an all-electric vehicle with a range of 150 km. The
 
design voltage of the battery is 300 V, which is made
 
from 2S-4P modules. Each of the cells has a nominal
 
voltage of 3.8 V and a cutoff potential of 3.2 V. How
 
many modules are required? What is the required capacity
 
of each cell? If the peak power is 75 kW, what is the
 
maximum resistance of each cell in mΩ?
 

12.6 A battery for a power-assist HEV is required to deliver
 
25 kW and 300 Wh. The characteristics of the cell are a
 
capacity of 12.2 A�h�m�2, a resistance of 2 mΩ�m2, and  an 
  
open-circuit potential given by U= 3.8-B (1-SOC).
 
Determine the separator area required by the battery if
 
B= 0.2 V and the allowable change in SOC is 0.3. What if
 
the permitted change in SOC is only 0.2? Explain the
 
results.
 

12.7 Describe the main differences between series- and 
parallel-hybrid drive trains. Typically, series-drive trains 
have larger batteries and smaller engines compared to 
parallel architectures, why? Which would be preferred in 
city stop-and-go driving? Highway driving? 

12.8 Design an EDLC system that would be appropriate to 
absorb the energy required to stop a 1325 kg vehicle moving 
at 50 km�h�1? Assume that multiple cells are place in series 
to achieve a maximum voltage of 450 V. The capacitance 
per unit superficial area is 800 F�m�2, and the voltage per 
cell is 3.0 V. 

12.9 Using a single EDLC module described in Illustration 12.3, 
estimate the standby time permissible if there is a self-
discharge current of 3 mA. At the beginning of the standby 
period, the potential was 13 V and the starting power 
required is 5 kW. 

12.10 A key difference between a start–stop hybrid and a micro-
hybrid is that energy is recovered. How much kinetic 
energy does a vehicle with a mass of 1520 kg traveling at 
45 km�h�1 have? Express your answer in Wh. The RESS 
is a number of EDLC modules of 230 F arranged in 
parallel, with a maximum voltage of 15 V. The braking 
event takes 10 seconds and at the start the potential of the 
EDLC is 8.8 V. If the regenerated power is constant, what 
is the maximum current? How many modules are needed 
to recover this energy? 

12.11 In Illustration 12.3, the lead–acid battery is replaced with a 
lithium-ion battery that has a voltage of 42 V, a turnover 
capacity of 400, and a specific energy of 130 W�h�kg�1. 
What is the size of the battery required in kg? 

12.12 Identify three advantages and three disadvantages 
of full-hybrid vehicles. How would improvements 
in energy storage technology mitigate these 
disadvantages? 

12.13 Cells have an average potential of 3.8 V, a loading of 
31 A�h�m�2, and  a resistance of 40  mΩ�m2. The maximum 
battery voltage is 300 V, and the cutoff potential for the 
cells is 3.1 V. Finally, the cell size is limited to 30 A�h. 
Configure a battery for a vehicle with an all-electric range 
of 100 km. What is the maximum power of the battery? 
Would there be an advantage to increasing the maximum 
battery voltage? 

12.14 A fuel-cell hybrid vehicle is required to complete a specified 
driving schedule. A simplified representation of the power 
needed for traction and parasitic power is shown in the 
table. Assume that the system is operating in charge-
sustaining mode, and that the cycle is repeated many times. 
The battery is limited to being discharged at 5 C, and the 
rate of charging is limited to 2 C. Suggest how to size the 
battery and fuel cell to accomplish this profile. Comment 
on the effectiveness of the control strategy outlined in 
Figure 12.18. There is not a “right” answer, but you 
need to justify your choices. 



Chapter 12 Energy Storage and Conversion for Hybrid and Electrical Vehicles 295

Time [s] Power [kW] 

30 3 
10 40 
58 25 
14 �10 
34 8 
16 60 
40 20 
18 �5 
38 15 
14 30 
26 10 

12.15 Using data from the engine map (Figure 12.11), sketch the 
efficiency of the engine as a function of power. Use a 
heating value of the fuel of 44 MJ�kg�1 Compare this 
efficiency versus power with that for a fuel-cell system 
(Figure 12.17). How might hybrid designs and operation 
differ? 

12.16 Calculate the additional power needed to sustain 
90 km�h�1 up a 6% grade compared to level ground. 
Neglect the change in rolling resistance. The vehicle 
mass is 1700 kg. 

12.17 A vehicle requires 12 kW of average power, and 70 kW 
maximum power to complete a typical driving schedule. If 
22 kW additional power is required to sustain 90 km�h�1 

up a 6% grade, what is the maximum degree of 
hybridization? 

12.18 Using the start–stop information from Illustration 12.3, 
for two EDLC modules how many attempts to start the 
vehicle can be made after a period of stopping for 
45 seconds? 

12.19 Using data from the table, determine power to keep vehicle 
moving at different speeds. Express these answers in terms 
of km�kWh�1 of battery power assuming 80% efficiency. 
The frontal area is 0.6 m2, Cd= 0.50, and fr= 0.016. 
Assume parasitic power is 1 kW. 

Speed, km�h�1 60 60 90
 
Mass, kg 1300 1400 1400
 

12.20 How much power is needed to accelerate a 1500 kg vehicle 
from 0 to 90 km�h�1 in 10 seconds? What about power to 
stop the vehicle in 4 seconds. 

12.21 A battery for a hybrid electric vehicle has 80 cells connected 
in series. Treat the battery as ohmically limited with 
U= 3.8 V, and Vmax = 4.2 V. What is the maximum value 
of resistance that would still allow recovery of 80 kW 
during braking? What is the corresponding value of joule 
heating during this braking? 

12.22 A large hybrid-electric transit bus is being designed. It is 
desired to recover the kinetic energy during stopping. The 
fully loaded mass is 20,000 kg, and the bus is estimated to 

make 200 stops per day from 50 km�h�1, each in 10 seconds. 
Using information provided below, first size a battery and 
then an EDLC for 1 year of operation, and complete the 
table below. The maximum allowable voltage is 600 V. 

Battery EDLC 

Individual cell 3.5V (constant 3.0V (maximum)
voltage with SOC) 1.5V (minimum)

Specific energy 125Wh�kg�1 5Wh�kg�1 

Energy density 275Wh�dm�3 7Wh�dm�3
Number of cells 
C-rate during NA 

braking 
Maximum current 
Capacity of RESS, 

kWh 
Volume of RESS 
Mass of RESS 

For the battery, the capacity turnover � 500 � 2000 
�1 � ΔSOC�4. For the EDLC, assume that the size must be 
increased by 20% to meet life requirement. 

APPENDIX: PRIMER ON VEHICLE
DYNAMICS
The fundamental equation is Newton’s second law of 
motion: 

dv
F � Mva � Mv : (A.1)

dt

F is the net force acting on the vehicle of mass Mv. The  
forces acting on the vehicle include the tractive force, road 
resistance (including the effect of the grade), and aerody­
namic drag. The tractive force Ft is related to the torque 
produced by the internal combustion engine or the electric 
motor: 

TpigηtFt � : (A.2) 
rd

Tp is the torque, ig is the gear ratio, ηt is the mechanical 
efficiency of the drivetrain, and rd is the effective radius of 
the wheels. At steady speed, this tractive force is balanced 
against the frictional force associated with rolling the 
wheels, gravity, and aerodynamic drag. Both the forces 
of rolling resistance, Ff, and gravity, Fg, depend on the 
weight of the vehicle and are conveniently combined. For a 
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vehicle of mass, Mv, climbing a grade with an angle α, the 
road resistance is 

Frd � Ff � Fg � Mvg f� r cos α � sin α�: (A.3) 

fr is the coefficient of rolling resistance and g is the 
acceleration of gravity. The aerodynamic drag is 

1 2Fw � ρaCDAf v : (A.4) 
2 

ρa is the density of air, CD is the drag coefficient, and Af is 
the projected area of the vehicle. 

The sum of these forces are used with Equation A.1: 

dv
Mv � � Fw: (A.5) F � Ft � Ff � Fgdt

Equation A.5 forms the basis of a dynamic model that can 
be used to simulate a driving schedule. When the velocity 
is constant, the net force is zero, and the required torque 
can be calculated: 

Tpigηt 1 2� Mvg f� r cos α � sin α� � ρaCDAf v : (A.6) 
rd 2 

From Equation A.5 we can calculate the time, energy, and 
instantaneous power for a prescribed vehicle velocity 
versus time. Below we consider a highly simplified 
case. The time required to accelerate uniformly from speed 
1 to 2. Since the force is constant, Equation A.5 is 
integrated. 

v2 

dv
t � Mv ∫ :

Tpigηt 1�Mvg f� cos α � sin α� � ρ CDAf v
2 

v1 r ard 2 
(A.7) 

The distance travel during this period of constant accelera­
tion is 

v2 

vdv
S � Mv ∫ :

Tpigηt 1�Mvg f� cos α � sin α� � ρ CDAf v
2 

v1 r ard 2 
(A.8) 

Thus, if the distance S, the two speeds (v1 and v2), and the 
grade (α) are specified, the required torque of the ICE or 

electric motor can be determined. Since the torque is a 
function of engine or motor speed, which is related to 
vehicle speed and gear ratio, the integration of 
Equation A.8 must be done numerically. 

ILLUSTRATION A.1

A 1350 kg passenger vehicle is moving at 90 km�h�1 

on a level grade. 

a. Determine the power needed to overcome 
aerodynamic drag and rolling resistance. The 
following data are provided: Af= 0.58 m2 , 
ρa= 1.188 kg�m�3 , CD= 0.25, and fr= 0.015. 
The speed of 90 km�h�1 is 25 m s�1 . 

Using Equation A.4, 

Fw � 1 
2 

0:25 0:58 m2 1:188 kg 
m3 

25� �2m2 

s2 
� 53:8 N:

The power to overcome aerodynamic drag is 
Fwv = 1.35 kW. The force due the road is given 
by Equation A.3. 

Frd � 1350 kg 9:81 m 
s2 

0:015 cos�0� � 198:6 N:

The associated power is Frdv = 4.96 kW. 

b. How much less power is needed to maintain this 
speed going down a grade of 6%? 

tan α � �6 
100 

; solving for the angle a

� �3:434 degrees:

Again, using Equation A.3 

Frd � 1350 kg 9:81 m 
s2 

0:015∗cos �3:434� � � sin �3:434� �� �

� �592:5 N:

The difference is ΔP � v � ΔF � 25 m 
s j �595�198:6� �N j � �19:8 kW:
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In this case, the force from the acceleration 
of gravity is greater than the forces of rolling 
resistance and aerodynamic drag. You would 
need to brake (and recover energy with a 
hybrid) to maintain a speed of 90 km�h�1. Mul­
tiplying the right side of Equation A.6 by the 
speed will give the power available to be stored. 

Pstorage � v Mvg f rcosα � sinα� � � 1 
2 
ρaCDAf v

2 

� 13:5 kW:
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Chapter 13

Electrodeposition

Electrodeposition is the reduction and deposition of an
electronically conductive species at the cathode of an
electrochemical cell. It is most frequently used for deposit­
ing metals on surfaces (electroplating) or for fabrication of
devices from metals, although it is possible to electro­
deposit nonmetals such as semiconductors or conducting
polymers. Surface finishing of a variety of materials is
performed by electrodeposition for corrosion protection
and for aesthetic purposes, among others. Another impor­
tant application is fabrication of the nanoscale metallic
interconnects that enable state-of-the-art computing.

In this chapter, we examine the fundamental princi­
ples that govern electrodeposition and the application of
those fundamentals to several systems of interest. In
doing so, we will apply many of the concepts that you
learned in the first few chapters of this book. In addition
to the fundamentals that are the focus of this chapter,
there are several practical aspects that are critical for the
successful application of electrodeposition in industrial
settings. We refer you to sources beyond this text for that
important information.

13.1 OVERVIEW

Electrodeposition is a shortened form of “electrolytic
deposition,” which is the use of an electrolytic cell to
deposit metal(s) or other material(s) on the target electrode.
Therefore, like other electrolytic processes, electrodeposi­
tion consumes power to produce the desired product. For
the moment, we focus our discussion on the electroplating
of metals from aqueous solutions. Figure 13.1 illustrates
the basic components of an electroplating cell. The metal
of interest is deposited on the cathode. Consequently, the
cathode must be conductive in order to transfer the elec­
trons needed to reduce the metal over the entire surface of
the cathode. Variation of the potential across the metal
surface will affect the local deposition rate as we will see

Electrochemical Engineering, First Edition. Thomas F. Fuller and John N. Harb.

later in this chapter. To plate on nonconductive materials,
such as plastic, a conductive seed layer must be deposited
prior to electrodeposition of the metal.

The electrolyte contains the soluble form of the metal
to be deposited. This may simply be the metal ion in
solution, or may be a complex that contains that metal. A
salt is frequently added to enhance conductivity. Buffers
can also be added to stabilize the pH of the plating solution.
What’s more, the electrolyte typically contains a variety of
additives, often proprietary, that influence factors such as
the morphology and local deposition rate of the metal on
the cathode surface.

The anode may be either consumable (soluble) or inert
(insoluble), depending on the system. Ideally, a soluble
anode that is made up of the same metal that is being
deposited at the cathode can be used. If this is possible, the
metal of interest would enter the solution due to oxidation
at the anode and then deposit at the cathode. Under these
ideal conditions, the average composition of the electrolyte
bath would remain constant with time. The cell voltage
would also be minimized since the equilibrium potential of
the cell would be zero for two electrodes of the same type
in the same solution. Unfortunately, these ideal conditions
are rarely present in real systems. For example, the current
efficiency at one or both of the electrodes is frequently less
than 100%, disrupting the balance between the amount of
metal added to and plated from the bath. The anode may
contain impurities that remain in the bath or plate onto the
cathode. Dissolution of the anode may not readily occur in
the plating solution due to passivation.

An insoluble or nonconsumable inert anode may also
be used. In such cases, a reaction other than dissolution of
the metal to be deposited occurs, the most common of
which is oxygen evolution. The metal ions in the electro­
lyte bath need to be regularly replenished under these
conditions. The pH at the depositing electrode will also
change with time unless the electrolyte is adequately
buffered or unless a membrane is used to isolate the

 2018 Thomas F. Fuller and John N. Harb. Published 2018 by John Wiley & Sons, Inc.
Companion Website: www.wiley.com/go/fuller/electrochemicalengineering
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Figure 13.1 Illustration of an electroplating cell with a consum­
able anode.

anode compartment. Contamination of the bath can also
be of concern when using this type of anode, as it is with
soluble anodes.

13.2 FARADAY’S LAW AND
DEPOSIT THICKNESS

An important aspect of electrodeposition is that the total
amount deposited is directly related to the amount of
charge passed in carrying out the desired reaction, and
hence to the thickness of the plated layer. The mass of the
deposit is

MiQmi � ; (13.1)
nF

where Q is the charge passed due to the plating reaction.
Assuming that the current density is uniform, the charge,
Q, is

t

Q � ηf iAdt; (13.2)
0

where i is the total current density (all reactions, not just the
desired reaction) and ηf is the faradaic efficiency for the
deposition reaction at the cathode. If the current density,
area, and faradaic efficiency do not change with time,

Q � ηf iAt � ηf It; (13.3)

where I is the current, and t is the time since the plating
began. Under these conditions, the thickness of the depos­
ited layer, L, can be calculated from the mass

mi Miηf ItL � � : (13.4)
ρiA ρiAnF

The average deposition rate is L/t.

ILLUSTRATION 13.1

A continuous sheet of copper is made by electro­
deposition on a rotating drum of lead. For the condi­
tions given below, what should be the rotation speed
of the drum in revolutions per hour?

Cathode current density= 1000 [A�m�2]
Faradaic efficiency= 95%
Desired thickness= 10 μm
Copper density= 8900 kg�m�3

Angle of cathode immersion= 165°

In order to find the revolution speed, we need to know
the length of time required to produce the deposit of
the desired thickness. From Equation 13.4,

L � Miηf It

ρiAnF
� Miηf it

ρinF
:

Solving this equation for t yields

t � LρinF

Miηf i
� 10 � 10�6 8900� � 2� � 96485� �

0:063546� � 0:95� � 1000� �
� 2845 seconds

t � 3600� � 165
360

1
rotation rate

rotation rate � 3600� � 165
360

1
2845

� 0:580 rev h�1:

13.3 ELECTRODEPOSITION
FUNDAMENTALS

To this point, we have treated electrodeposition in a
macroscopic way. However, deposit morphology and
properties vary dramatically with the conditions under
which the deposition takes place as illustrated in
Figure 13.2, where current density is varied. In order to
understand these different morphologies, we need to
explore the fundamental processes that take place during
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Figure 13.2 Examples of morphologies of copper deposits grown at (a) 60, (b) 1200, (c) 2400, and (d) 5000 A�m�2. (From A. Ibañez and E.
Fatás (2005) Surface & Coatings Technology, 191, 7–16. Reprinted with permission from Elsevier.)

deposition. The purpose of this section is to explore those
fundamentals at an introductory level. Electrodeposition is
a rich and interesting field about which much has been
written, and we regret that we are limited by space to
provide only a brief introduction. Please refer to the
Further Reading section at the end of this chapter and to
the literature for additional information.

The charge transfer that takes place during electro­
deposition follows the same processes that we have dis­
cussed previously in other chapters. Consider a hydrated
cation that approaches a surface. The cation must get
sufficiently close to the surface to permit electron transfer
from the surface in order to be reduced. However, electro­
deposition offers an additional complexity that we have not
yet considered—the formation of a new phase. After reduc­
tion, the metal atom must be incorporated into a metal lattice
on the surface. In this section, we consider the physical
processes by which this takes place and how these processes
are influenced by the deposition conditions.

As we begin our discussion, imagine a perfect metal
crystal, atomically flat with no defects. Since the lattice is
complete, there is no room for an additional metal atom to
be incorporated. Hence, a metal ion reduced on this surface
would form a surface adion that is in a higher energy state
than the metal atoms that are already incorporated into the
lattice. We refer to the newly adsorbed species as an adion
because evidence indicates that it retains a partial charge
and some of the hydration water molecules rather than
directly forming a charge-free surface atom. If there are
other adions in close proximity and sufficient energy has
been supplied, it is possible to form a stable nucleus from
which deposition can continue. Nucleation is an important
aspect of electrodeposition and is discussed below. How­
ever, before doing that, let’s consider the impact of having
a real surface rather than the perfect, defect-free surface
imagined above.

Real surfaces have a variety of defects, as illustrated
schematically in Figure 13.3. These defects greatly reduce



302 Electrochemical Engineering

Figure 13.3 Schematic diagram of the
structure of a crystal face with a simple
cubic lattice. Source: Adapted from
Budevski 1996.

the energy required for incorporation of a new atom.
Integration of a metal adion into the lattice occurs primarily
at kink sites (see Figure 13.3) where half of metal atom is
bound to the lattice. One of the important aspects of kink
sites is that another kink site is produced as a result of lattice
incorporation. Therefore, kink sites are not consumed until
the edge of the surface is reached. In fact, for dislocation
defects, such as the screw dislocation illustrated in
Figure 13.4, deposition can continue indefinitely in a spiral
form as shown in the figure. In contrast, vacancy sites are no
longer available for adion incorporation once filled.

Because of the availability of kink sites and other low-
energy sites on real surfaces, deposition at low overpoten­
tials takes place almost exclusively at those sites, and the
nucleation of new sites does not play a role. Electron
exchange takes place primarily on the flat portion of the

surface, which represents the largest fraction of the total
surface area and the location on the surface where less
distortion of hydrated cation is required in order to get
sufficiently close for electron transfer to occur. Adions
then diffuse to step sites and eventually to kink sites where
they are incorporated into the lattice as shown in Figure 13.3.
The driving force for transport is the concentration gradient
formed by the addition of adions away from the kink sites
and consumption of the adions at the kink sites. Transfer of
the adions to kink sites is the limiting resistance at low
overpotentials where the concentration of adions on the
surface is low. An increase in the overpotential leads to an
increase in the adion concentration and a reduction in the
transport resistance that must be overcome for incorporation
into the lattice. At sufficiently high overpotentials, the
process is no longer limited by adion diffusion.

Figure 13.4 Spiral growth around a screw
dislocation during deposition of a metal.



�

Figure 13.5 Crystallographic copper deposit showing macro-
spiral growth. Source: Reproduced with permission of German
Bunsen Society.

What does this mean from a practical perspective? At
low overpotentials growth occurs only at existing sites, and
the result is a crystallographic deposit such as that shown in
Figure 13.5. Growth can continue until all of the available
sites on the surface are consumed. Any subsequent growth
requires an overpotential that is large enough for nuclea­
tion to occur.

13.4 FORMATION OF STABLE
NUCLEI

The formation of new sites or nuclei from which deposition
may occur is called nucleation, and it is a critical aspect of
electrodeposition. The number and type of nuclei strongly
influence the morphology of the deposit. Both the growth
rate of the deposit and the rate of nucleation increase with
increasing overpotential. If the nucleation rate is low
relative to the growth rate, deposit growth will take place
from relatively few nuclei and deposits with larger grains
will be formed. In contrast, a high nucleation rate will lead
to finer crystal grains and highly granular deposits. The
manner in which the crystals grow also influences the
appearance and structure of the deposit as discussed later in
this chapter. The nuclei formed can be either 2D or 3D. The
dimensionality depends to a large degree on the strength of
the interaction between the substrate (the surface upon
which the deposition is taking place) and the depositing
metal, as well as the degree to which the crystal lattice of
the substrate matches that of the depositing metal.

What are the factors that influence nucleation on a
metal surface? The formation of a nucleus involves, of
course, the transfer of metal ions from the solution to the
surface. If just a single ion is transferred, it is in a higher
energy state than the atoms incorporated into the metal
lattice and does not remain on the surface long. In order for
the metal to remain on the surface, it must move to a kink
site, as discussed previously, or must combine with other
adions to form a stable nucleus (the subject of this section).
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The new nucleus (crystal) formed will be stable and
continue to grow only if it reaches a critical dimension.
To determine that critical size and the factors that influence
that size, we follow the work of Budevski et al. (1996) and
begin with the associated Gibbs energy change, which
consists of two principal parts:

ΔG N � �Nzq η � � �; (13.5)� � j js φ N

where ΔG N is the Gibbs energy of cluster formation for a� �
cluster of N atoms. The first term on the right describes the
change in the electron energy due to the difference in
potential between the metal and the solution. It is always
negative under conditions where deposition can occur. The
second term, φ N , is the excess energy associated with the� �
formation of the cluster. It is always positive and represents
the energy that is consumed as a new phase is formed with
interface boundaries between (i) the cluster and the solu­
tion and (ii) the cluster and the substrate.

Three-Dimensional Nucleation
Let’s now consider the influence of the two terms in
Equation 13.5 for 3D nucleation. In order to do this, we
need an expression for φ N . We begin with the following� �
approximation:

φ� �N � Asγ: (13.6)

As is the surface area of the 3D crystal and γ is the average
specific surface energy [J�m 2]. The surface area depends
on the size of the cluster and hence on N, the number of
atoms in the 3D cluster; in contrast, γ is independent of N.
Our next task is to express As as a function of N. The
volume of a cluster is directly related to the number of
atoms in that cluster V � VmN, where Vm is the volume of
one atom in the lattice. The surface area is also related to
the volume. For a known 3D geometry, the relationship
between As (proportional to L2) and V (proportional to L3)
can be written as A3 � BV2. An example of B is shown ins
the following illustration for a spherically shaped cluster.

ILLUSTRATION 13.2

Please determine B for a spherically shaped cluster.

Solution:
From above, A3

s � BV2. Applying this to a sphere,

As � 4πr2;

V � 4
3
πr3;

B � 4πr2 3

4
3
πr3

2 � 64� � 9� �π
16

� 36π:
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Using the relationship between As and V, we can now
write the desired relationship for φ N :� �

2=3γ N2=3φ N � B1=3V2=3γ � B1=3Vm� � Aγ � : (13.7)

With this, Equation 13.5 for 3D nucleation becomes

2=3γ N2=3ΔG N� � � �Nzq η � B1=3Vm : (13.8)j js
We can now plot the Gibbs energy of cluster formation as
a function of the number of atoms in a cluster,
Figure 13.6. This plot shows some interesting and impor­
tant results. First of all, the surface energy term (Equation
13.7) is positive and dominates at low values of N, while
the negative term associated with the difference in over-
potential dominates at high values of N. This means that
ΔG N goes through a maximum at a particular value of� �
N, which we will call Ncrit. For cluster sizes below Ncrit,
an increase in the cluster size is accompanied by an
increase in ΔG N� �. The opposite is true for N values
above Ncrit, where an increase in the cluster size reduces
the free energy. Therefore, spontaneous growth is ener­
getically favorable for cluster sizes greater than Ncrit, but
not for cluster sizes smaller than the critical value. The
two curves in Figure 13.6 correspond to two different
values of the overpotential. As seen in the figure, at
higher values of ηs the cluster energy curve shifts down
and to the left, which corresponds to a lower value of
Ncrit. In other words, the critical cluster size for stable
growth decreases with increasing (negative) overpoten­
tial, and deposits can undergo stable growth from smaller
seed clusters. Succinctly stated, nucleation is favored at
higher overpotentials.

Figure 13.6 Gibbs energy of cluster formation as a function of the
number of atoms in the cluster. Parameters: Ag atom (0.1444 nm
radius), γ= 0.1 J�m�2, z= 1, atoms and clusters assumed spherical.

An expression for Ncrit can be derived by differentiat­
ing Equation 13.8, setting the derivative equal to zero, and
solving for Ncrit:

8BV2 γ3
mNcrit;3D � 3 : (13.9)

27 zq ηs �� j j
For the parameters used in Figure 13.6, application of this
equation yields Ncrit values of 83 and 10 atoms, respec­
tively, consistent with the maximum value for each of the
curves in the figure. The Gibbs energy of cluster formation
at the critical cluster size is

4BV2 γ3 Ncritzq ηm j jsΔGcrit;3D � � : (13.10)227 zq η � 2� j js
This quantity plays an important role in determining the
nucleation rate as we shall see below.

Two-Dimensional Nucleation
Let’s now consider the influence of the two terms in
Equation 13.5 for 2D nucleation. In contrast to 3D nucle­
ation where growth occurs in all directions, 2D growth
takes place only on the edges of the nucleus so that the
growth is outward and not upward. Therefore, the expres­
sion for φ N involves the perimeter rather than the surface� �
area as follows:

φ N � (13.11)� � Pε:

P is the perimeter of the 2D crystal and ε is the average
specific edge energy. As ε is independent ofN, our next task,
analogous to the procedure followed above, is to express P
as a function ofN, the number of atoms in the 2D cluster. The
area of the cluster is directly related to the number of atoms
in the cluster As � ΩN, where Ω is the area of one atom on
the surface. For a known 2D geometry, the relationship
betweenP (proportional toL) andAs (proportional toL2) can
be written as P2 � 4bAs, where b is the constant of propor­
tionality. From this it follows that

p
φ� �N � Pε � 2ε bΩN: (13.12)

With this, Equation 13.5 for 2D nucleation becomes

p
ΔG N � �Nzq η � 2ε bΩN: (13.13)� � j js

The corresponding 2D expressions for Ncrit and ΔGcrit are
as follows:

bΩε2

Ncrit;2D � (13.14)
zq η �2� j js

bΩε2

ΔGcrit;2D � � j j: (13.15)Ncritzq ηszq ηsj j



The behavior for two-dimensional nucleation is qualita­
tively similar to that shown above for 3D clusters. In two-
dimensional growth, metal deposition takes place in the form
of 2D monoatomic layers. This type of nucleation is important
for deposition onto foreign metal substrates that have a strong
metal–substrate interaction, and it can lead to underpotential
deposition (UPD), which is 2D deposition at potentials below
that needed for sustainable deposition onto a native metal
substrate. UPD is also important in the absence of growth sites
on single crystal faces of the native metal.

ILLUSTRATION 13.3

The calculations in Figure 13.6 assumed 3D spheri­
cal deposition of Ag. For the same conditions shown
in Figure 13.6, r= 0.1444 nm, γ = 0.1 J�m�2, z= 1,
what value of the overpotential would be required to
reduce the critical cluster size to five silver atoms?

Solution:
From Equation 13.9,

Ncrit;3D � 8BV2
mγ

3

27 zq ηsj j� �3 ;
Ncrit;3D � 5; B � 36π; q � 1:602 � 10�19 C

Vm � 4π
3
r3 � 4π

3
1:444 � 10�10 3 � 1:261 � 10�29 m3;

ηs � 0:064 V:

In this section, we explored the energy change associ­
ated with the formation of nuclei during electrodeposition.
We have seen that a critical cluster or nucleus size is required
for stability. That critical size is strongly dependent on the
applied overpotential, where higher values of the overpo­
tential reduce the cluster size required for stable growth.
Having examined the conditions required for stability, we
now explore to the rate at which nuclei are formed.

13.5 NUCLEATION RATES

Above we treated the thermodynamics associated with
stable cluster formation. We now turn our attention to
the rate at which nuclei are formed. In doing this, we
restrict ourselves to the classical expressions for the nucle­
ation rate attributed to Volmer and Weber, noting that
similar expressions can be derived from atomistic theory.
Please refer to the references at the end of this chapter for
additional information.
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Nucleation is a probabilistic process that can be
expressed as a function of the critical energy of formation
for the cluster as follows:

ΔGcritJ � A0 exp � ; (13.16)
kT

where k is Boltzmann’s constant, and the pre-exponen­
tial factor, A0, is approximately constant. The nucleation

�1 �rate, J, has units of cm�2�s (in practice, [cm�2�s 1]
2� �are used rather than [m� s 1]). It represents the rate per

area of nuclei formed on the surface of interest. Substi­
tuting the expression for ΔGcrit from Equation 13.10, the

The dependence of the nucleation rate on the overpotential

nucleation rate becomes

J � A3D exp � 4BV2 γ3
m

27 zq η �2kT� j js : (13.17)

The equivalent expression for 2D nucleation is

J � A2D exp � bΩε2

zq η kTj js : (13.18)

is evident from Equations 13.17 and 13.18, and it is
different for 3D and 2D nucleation. In both cases, the
nucleation rate is independent of time. This will be the case
in practice as long as the nuclei are sufficiently separated
that they do not influence the formation of additional
nuclei. Once a sufficient number of nuclei are formed,
growth at the existing nuclei will be favored over the
formation of new nuclei from adions on the surface.

The strong impact of the overpotential is readily
apparent from a plot of the nucleation rate as a function
of η . As shown in the Figure 13.7, the nucleation rates
increases rapidly over a relatively narrow range of over-
potentials (for this case, �0.080 to �0.105 V). In contrast,
the nucleation rate at low overpotentials is essentially zero,
and growth takes place only at existing sites as discussed

Figure 13.7 The rate of nucleation as a function of overpotential
showing the strong dependence on the overpotential.
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Figure 13.8 The number of nuclei versus time for electrodeposi­
tion of mercury on Pt at different overpotentials. Source: Adapted
from Toshev 1969.

previously. In practice, the value of the overpotential at
which the nucleation rate rises sharply is sometimes
referred to as jηcrit j. For our purposes, we define ηcrit to
be the value of the overpotential at which the nucleation
rate is equal to 1 (J= 1 cm�2�s�1 or 104 m�2�s�1). It can be
determined from Equation 13.17 or 13.18 if the parameters
are known, or from experimental data.

Given that J, the rate of nucleation, does not change
with time, the number of nuclei formed increases linearly
with time. If Znucl is the number of nuclei per area, then

dZnucl � J: (13.19)
dt

Therefore, J can be measured experimentally by count­
ing the number of nuclei formed in a given period of

Figure 13.9 Determination of ΔGcrit from a plot of ln J versus 1=η2:

time. One method of doing this is to apply an over-
potential above jηcrit j for a specific period of time and
then drop the potential below jηcrit j; where the nuclea­
tion rate is essentially zero. The nuclei can then be
grown to a size where they can be more easily seen and
counted. This process can be repeated for various times
at each of several values of the overpotential to yield
curves such as those shown in Figure 13.8. Note that
there is a short incubation period before the expected
linear growth of the number of nuclei with time is
observed.

With these data, assuming 3D nucleation, it is now
possible to determine ΔGcrit as a function of the over-
potential from a plot of ln J versus 1=η2 as shown ins
Figure 13.9 and demonstrated in Illustration 13.4. A
similar procedure can be done for systems that exhibit

ILLUSTRATION 13.4

The following data present the number of nuclei present as a function of time for mercury on a platinum substrate
(Ber. Bunsenges. Phys. Chem. 73, 184 (1969).) Please use these data to determine the nucleation rate at each value
of the overpotential. Then, fit the nucleation rate data to the expression for the 3D nucleation rate (Equation 13.17).
Finally, estimate the critical value of the overpotential.

84 mV 86 mV 88 mV 90 mV 92 mV

t [ms] Znuc [cm�2] t [ms] Znuc [cm�2] t [ms] Znuc [cm�2] t [ms] Znuc [cm�2] t [ms] Znuc [cm�2]

1.00 0.61 0.72 2.00 1.21 14.34 0.22 1.77 0.05 0.37
1.50 2.00 1.01 4.33 1.37 18.99 0.29 4.33 0.13 2.47
2.01 5.26 1.51 6.19 1.50 23.42 0.38 9.45 0.19 5.03
2.52 8.75 2.01 11.78 1.77 25.98 0.62 21.09 0.29 13.18
3.03 11.31 3.04 19.46 2.01 29.93 0.79 31.10 0.36 20.62
4.04 15.97 4.04 27.37 2.57 39.94 1.03 41.11 0.45 31.33
5.02 19.46 5.04 36.92 3.04 51.35 1.28 56.70 0.60 49.72
7.02 19.69 6.02 45.76 3.53 58.80 1.54 70.67 0.77 66.71
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Solution:
The rate of nucleation at each overpotential is obtained by fitting each dataset to a line. The nucleation rate, J, is the slope
of the line (cm�2�s�1). These are the data from Figure 13.8. The corresponding J values are shown in the table. Note that
time was converted from “ms” to “s” to get the proper units on J. Also note the large magnitude of the nucleation rate.

ηs [V] J [cm�2�s�1]

0.084 3,532
0.086 8,263
0.088 18,735
0.090 52,284
0.092 97,477

To fit the data to Equation 13.17, we plot ln J versus 1=η2. The slope of this line is �0.1439, and the intercept iss
28.512. This yields a value for A3D of 2.41× 1012. Therefore, the expression for J is

�0:1439
J � 2:41 � 1012 exp :

η2
s

Finally, ηcrit can be found by taking the natural logarithm of both sides, setting J equal to 1, and solving for ηs.

0:1439
ln J � ln �2:41 � 1012� � ;

η2
s

0:1439 � 0:071 V:ηcrit � 28:512
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2D nucleation. In addition, Ncrit can be estimated from the
following equation:

d ln J 1 d ΔGcrit zq zF� � � Ncrit � Ncrit : (13.20)
dj jη kT dj jη kT RT

Physically, this represents the tangent to the curve at the
point of interest since a plot of ln J versus ηj j is not linear.s
While this equation “stretches” the continuum approxima­
tion, since it does not account for the atomistic nature of the
clusters that becomes increasingly important with decreas­
ing size, it has been shown to give estimates of Ncrit in good
agreement with those from atomistic models.

In this section, we learned that the rate at which nuclei
are formed is also strongly dependent on the overpotential.
Above a certain critical overpotential, the nucleation rate
increases very rapidly. This will be important as we
examine deposition on a more macroscale. First, let’s
investigate the early stage growth of nuclei.

13.6 GROWTH OF NUCLEI

Early Growth of Nuclei
In this section, we examine initial growth of deposits from
distinct nuclei. The distinguishing factor in early growth is
that the nuclei are far enough apart to behave indepen­
dently. Under such conditions, the total deposition current
can be estimated by summing the contributions from the
individual nuclei. Here we consider both kinetically lim­
ited growth at constant potential and, briefly, mass-transfer
limited growth.

For kinetically limited growth, the key assumption is
that the reaction rate is sufficiently slow that the concen­
tration at the surface does not change with time. The
potential of the surface and the temperature are also
constant. Under these conditions, the reaction rate at the
surface, characterized by the current density at the surface
(isurf), is constant. The total current, however, changes with
time as the nuclei grow. Considering a 2D single nucleus
that is cylindrical in shape with a height h and a radius r,
only the sides of the cylinder are active. We begin with a
mass balance where we express the change in mass of the
seed particle in terms of the current density at the surface.
The 2D growth is characterized by an increase of the radius
with time.

dmi dV dr Miisurf� ρi � ρi�2πhr� � �2πhr�: (13.21)
dt dt dt nF

We can use this balance to solve for the rate of change of
the radius:

dr Miisurf� : (13.22)
dt ρinF

Assuming that r� 0 at t= 0, this expression can be inte­
grated to yield

Miisurfr � t: (13.23)
ρinF

The current, Is; from a single nucleus is simply the current
density at the surface multiplied by the surface area of the
growing nucleus (in this case a cylinder growing in the
radial direction):

2πhMi i2surfIs � isurf �2πrh� � t: (13.24)
ρinF

Following a similar procedure, the analogous expression
for a 3D hemispherical nucleus growing under kinetic
control can be derived:

2
2 Mi� 2πi32πr t2: (13.25)Is � isurf surf ρinF

Equations 13.24 and 13.25 show how the current from a
single nucleus (2D or 3D) varies with time under kinetic
control, assuming that the individual nuclei are sufficiently
far apart to be considered independent.

In situations where the reaction rate at the surface is
fast and the concentration of the depositing species in
solution is low, it is possible for growth to be limited by
mass transfer. The current associated with the growth of a
single 3D hemispherical nucleus under mass-transfer con­
trol is given by

1:5
M0:51nFπ 2Dici i t0:5Is � : (13.26)

ρ0:5
i

This equation assumes pseudo-steady state and a zero
concentration of the depositing species at the surface. It
has the square root of time dependence characteristic of
diffusion-limited processes.

Now that we have expressions for the current as a
function of time for a single nucleus, we are prepared to
look at the combination of nucleation and growth. There
are two important cases to consider.

For instantaneous nucleation, nucleation takes place
much faster than growth. Under such conditions, the
current from the entire surface is simply the product of
the single-nucleus current (Equations 13.24–13.26) and the
number of nuclei instantaneously formed, assuming, once
again, that the nuclei are sufficiently far apart that they do
not interact.

For progressive nucleation, nucleation and growth
take place on a similar timescale. Therefore, the current
due to independent nuclei increases as a function of
time due to the increase in surface area of existing
nuclei and the formation of new nuclei. For a known
constant nucleation rate J, the relevant expressions
follow. For 2D kinetically controlled growth and



progressive nucleation,
JπhMi i2surf t2I � A � : (13.27)

ρinF

Similarly, for a 3D hemispherical nucleus growing under
kinetic control with progressive nucleation,

22Jπ i3 MiI � A � surf t3: (13.28)
3 ρinF

Finally, for mass-transfer limited growth with progressive
nucleation,

1:5
M0:512JπnF 2Dici i t1:5: (13.29)I � A �

3ρ0:5
i

Equations 13.27–13.29 are for the total current on the
surface with a geometric area A and include the com­
bined influence of nucleation and growth. The illustra­
tion below considers the difference between
instantaneous nucleation and progressive nucleation
for a situation where the total number of nuclei at the
end of the time period of interest is the same. Although
this is an artificial constraint, it illustrates the difference
between the two situations.

Finally, we end this section by noting that the above
expressions apply during the early stages of electrodepo­
sition, where a combination of the observed time depen­
dence of the growth and microscopic examination can be
used in tandem to identify and quantify the processes that
control deposit growth.

ILLUSTRATION 13.5

In this illustration, we compare the current that results
from instantaneous and progressive nucleation for the
growth of 3D hemispherical nuclei where the number
of nuclei at the end of the growth period is the same.
Assume that the nucleation rate, J, is 10,000 cm�2�s�1,
and that growth takes place for 15 seconds. Assume
that the geometric area (superficial surface area)
is 1 cm2. The following additional parameters are
known:

Mi � 107:87 g ?mol�1;

ρi � 10:49 g ? cm�3;

n � 1; isurf � 0:02 A ? cm�2:

Solution:
First, we need to determine the total number of nuclei
at the end of the growth period so that we can use this
same number of nuclei for instantaneous nucleation.
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For a nucleation rate of 10,000 cm�2�s�1, an area, A,
of 1 cm2 and a growth time of 15 seconds, the
number of nuclei at the end of the growth period
assuming progressive nucleation is AJt � �1� �10; 000�
�15� � 150; 000. We will use this same number of
nuclei for the instantaneous calculation as follows:

I � N0Is � N0 2π i3surf
Mi

ρinF

2

t2 ;

where N0 is the number of nuclei formed instanta­
neously. For progressive nucleation, we use
Equation 13.28, where nucleation takes place
simultaneously during growth. The resulting cur­
rents are shown in the plot.

Even though the number of nuclei is the same
after 15 seconds, the current is less for progressive
nucleation because the nuclei are at all stages of
growth, in contrast to the instantaneous situation
where all of the nuclei have been growing for the
entire 15-second period.

A quick check of the assumption of independent
nuclei is appropriate. If we assume that the nuclei are
evenly spaced over the 1 cm2 area, the spacing
between nuclei is about 1= 150; 000

p � 0:0026 cm.
A nucleus that grew for the entire 15 seconds would
have a radius of

r � Misurf
ρinF

t � 107:87� � 0:02� �
10:49� � 1� � 96485� � 15� � � 3:2 � 10�5 cm;

which is much less than the average spacing between
nuclei. Independent growth appears to be a reason­
able assumption.
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Interaction between Growing Nuclei
All of the above equations that describe current as a
function of time for early deposit growth predict a con­
tinuing increase in the current due to an increase in the size
of the nuclei and, for progressive nucleation, the addition
of more nuclei. Such an increase, of course, is not sustain­
able since nuclei eventually overlap and coalesce. We
illustrate the concept of overlap here by providing an
expression for 2D deposit growth under conditions of
both instantaneous and progressive nucleation. As you
will remember, 2D growth occurs in a layer-by-layer
fashion due to growth at the edges of the nuclei only
(growth out, but not up); hence, growth stops once the
layer is complete. Paunovic and Schlesinger (2006) pro­
vide expressions for 2D growth with overlap. For instan­
taneous nucleation,

2πhMiN0 i2 2�N0=A�i2surf �πMi surf t
2

I � t exp :
ρinF �ρinF�2

(13.30)

Note that this is the total current since it has been multi­
plied by N0: The analogous expression for progressive
nucleation is

A � JπhMi i2 πMi
2Ji2surf t2 � surf t

3

I � exp : (13.31)
ρinF 3�ρinF�2

The current goes to zero for both of these expressions,
consistent with the physical situation where a complete
layer is formed and there are no edges left at which growth
may occur. The current versus time plot for these two
situations is shown in Figure 13.10. The total number of

Figure 13.10 The current as a function of time for 2D growth
with overlap under the assumption of both instantaneous and
progressive nucleation. J= 100,000 cm�2�s�1 for progressive nuclea­
tion. The total numbers of nuclei are equal and the area is1 cm2.
Other parameters correspond to Ag.

nuclei was artificially constrained to be equal at the end of
80 seconds in order to illustrate the difference between the
two types of nucleation and growth with overlap. The
nucleation rate was taken to be 100,000 cm�2�s�1. The
other parameters are the same for both cases and corre­
spond to Ag metal. The current initially varies linearly for
instantaneous nucleation, as described by Equation 13.24.
As before, progressive nucleation lags behind as expected.
It peaks later and persists longer, but the magnitude of its
peak current remains lower than that resulting from instan­
taneous nucleation.

Qualitatively similar behavior is expected for 3D
nucleation, although prediction is much more difficult
since the rates of nucleation and of growth in each of the
coordinate directions are influenced by the different
crystal planes and the relative growth rates of those
planes, which make a variety of different morphologies
or “textures” possible. Expressions that account for
overlap under mass-transfer limited conditions are avail­
able in the literature, but are less important since electro­
deposition is not typically performed under mass-
transfer control.

13.7 DEPOSIT MORPHOLOGY

Description of the deposition process rapidly becomes
more complex as we move from the isolated nuclei of
initial growth to interacting growth sites and, finally,
coalescence and layer growth. The fundamental processes
described above, however, provide a basis for understand­
ing the deposit morphologies that are observed in practice.
They also help us to understand ways in which additives
may influence the deposition process as we will see later in
this chapter.

The role of the fundamental processes in determining
the deposit morphology is a strong function of the surface
overpotential and, therefore, current density. In this sec­
tion, we make some generalizations regarding that rela­
tionship. In doing so, we note that there are a number of
subtleties not factored into these generalizations that can
have an important impact on the morphology and other
physical properties of the deposit. For example, growth
rate differences or differences in the reaction mechanisms
on individual crystal planes can make a huge difference on
the size and orientation of crystal grains in the resulting
deposit. Also, our generalizations do not explicitly con­
sider the impact of additives in the plating bath, which are
discussed later in the chapter.

At low overpotentials, deposition is limited by surface
diffusion of adions to preferred sites as there is insufficient
energy for nucleation. The adion concentration on the
surface is low, as is the concentration gradient for surface
diffusion. Growth is primarily at kink sites, and the



structure of the imperfect crystal surface is critical in
providing those sites. Deposits are almost always poly­
crystalline, although crystal sizes can be large; crystal
structures are well-formed.

As the overpotential is increased, the adion concen­
tration increases and growth may occur at less energeti­
cally favorable sites (e.g., step sites). Growth is still
crystallographic, and may result in bunched layers and
ridges. As the overpotential is increased further, nucleation
becomes important and deposit growth is no longer depen­
dent on existing growth sites. As described previously,
nucleation increases sharply with overpotential leading to
deposits with large numbers of crystal grains because of the
additional sites available for deposit growth. Nucleation
occurs at multiple sites and the resulting crystallites coa­
lesce to form the deposit. Defects are present in the
crystallographic structure of the deposit due to coalescence
of the distinct crystallites or grains. The relative rates of
nucleation and growth determine the number of crystals
and hence the granularity of the deposit. The large number
of crystal grains may persist as the deposit continues to
grow, leading to a hard, rigid polycrystalline deposit. In
contrast, nonuniformities in the growth rate of different
crystal planes can result in the formation of larger crystals
as the deposit thickens, and may even lead to columnar
deposits. Deposits with fewer large grains tend to be more
ductile. Coalescence to form a complete layer is typically
complete by the time a thickness of about 10 nm has been
reached.

Mass transfer of the reactant species to the surface
from the bulk eventually becomes important as the
overpotential, and hence the rate of the reaction at the
surface, continues to increase. Deposit growth under
mass-transfer control leads to roughened deposits that
are often powdery, and thus, unsatisfactory from a metal
finishing perspective. For this reason, electrodeposition
is typically performed at only a fraction of the limiting
current. Dendritic growth is also possible under mass-
transfer limiting conditions where deposition occurs
preferentially at protrusions due to higher rates of
mass transfer to those locations.

The above generalizations are illustrated in
Figure 13.11. As shown, side reactions such as hydrogen
evolution also become important as the cathodic over-
potential is increased. While the figure shows hydrogen
evolution following the mass-transfer plateau, this is
certainly not always the case. For example, improvement
of mass transfer in the cell due to the addition or increase
of convection may raise the mass-transfer limit so that
hydrogen evolution occurs prior to reaching that limit.
Typical faradaic efficiencies for deposition approach
90%, although some processes, such as chromium dep­
osition, have much lower efficiencies (20% or less).
Hydrogen evolution is the principal side reaction that
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Figure 13.11 Generalization of deposit morphology as a function
of overpotential and current. Source: Adapted from Pletcher and Walsh.

occurs during the electrodeposition of metals from aque­
ous solutions.

According to Pletcher, industrially electrodeposited
layers range, in general, between 0.01 and 100 μm,
although most are 1–10 μm thick. Adhesion and mechan­
ical properties are also important so that the best deposits
are not necessarily those formed at the lowest current
density. For example, the adhesion of small-grained
polycrystalline deposits is frequently better than that of
large-grained deposits. For electrodeposition, average
current densities range from 100 to 1000 A�m�2, although
higher rates are possible with some baths. Most electro­
deposition is performed with a DC power supply at
constant current. Pulse plating, however, is important
for special applications, but is beyond the scope of this
chapter. Since good quality deposits are formed at current
densities well below the mass-transfer limit, convection
is an important aspect of electrodeposition cell design.
Note that the methods described in Chapter 4 can be used
to estimate the mass-transfer limiting current.

13.8 ADDITIVES

Additives have been and continue to be a critical compo­
nent of industrial plating baths. Most additive work has
been done empirically, although recent years have seen
increased fundamental understanding of these complex
systems. A detailed treatment of additive effects is left
to more specialized texts. Instead, we provide just a brief
introduction to this important topic.

Additives act in a variety of ways to influence the
deposition process. For example, additives may complex
with ions in solution and influence solution stability,
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Table 13.1 Examples of Industrial Plating Baths and Conditions

Electrolyte T Current density Current
Metal composition [kg�m3] [°C] [A�m�2] Additives Anode efficiency (%)

Cu CuSO4 (200–250) 20–40 200–500 Dextrin, gelatin, S-containing P-containing 95–99
H2SO4 (25–50) brighteners, sulfonic acids rolled Cu

Ni NiSO4 (250) 40–70 200–500 Coumarin, saccharin, Ni pellets or 95
NiCl2 (45) benzenesulfonamide, acetylene pieces
H3BO3 (30) derivatives
pH 4–5

Zn ZnO (20–40) 15–30 100–400 Glycerin, organic additives Zn 70–90
NaCN (60–120)
NaOH (60–100)

Source: Adapted from Pletcher 1993.

deposition potentials and rates, and reaction mechanisms.
Additives can also affect the stability of surface layers and
prevent, for example, the formation of passive layers on
anodes.

Organic additives act by adsorbing onto the deposit
surface and can impact deposition by changing, for exam­
ple, the concentration of available growth sites, the con­
centration of adions, and the rate of surface diffusion of
adions. Such changes may lead to an increase in the local
adion concentration, which may enhance nucleation and
significantly change the structure and properties of the
deposit. Preferential deposition of additives at specific sites
may dramatically alter the growth mechanism (e.g., by
blocking preferred growth sites) and the resulting deposit
morphology. Industrially, organic additives can be classi­
fied as follows:

Brighteners: These are additives that lead to bright deposits
by reducing the deposit roughness so that light is
reflected rather than scattered. One way to reduce
roughness is to enhance nucleation and randomize
deposition in order to form small grains uniformly
over the entire surface.

Levelers: Levelers control deposit roughness on a more
“macroscale.” For example, some levelers act by pref­
erentially adsorbing onto areas of high deposition, such
as areas favored by diffusion, leading to a reduced rate
of deposition at those areas.

Structure Modifiers: These additives can change the crystal
orientation of the deposit or otherwise impact the
structure and stresses in the deposit.

Wetting Agents: Wetting agents function by reducing the
surface tension in order to prevent hydrogen bubbles
from adhering to the surface and negatively impacting
the deposit by the formation of pits under bubbles or by
the entrapment of bubbles and possible hydrogen

embrittlement. The wetting agent accelerates the release
of hydrogen from the surface before bubbles of suffi­
cient size to cause damage can be formed.

The above classification is not used universally. For
example, in the semiconductor industry, the plating of
copper to fill high-aspect ratio trenches is enabled by
plating additives that are typically classified as acceler­
ators, suppressors, and levelers. Independent of how they
are classified, additives play a critical role in electrodepo­
sition by interacting with the fundamental processes, either
in the bath or on the deposit surface, that determine deposit
growth and morphology. Table 13.1 provides an example
of plating baths used industrially.

13.9 IMPACT OF CURRENT
DISTRIBUTION

In the above discussion, we have implicitly characterized
deposition by a single overpotential and rate for the
surface of interest. In practice, however, the rate varies
over the surface of the piece being plated, as illustrated
schematically in Figure 13.12. To avoid the problems
associated with deposition under mass-transport control,
practical systems typically operate at a fraction of the
limiting current. Because we are operating well below the
limiting current, local deposition rates are governed by
the potential field and described by the secondary current
distribution.

Current Distribution and Wagner
Number
For the Tafel region most relevant to industrial electro­
deposition, the uniformity of the current distribution is
characterized by the Wagner number (Wa) defined in
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Figure 13.12 Schematic illustration of the impact of the current distribution on plating uniformity.

Chapter 4 as

Wa � RTκ

FLc

1

iavg αc
: (4.65)

This dimensionless group represents the kinetic resistance
divided by the ohmic resistance. Higher values of Wa
correspond to a more uniform current distribution. The
factors that influence the uniformity of the current distri­
bution are those reflected on the right side.

The conductivity of the solution is one of the primary
factors that influence the uniformity of the current distri­
bution. The conductivity, in turn, is influenced by the
concentration of ions in solution, the temperature of the
electrolyte, and the degree of complexation of the electro­
lyte. Concentrations of metal ion are often limited by
solubility, and salts are added to enhance solution conduc­
tivity. The cost of precious metals leads to the use of
reduced concentrations of these ions and lower solution
volumes than what otherwise might be used. Effluent
considerations (e.g., disposal or treatment) may also influ­
ence metal ion concentrations, as well as the types of ions
used in solution. Complexation reduces the charge and
increases the size of the ions being transferred, and thus has
a substantial influence on conductivity. Although temper­
ature influences the conductivity, the impact of tempera­
ture on the rate of the desired reaction and side reaction(s)
is probably more important.

As discussed in Chapter 4, the length over which the
current must travel in solution to different locations on the
work piece is critical as even a small difference in the
overpotential can cause a substantial difference in the local
reaction rate (see Figure 13.12). Strategies such as the use
of multiple anodes can be used to make the current density
more uniform.

Deposit uniformity decreases as the average current
density is increased. This happens because the ohmic
resistance becomes a larger portion of the total resistance
at higher current densities. Both the conductivity and
exchange current density increase with increasing temper­
ature, leading to a current density that increases with

temperature at a given cell potential. Since the iavg is a
stronger function of temperature than the conductivity, an
increase in temperature at a constant cell potential tends to
decrease the Wa and make the current distribution less
uniform. In contrast, increasing the temperature while
maintaining a constant current density will decrease the
cell potential and increase uniformity since the current is
constant, but the conductivity is higher at the higher
temperature. Finally, we note that the rate of side reactions
also increases with increasing temperature and, depending
on the activation energy, may lead to increased relative
importance of a given side reaction and, therefore, to
greater loss of efficiency. The side reaction may, however,
improve the uniformity of the plating as discussed below.

The final parameter in the Wa is the transfer coefficient
or, equivalently, the Tafel slope. Small values of αc
correspond physically to reactions that are less sensitive
to potential. Consequently, the current distribution that
corresponds to a given potential distribution will be more
uniform for a reaction with a small transfer coefficient. In
practice, additives that complex with the metal ions can be
used to increase the Tafel slope (decrease αc), by changing
the reaction mechanism.

Experimental Devices for Examining
Current Distribution
Two different types of experimental cells are used rou­
tinely in industry for plating diagnosis and optimization.
The first is the Hull Cell shown in Figure 13.13a. This type
of cell comes in a standard size and is designed to explore a
range of current densities in a single test, a task made
possible by the slanted cathode. It is an excellent tool for
comparing bath compositions and for determining the
approximate current density at which the desired plating
characteristics can be achieved.

The second type of experimental cell is the Haring–Blum
cell shown in Figure 13.13b. It is used to quantify the
throwing power of a bath. A bath with a high throwing
power yields more uniform deposition. The cell consists of an
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Figure 13.13 Cells for experimental examination of current
distribution. (a) Hull cell. (b) Haring–Blum cell.

anode with two cathodes, one on either side of the anode. The
backsides of the cathodes are insulated so that only the
surface facing the anode is active. The two cathodes are
placed at different distances from the anode, x1 and x2.
Usually, x1/x2� 5. The different distances correspond to
different values of the electrolyte resistance, which is larger
for the cathode furthest away from the anode. For Wa≫ 1,
the electrolyte resistance is not significant and the weight of
the deposits on the two cathodes will be the same. For
Wa≪ 1, the weight of the deposit on the electrode closest
to the anode will be greater, consistent with a nonuniform
current distribution. The results from the Haring–Blum cell
are most frequently expressed in terms of the throwing power,
which is defined as follows:

100�K � B�
Throwing power % � ; (13.32)� �

K � B � 2

where K= x1/x2 and B=w2/w1 (weight ratio of the deposits
on the two cathodes). The equation is designed to give
throwing powers between �100 (very poor) and +100
(very good). The best possible uniformity would correspond
to equal weights of the deposits at the two electrodes (B= 1),
which corresponds to a throwing power of 100%. A throw­
ing power of 0% corresponds to the situation where K and B
are equal and deposition is inversely proportional to the
solution resistance. To illustrate, if K= 5 and the throwing
power= 0%, the mass of the deposit at x1, the electrode

farthest away from the anode, would be 1/5 of that on the
closest electrode, x2. Negative values are possible because of
side reactions that may yield B values greater than K
in situations where the current at the closest electrode is
dominated by the side reaction (see next section).

13.10 IMPACT OF SIDE REACTIONS

Side reactions are reactions that do not directly contribute
to the formation of the desired deposit. For the deposition
of metals from aqueous solutions, the most common side
reaction is electrolysis of water or reduction of hydrogen
ions, which results in the evolution of hydrogen gas at the
cathodic potentials needed for deposition. The portion of
the applied cathodic current that results in hydrogen
evolution is current that does not result in metal deposition
and, therefore, represents a loss of efficiency. Loss of
efficiency is one of the primary impacts of side reactions.
The loss of efficiency can have a significant impact on the
economic viability of a plating process, and is an important
factor in determining the conditions under which feasible
deposition can be performed.

Side reactions may also have a beneficial effect on
deposit uniformity and hence on the throwing power of the
bath. Because such reactions occur preferentially where the
cathodic overpotential is largest, the side reaction can,
under certain conditions, “scavenge” the current at loca­
tions where the deposition rate of the metal would other­
wise have been much higher. This scavenging occurs
because the side reaction lowers the cathodic overpotential
at those locations by contributing to the iR drop (by
increasing the current) without adding to the metal deposit.
A necessary condition for this beneficial effect is that the
side reaction takes place to a varying extent over the
surface upon which deposition is taking place. An example
of how this might occur is illustrated by the curves shown
in Figure 13.14, which identifies a plating region over
which hydrogen evolution varies significantly. In the
situation illustrated, hydrogen constitutes a higher fraction
of the total current at high (cathodic) potentials, and would
tend to reduce nonuniformities. Illustration 13.6 further
explores efficiency and its impact on the local deposition
rate.

Finally, gas evolution is frequently the result of side
reactions. The gas bubbles themselves may impact depo­
sition by influencing the conductivity of the solution.
Specifically, the cell potential and local nonuniformity
may increase to some degree due to a decrease in both
the overall and local conductivity of the plating bath as a
result of bubble formation. Bubbling can have the positive
effect of mixing the solution to minimize concentration
gradients.
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Figure 13.14 Impact of side reaction on deposition showing how
both metal deposition and hydrogen evolution can contribute to the
total current.

ILLUSTRATION 13.6

Nickel is electrodeposited from a bath that is 1 M in
Ni2+ at a pH of 4.5. The anode is also nickel, and the
potential applied across the cell is �1.3 V. Due to the
larger size and surface area of the anode, the anodic
surface overpotential can be neglected for this
problem (not true in general); concentration gradients
can also be neglected. However, iR losses in solution
are important. Because of this, the current density is
not uniform. We are interested in the relative
deposition rate at two specific points on the surface,
and the impact of the side reaction (hydrogen
evolution) on that relative rate, as well as on the
current efficiency. The solution resistance from the
anode to the cathode is 0.002Ω�m2 at the first point
of interest, and 0.003Ω�m2 at the second. Please
determine the value of the current density at each of
the two points, as well as the relative rate of
deposition. Next, include the hydrogen reaction and
repeat the calculation. In this example, how did H2

evolution impact the absolute and relative rates of
deposition? The following parameters are known:

Nickel reaction: Tafel slope=�0.06 V per decade;
i0= 0.1 A�m�2

Hydrogen evolution reaction: Tafel slope:
�0.11 V per decade; i0= 1.0 A�m�2

Solution:
1. In the absence of hydrogen evolution, the total

voltage drop is due to the sum of the kinetic over-
potential and the iR drop:

Vtotal � b log
i

i0
� U � iR;

where b is the Tafel slope and R is the resistance that
corresponds to the point of interest. U is equal to zero
since the potential is referred to the nickel anode. This
equation can be solved for i at each point. The answers
are shown in the table. The relative deposition rate is
1.49.

Resistance i (A�m�2)

Point 1 0.002 538
Point 2 0.003 362

2. With the hydrogen reaction, we now have two
equations to solve:

Vtotal � b log
i

i0
� U � i � iH� �R:

b log
i

i0
� U � bH log

iH
i0

� UH:

The first is the same as the equation solved earlier,
except that the hydrogen current has been added to the
iR term. The second equation states that the voltage drop
(not the overpotential) across the cathode interface is the
same for the two reactions, which of course must be true
since there is only one interface at which the reactions
are occurring. UH is the difference between the potential
of a hydrogen electrode and a nickel electrode at
equilibrium. Since the concentration of the nickel
ions is 1 M, the equilibrium potential of the nickel
electrode versus SHE (neglecting activity coefficients)
is just the standard potential or �0.257 V. At a pH of
4.5, the equilibrium potential of the hydrogen electrode
is �0.2664 V. Therefore, UH � �0:0094 V. Solving
yields

Resistance i [A�m�2] iH [A�m�2]

Point 1 0.002 459 81.6
Point 2 0.003 299 64.6

The relative deposition rate (high/low) is
1.53, which is close to that calculated without
hydrogen evolution. In this case, the fraction of
hydrogen did not change significantly between
the two points of interest and, therefore, the
relative rate was nearly the same (very slightly
worse). Hydrogen evolution did impact the mag­
nitude of the deposition rate, however, as more
than 15% of the current went to gas evolution and
did not contribute to the deposition rate.
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13.11 RESISTIVE SUBSTRATES

Up to this point we have assumed that the material being
plated is highly conductive and essentially at a single
potential; in other words, we have assumed that the
conductivity of the material is sufficiently high that the
potential gradient accompanying current flow in the mate­
rial is very small and can be neglected. There are important
practical situations where this assumption is not true.
Resistive materials and even insulators can be electro­
plated. In the case of insulators, a thin conductive layer
is first deposited by techniques such as chemical vapor
deposition, physical vapor deposition, or electroless depo­
sition. Electrodeposition, which is driven by an applied
potential or current, is then used to provide a layer with the
desired thickness and properties. A couple of important
examples that involve resistive substrates are copper elec­
trodeposition to form interconnects on semiconductor
chips and chrome plating on plastics. The key challenge
with resistive substrates is that the current distribution is
influenced by the potential drop in the solid substrate as
well as by the potential drop in the electrolyte solution.

Figure 13.15 illustrates a simple electrochemical cell
with a resistive substrate. It looks similar to the electro­
chemical cell shown in Figure 13.1, except that the elec­
trical resistance of the cathode is now important. The scale
of the thin conductive layer in the figure is not necessarily
accurate in proportion to the rest of the dimensions. For
example, a semiconductor wafer 300 mm in diameter may
have an initial layer on the order of 10 nm thick, upon
which electrodeposition would be performed. While inten­
tionally simple, Figure 13.15 also illustrates an important
aspect of behavior with resistive substrates, namely, that
the general flow of current in the substrate is orthogonal to
the flow of current in solution. Hence, the problem is
inherently multidimensional and does not, in general, lend
itself to simple numerical analysis, even when concentra­
tion effects are unimportant.

Figure 13.15 Schematic diagram of deposition cell for deposition
on a resistive substrate where the potential drop in the substrate is
important.

However, if we assume that the kinetic resistance is
large relative to the ohmic resistance in the solution (Wa
> 10), then the potential in the electrolyte solution at the
surface of the working electrode is essentially constant
along the length of the electrode, and the current distribu­
tion will be controlled by the potential drop in the resistive
substrate. The situation is illustrated in Figure 13.16. This
assumption is essentially the opposite of that which we
have made in previous chapters of this text. Initially, we
assumed that the metal substrate was much more conduc­
tive than the solution, so the potential drop in the metal was
not significant and the metal was at a constant potential.
Now we assume that the solution is much more conductive
than the resistive substrate, so the solution is at a constant
potential and the behavior is controlled by the potential
drop in the resistive substrate. This assumption will allow
us to develop a dimensionless number analogous to the
Wagner number to describe the ratio of the kinetic resist­
ance to the substrate resistance in order to determine
whether the substrate resistance is important.

Figure 13.16 Schematic diagram of the
physical situation described by the model
below. ϕmetal decreases from x= L to x= 0
(not shown). Current flow shown qualitatively
by filled arrows.



Consistent with the physical situation shown in
Figure 13.16, we model one-dimensional current flow in
a thin layer that is connected to the current collector at
x= 0, and continues for a length L. We assume a rectan­
gular electrode of width W with an area L×W exposed to
the electrolyte. We begin by writing a charge balance for
current flow in the resistive substrate (shown in gray in the
diagram)

di1 � �ain; (13.33)
dx

where i1 is the current density in the thin metal layer, a is
the area of the metal electrode exposed to the electrolyte
per volume of metal, and in is the current flow between the
solution and metal. Note that for deposition, which is a
cathodic process, in is negative and the term on the right-
hand side of Equation 13.33 is positive since current flows
from the solution to the metal. The boundary conditions are
as follows:

i1 � �I=Ars; at x � 0;

i1 � 0; at x � L;

where I is a positive number and represents the current in
amperes, and Ars � Wδ is cross-sectional area of the
conductive layer through which that current flows. The
specified boundary condition is negative at x= 0 since the
current flow is out of the electrode (negative x direction) for
a cathodic reaction. The current flow through the metal
layer is related to the potential drop:

dϕ1 dη
i1 � �σ � �σ ; (13.34)

dx dx

where ϕ1 is the potential in the metal and η is the solution
overpotential. The two derivatives are equal since the
solution potential is constant. Assuming Tafel kinetics,
Equation 13.33 becomes

di1 αcF� ai0 exp � η : (13.35)
dx RT

Differentiating this equation with respect to x yields

d2i1 �αcF αcF dη αcF di1 i1� ai0 exp � η � ? ? :
dx2 RT RT dx RT dx σ

(13.36)

This second-order differential equation can be solved
analytically for i1 as a function of x. Before doing so, it
is instructive to make the equation dimensionless. To do
so, we define the following:

i1 x∗i∗ � and x � :
I=Ars L
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The resulting dimensionless equation is

d2i∗ ILαcF di∗� ? ? i∗: (13.37)
dx∗2 WδRTσ dx∗

ILαcFThe dimensionless group represents the ratio of theWδRTσ
substrate resistance to the kinetic resistance. It is
expressed in terms of I, the current density in the metal
at the current collector. At small values of this ratio,
equation approaches

d2i∗ di∗� 0 or � constant: (13.38)
dx∗2 dx∗

This implies a uniform current distribution (you should
understand and be able to explain why!).

It is common to address these types of deposition
problems in terms of the average current density in the cell,
which is based on the area WL. The average current density
is related to the current I by

WL: (13.39)I � iavg

Using this relationship, Equation 13.37 becomes

d2i∗ L2αcF di∗ 1 di∗iavg� ? ? i∗ � ? ? i∗; (13.40)
dx∗2 RTσδ dx∗ χ dx∗

where

Rct RTσδ
χ � � : (13.41)

Rsub iavg L2αcF

The dimensionless number χ is analogous to Wa and
represents the ratio of the charge-transfer resistance to
the electrical resistance of the substrate. Large values of
χ are desired for a uniform current density. It is interesting
to note the role of L, which is squared in this ratio. This
reflects its dual role as both the distance that the current
must travel in the substrate and the magnitude of the
overall current for a given value of iavg scale with L. It
is necessary for both Wa≫ 1 (unless the primary current
density is uniform) and χ � 1 for the current density to be
uniform when electrodepositing on a resistive substrate.
Since the ohmic resistance in solution and in the substrate
are essentially in series, one must also consider the ratio of
the two resistances in situations where Wa and χ indicate
that both of these resistances are important relative to the
charge transfer resistance, as it is possible that one or the
other of the resistances dominates. The relevant ratio is

χ RΩ LWaσδ� � : (13.42a)
Wa Rsub L2

χκ

Subscripts have been added to distinguish the characteris­
tic lengths for the solution (LWa) and the substrate (Lχ). In
cases where the characteristic lengths are similar, this ratio
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becomes

χ σδ� : (13.42b)
Wa Lκ

To summarize the use of these dimensionless numbers:

1. Wa≫ 1 and χ � 1: current density is uniform,
charge-transfer resistance dominates.

2. Wa� 1 and χ � 1: resistive substrate is not impor­
tant, current distribution determined by Wa.

3. Wa≫ 1 and χ � 1: solution resistance is not impor­
tant, current distribution determined by χ.

4. Wa� 1 and χ � 1: both substrate and solution resist­
ances potentially important; need Wa, χ, and ratio
(Equation 13.42).

When we introduced the current distribution in
Chapter 4, we assumed that χ � 1, which is common for
highly conductive substrates. Hence, we considered only the
first two possibilities in the above list. Items 3 and 4 allow us
to consider the impact of the substrate. We now return to the
solution of Equation 13.40. The analytical solution is

i∗�x∗� � 2θχ tan�θx∗ � ψ�; (13.43)

where θ and ψ are integration constants. Application of the
boundary conditions yields two equations that can be
solved for the two constants:

1
tan ψ � � : (13.44a)

2θχ

1
tan θ � : (13.44b)

2θχ

We can take advantage of the fact that tan ψ � �tan θ,
which comes from the boundary conditions, to simplify
Equation 13.43:

i∗�x∗� � 2θχ tan�θ�x∗ � 1��: (13.45)

Thus, only the second relationship of 13.44 is needed. Note
that θ is bound between 0 and π=2. Equation 13.45 can be
differentiated to yield the local current density across the
electrode–solution interface (see Equation 13.33):

di∗ in�x∗�� � 2θ2χ sec2�θ�x∗ � 1��: (13.46)
dx∗ iavg

Remember that implicit to this solution is the condition
that Wa≫ 1, which was used as an assumption in the
derivation. Solution of a problem with these equations
will typically involve the use of either Equation 13.45 or
13.46 with Equation 13.44b, and may require iterative
solution of 13.44b to find θ. Figure 13.17 shows the
local current distribution as a function of dimensionless
distance for several different values of χ.

Figure 13.17 Influence of the dimensionless ratio χ on the
uniformity of the current distribution for a resistive substrate.

ILLUSTRATION 13.7

How thick of a copper layer must be deposited on a
rectangular electrode 15 cm long and 5 cm wide
connected to the current collector on one side in
order that the current density across the electrode
does not vary by more than 15%? Assume that the
conductivity of the copper is equal to its bulk value,
and αc � 0:5. Also, assume that the initial copper
layer on the surface is of uniform thickness. The
average current density is 100 mA�cm�2.

Solution:
Application of Equation 13.46 at the two ends of the
resistive substrate (x= 0 and x= L) must yield current
densities that differ by no more than 15%. Therefore,

in 0� �
in 1� � �

2θ2χ sec2 θ 0 � 1� �� �
2θ2χ sec2 θ 1�1� �� � � sec2 �θ� �

sec2 0� � �sec2 θ� � � 1:15:

Solving this expression for θ yields θ � 0:3695. We
can now use this value of θ in Equation 13.44b to find χ.

χ � 1
2θ tan θ

� 3:494:

From the definition of χ,

χ � RTσδ

iavg L2αcF
;

δ � χ iavg L2αcF

RTσ
� 3:494� � 0:100� � 152 0:5� � 96485� �

8:314� � 298:15� � 5:96 � 105

� 0:00257 cm � 26 μm:



CLOSURE

In this chapter, we examined several aspects of electro­
deposition that range from the fundamental processes that
contribute to the formation of new phases to macroscopic
issues such as the role of side reactions and of the current
distribution. Importantly, the connection between the
fundamentals and the characteristics of electrodeposited
materials was discussed. Finally, the influence of the
substrate resistance was investigated and quantified in
terms of a dimensionless number similar to the Wagner
number.
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PROBLEMS

13.1 Corrosion protection is frequently provided by coating a
steel structure with a thin coating of zinc. Please determine
the time required to electroplate a 25 μm layer. The density
of zinc is 7.14 g�cm�3. The current density is 250 A�m�2,
and the faradaic efficiency is 80%.

13.2 Nickel is plated from a sulfate bath at 95% faradaic
efficiency onto a surface with a total area of 0.6 m2.
The density of nickel is 8910 kg�m�3, and plating is
performed at a current of 300 A. What is the thickness
of the plated nickel after 30 minutes? What is the average
rate of deposition?

13.3 Electrorefining of copper involves the plating of copper
onto large electrodes in tank-type cells. In one design,
electrodes are plated with 5 mm of copper before they are
mechanically stripped. If the electrode area is 2 m2 and
plating takes place at 200 A�m�2 at a faradaic efficiency
of 96%, how long does it take to deposit a layer of the
desired thickness? What is the mass of the plated copper?
What is the total current for a production cell
that contains 50 cathodes? The density of copper is
8960 kg�m�3.
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13.4 Chromium is plated from a hexavalent bath at a faradaic
efficiency of about 20%. A metal piece is to be plated to a
thickness of 0.5 μm. The current density is 500 A�m�2.

(a) How long will it take to deposit the desired amount
of Cr?

(b) How does the low faradaic efficiency impact the time
and energy required to plate Cr?

(c) There is a movement away from the use of hexavalent
Cr. Why?

13.5 Please determine the B value for a 3D cubic cluster of
atoms. p

13.6 Show that the perimeter P � 2 bΩN for a 2D cluster. What
isΩ in this expression? Why do we needP as a function ofN?
How does the variation of P with N affect the size of the
critical size of the nucleus? The critical number of atoms in a
nucleus changes with overpotential. Does that mean that the
relationship between P and N changes? Please explain.

13.7 Please determine the critical cluster size for the system
shown in Figure 13.6 at an overpotential of �40 mV. Also,
plot the Gibbs energy of cluster formation as a function of
cluster size for this value of the overpotential, similar to
Figure 13.6. Why does the critical cluster size change with
overpotential? How does this impact nucleation?

13.8 The following data were taken for the number of nuclei as a
function of time at the overpotentials indicated for the same
system considered in Illustration 13.4, but over a different
range of overpotentials. Please use these data to determine
the nucleation rate at each of the two overpotentials given.
Then, fit the nucleation rate data from these two points
together with the data from the illustration to the expression
for the 3D nucleation rate. Finally, estimate the critical
value of the overpotential. How do your results compare to
those from the illustration?

94 mV 98 mV

t [ms] Znuc [cm�2] t [ms] Znuc [cm�2]

0.112 6.0 0.057 4.6
0.145 10.5 0.072 13.6
0.189 20.5 0.089 24.6
0.231 33.2 0.110 38.4
0.289 49.7 0.129 54.9
0.346 65.6 0.156 77.6

13.9 Please derive the expression for r as a function of t for a
growing hemispherical nucleus beginning with a mass
balance similar to that given in Equation 13.21. Compare
the resulting relationship to that given for a 2D cylindrical
nucleus in Equation 13.23. Comment on similarities and
differences between the two equations. What does the
equation represent physically and what was a key assump­
tion in its derivation?
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13.10 Figure 13.10 shows current as a function of time for 2D
layer growth under the assumptions of instantaneous and
progressive nucleation.

(a) In both cases, the current drops to zero at “long” times.
Why?

(b) Please sketch analogous curves for 3D nucleation and
growth. How are they different? Why?

13.11 In this problem, we examine instantaneous nucleation both
with and without overlap.

(a) Calculate the current as a function of time for 2D
instantaneous nucleation without overlap and plot the
results (t∼ 10 seconds). Assume a nucleation density of
4 � 1010 cm�2. Assuming equally spaced nuclei, esti­
mate the time at which you would expect overlap to
occur.

(b) Calculate the current as a function of time assuming
overlap. Plot the results on the same figure as the data
from part (a). Assume the same nucleation density.
Based on the results, comment on the accuracy of the
estimate made in part (a).

The following parameters are known (Ag): n= 1;
MAg = 107.87 g�mol�1; ρ= 10.49 g�cm�3; isurf= 0.005
A�cm�2; h= 0.288 nm.

13.12 In the section on deposit morphology, we discussed the
morphological development of deposits in terms of the
fundamental processes that occur as discussed in previous
sections.

(a) Please reread that section and comment briefly on the
role of the overpotential in at least one aspect of deposit
growth.

(b) Assume that an additive is added to the solution that
preferentially adsorbs and inhibits growth at step
sites and kink sites. How might this affect deposit
growth?

13.13 Suppose that you are the engineer put in charge of
implementing an electroplating plating process for
your company. After considerable effort, you get the
process running only to discover that the uniformity of
the plating layer is not acceptable. Using Wa as a guide,
and assuming that the solid phase is very conductive,
describe three or four changes that you might try to
improve plating uniformity. Please justify each recom­
mended change.

13.14 Suppose that you are conducting tests on a plating bath with
use of a Hull cell.

(a) Assume that the bath does not plate uniformly. Where
and under what conditions would you expect to see the
highest deposition rate?

(b) In measuring the local deposition rate, you find that the
deposition rate on the surface closest to the anode is less
than observed in the middle of the cathode. Please
provide a possible explanation.

13.15 A Haring–Blum cell is used to measure the throwing power
of a plating bath. The distance ratio, x1/x2 is 5, and the
conductivity of the solution is 20 S�m�1. The measured
deposit loading at x1 is 0.8 kg�m�2, and that at x2 is
1.4 kg�m�2. Both electrodes have the same surface area.
What is the throwing power?

13.16 Iron is electrodeposited from a bath that is 0.5 M in Fe2+

at a pH of 5. The anode is also iron, and the potential
applied across the cell is �3.0 V. Due to the larger size
and surface area of the anode, the anodic surface over-
potential can be neglected for this problem, as it was in
the illustration (not true in general); concentration gradi­
ents can also be neglected. However, iR losses in solution
are important. Because of this, the current density is not
uniform. We are interested in the relative deposition rate
at two specific points on the surface, and the impact of the
side reaction (hydrogen evolution) on that relative rate, as
well as on the current efficiency. The solution resistance
from the anode to the cathode is 0.005 Ω�m2 at the first
point of interest, and 0.006Ω�m2 at the second. Please
determine the value of the current density at each of the
two points, as well as the relative rate of deposition. Next,
include the hydrogen reaction and repeat the calculation.
In this example, how did H2 evolution impact the abso­
lute and relative rates of deposition? The following
parameters are known:

Iron reaction: Tafel slope��0.1 V; i0= 0.8 A�m�2.

Hydrogen evolution reaction: Tafel slope: �0.11 V;
i0= 10�2.3 A�m�2.

13.17 Electrodeposition is performed on a thin chrome layer
that has been deposited on an insulating substrate. The
layer is 0.5 μm thick and of uniform thickness. About
how far from the point where electrical connection is
made can electrodeposition be performed (distance L) if
the current density across the surface must not vary by
more than 20%? The solution phase is not limiting.
Assume that the conductivity of the chrome is equal to
its bulk value and αc � 0:5. The average current density is
200 A�m�2.

13.18 Assuming Wa≫ 1, please use the appropriate equations
from the chapter to generate Figure 13.17. Plot for χ values
of 10, 1, and 0.05 (in other words, replace 0.1 with 0.05).
Hint: You will need the θ value that corresponds to each
value of χ.

13.19 Copper is to be electrodeposited onto a thin copper seed
layer, 20 nm thick, which has been deposited onto a
silicon oxide insulator. If the solution-phase conductivity
is high, how much would you expect the deposition
current to vary over a 150 mm distance if the average
current is 10 A�m�2? Assume that the conductivity of the
copper is the same as its bulk conductivity. Thin layers
often have conductivities that are significantly lower than
the bulk value. Comment on the impact of the conduc­
tivity on the results reported above.



13.20 Electrodeposition is being performed onto a thin metal layer
(σ = 6× 106 S�m�1) that has been deposited onto an insu­
lating substrate. The length scale associated with solid
phase (distance from connection point) is 0.5 m, and the
thickness of the solid layer is 100 nm. The conductivity of
the solution is 20 S�m�1, and the length scale associated
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with the solution transport is 0.1 m. The average current
density is 500 A�m�2. Would you expect the current distri­
bution to be uniform? If not, which phase (solution, solid, or
both) would determine the nonuniform current distribution?
In which direction would the thickness of the metal layer
need to change in order to change the limiting process?
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Chapter 14

Industrial Electrolysis,
Electrochemical Reactors, and
Redox-Flow Batteries

The objective of this chapter is to explore a few processes
and concepts related to the industrial use of electrochem­
ical systems. In doing so, we will consider mature com­
mercial processes, semicommercial processes, and a
process or two that still need development before com­
mercial application is viable. Of course, the economics of
these processes will determine their commercial impor­
tance. As we examine these industrial processes, we will
apply the principles learned in earlier chapters covering
thermodynamics, kinetics, and transport.

Industrial electrolytic processes consume about 6% of
U.S. electricity supply. Late in the nineteenth century,
the price of aluminum was the same as silver. The
advent of the electrical generator and associated low-
cost electricity led to the development of industrial
electrochemical processes. The industry flourished
once low-cost, DC power became available.

14.1 OVERVIEW OF INDUSTRIAL
ELECTROLYSIS

The purpose of industrial electrolysis is to use electrical
energy to convert raw materials into desired products.
This conversion of raw materials takes place in an
electrochemical reactor. Since energy is added, the elec­
trochemical cells used are electrolytic rather than gal­
vanic. Hence, the term industrial electrolysis is used to
describe these processes. Just two electrolytic processes,
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the production of aluminum and the chlor-alkali process,
consume about 90% of the electricity used in all electro­
lytic processes. These examples merit special attention in
this chapter.

An important difference between industrial electrolytic
processes and many of the electrochemical processes that we
have considered to this point is the use of flow. Industrial
processes frequently operate with a continuous flow of
reactants and products. Semicontinuous and batch processes
are also used. Reaction rates and, in particular, reaction rates
per volume are critical, and can frequently be raised by
increasing the transport rate of reactants and products to and
from the electrodes. A key parameter in the design of
electrochemical reactors is the current density, which deter­
mines the area needed and, hence, the number and size of
cells required to achieve a desired rate of production.
Voltage losses in the cell are also important and determine
the energy necessary for production, as well as the energy
efficiency of the process. Finally, several important pro­
cesses involve products in the form of evolved gases.

We begin with an example of an industrial electrolytic
process—chlorine production by what is known as the
chlor-alkali process. The reactant stream for this process is
a purified, saturated brine of NaCl, which flows continu­
ously into the reactor. In addition to chlorine, sodium
hydroxide and hydrogen gas are produced simultaneously
in the reactor. The two electrochemical reactions are

2Cl� ! Cl2 � 2e� �Uθ � 1:3595 V�
2H2O � 2e� ! H2 � 2OH� �Uθ � �0:828 V�

The standard potential for full cell is 2.188 V. Figure 14.1
illustrates a diaphragm cell, which has been the dominant
type of chlor-alkali cell used in the United States for many

 2018 Thomas F. Fuller and John N. Harb. Published 2018 by John Wiley & Sons, Inc.
Companion Website: www.wiley.com/go/fuller/electrochemicalengineering
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Figure 14.1 Diaphragm cell for the production of chlorine and
caustic soda.

years. A newer membrane cell is replacing the diaphragm
cell in applications across the globe and will be discussed
later in the chapter. Early diaphragm cells consisted of
vertical anodes of graphite, steel mesh cathodes, and an
asbestos separator (diaphragm). Chlorine is evolved at the
positive electrode (anode) and the brine flowing in the
compartment is called the anolyte. At the cathode, hydro­
gen is evolved and hydroxide ions are produced. The
electrolyte is called the catholyte. A diaphragm keeps
the product gases from mixing and is an effective barrier
for separating the chlorine and hydrogen. Importantly,
however, the diaphragm is permeable to the liquid solu­
tion, thus allowing for transport of ions between electrodes.
Figure 14.2 shows transport in the diaphragm in more
detail. In this design, the solution flows from the anode
through the diaphragm to the cathode. This flow helps
prevent NaOH from back-diffusing into the anode side of
the diaphragm. Within the diaphragm, bulk fluid flow,
migration, and molecular diffusion are all present. On the
cathode side, the catholyte is removed as one of the
products, containing NaOH with some chloride ion con­
tamination. The NaOH is recovered in a subsequent pro­
cess. Assuming that all of the electrical current goes to
support the above reactions, a simple material balance can

establish the exit composition if the inlet flow rate and cell
current are known. Both Cl2 and H2 are removed from the cell
as gaseous products. The composition of NaOH at the exit for
this type of cell is∼12 wt%, and the purity of the chlorine gas
produced is 98%. Since chloride ions are consumed at the
positive electrode (anode) and hydroxyl ions are produced at
the negative electrode (cathode), ions must move to balance
the charge; that is, there is an electrical current flow in the
solution. Ideally, only Na+ would move from anode to the
cathode. This best case is not achieved completely with this
design; it is important, nonetheless, to minimize the amount
of hydroxide ions that reach the anode and the concentration
of Cl� ions that enter the cathode chamber. As you have
probably already noted, the diaphragm cell illustrates many
important aspects of industrial electrolysis.

About 44 million metric tons of chlorine are produced
annually. Assuming that all of this production takes place
in diaphragm cells, we estimate the total power required for
this production in Illustration 14.1.

We next consider several important performance mea­
sures for industrial electrochemical reactors.

14.2 PERFORMANCE MEASURES

This section describes three performance measures that are
useful for industrial electrolytic systems. We begin with
the faradaic efficiency, which is the ratio of the product
mass to the amount that could be obtained based on the
current and Faraday’s law, as was introduced previously in
Chapter 1. It can be written as

mass of desired product recovered
ηf � theoretical mass from Faraday0s law

mi m_ i� � ; (14.1)
QMi=nF IMi=nF

where mi is the mass of the product, Q is the total charge
passed during electrolysis, m_ i is the mass flow rate of the
desired product, and I is the total current (assumed
constant). In cases where multiple products are formed,

Figure 14.2 Transport in dia­
phragm separator of a chlor-alkali
cell. (a) Movement of species and
potential gradient. (b) Concentration
profiles.
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ILLUSTRATION 14.1

Calculate the electrical power needed to produce the global supply of chlorine with diaphragm cells. Use an annual
production of 44 million metric tons Cl2 per year. The operating voltage of a diaphragm cell is about 3.45 V,
considerably higher than the equilibrium voltage.

a. Convert the rate of production to kg�s�1 of chlorine

44 � 106 tons
year

year
365 � 24 � 60 � 60 s

1000 kg
ton

�1395 kg ? s�1:

b. Use Faraday’s law and the cell potential, 3.45 V

1395 kg Cl2
s

mol Cl2
0:07091 kg Cl2

2 equiv
mol Cl2

96; 485 C
equiv

3:45 V
J ?C�1

V
� 13:1 GW:

the faradaic efficiency for each product may be different.
Note that the faradaic efficiency is dimensionless and
has the same value if based on mass, moles, or amperes
since it is calculated for a single chemical species. In
Illustration 14.2, we rework the problem from Illustra­
tion 14.1 while accounting for the faradaic efficiency of
the chlorine reaction, which for a diaphragm cell is
∼0.96 or 96%. It turns out that the faradaic efficiency
for the Cl2 reaction in a chlor-alkali cell is quite high.
However, that is not the case for reactions in general,
and faradaic efficiencies much less than 1 are frequently
encountered.

There are a number of reasons why the faradaic
efficiency may be less than 1. One of the most important
reasons is the presence of side reactions, which are
reactions driven by the current flow that do not produce
the desired product. We saw previously in Chapter 3 how a
current efficiency can be used to account for such
reactions. In a chlor-alkali cell, oxygen evolution at the
positive electrode is an example of a parasitic (current
consuming) side reaction.

2H2O ! O2 � 4H� � 4e� �Uθ � 1:229 V�

The faradaic efficiency is generally different for the anode
and the cathode. For example, the evolution of oxygen, an
anodic reaction, reduces the amount of chlorine evolved,
and thus, lowers the faradaic efficiency of the anode.
However, oxygen evolution does not affect the efficiency
of the cathode, since it does not influence the amount of
caustic or hydrogen produced at that electrode.

Note that the faradaic efficiency as defined in
Equation 14.1 is slightly different from the current

efficiency introduced in Chapter 3. You should carefully
compare the definitions and note the difference. The
faradaic efficiency is focused on the final rate of product
formation and not just on the electron transfer reaction(s)
at the electrode. Therefore, while the current efficiency
constitutes an important part of the faradaic efficiency,
there are processes that affect the faradaic efficiency, but
do not affect the current efficiency. One such process that
causes a diminished faradaic efficiency involves the
transport of material across the cell. For instance, current
is consumed to produce chlorine gas at the positive
electrode of a diaphragm cell. This chlorine has a small
but significant solubility in the anolyte. The dissolved
chlorine can be transported across the diaphragm to the
catholyte. In the catholyte, chlorine reacts with NaOH
and is not recovered. The chlorine lost to reaction in the
catholyte represents a reduction in the faradaic efficiency,
even though the current efficiency has not changed.
Similarly, hydrogen and caustic can diffuse from the
catholyte to the anolyte. This diffusion process lowers
the faradaic efficiency and may also contaminate the
products.

Contaminants that react with the desired products
represent another possible source of lower faradaic
efficiency. For example, sodium carbonate in the brine
feed reacts with chlorine to reduce the amount of
chlorine produced in the process per coulomb passed
in the cell,

Na2CO3 � 2Cl2 � H2O ! 2HOCl � 2NaCl � CO2

Finally, product recovery can affect the faradaic efficiency.
For example, because of its solubility, a small fraction of
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ILLUSTRATION 14.2

Calculate the electrical power needed to produce the global supply of chlorine using diaphragm cells. Use an annual
production of 44 million metric tons Cl2 per year, and a faradaic efficiency of 96%.

a. As before, we convert the rate of production to kg�s�1 of chlorine:

44 � 106 tons
year

year
365 � 24 � 60 � 60 s

1000 kg
ton

�1395 kg ? s�1 � _mi:

b. With a known mass flow rate and a known efficiency, we can use Equation 14.1 to determine the theoretical mass
flow rate and the total required current.

_mi

ηf
� theoretical mass flow rate � ItotalMi

nF
∴ Itotal � _minF

ηf Mi

1395 kg Cl2
s

mole Cl2
0:07091 kg Cl2

2 eq
mol Cl2

96; 485 C
equiv

1
0:96

� 3:955 � 109 A:

c. To calculate the power, we simply multiply the total current by the operating voltage:

�3:955 � 109 A��3:45 V� � 13:6 GW:

Another way to approach this problem is as follows:

a. Determine Ireaction, which is the current associated with just the desired product.

44 � 106 tons
year

year
365 � 24 � 60 � 60 s

1000 kg
ton

mol Cl2
0:07091 kg Cl2

2 equiv
mol Cl2

96; 485 C
equiv

�3:797 � 109 A � Ireaction:

b. Determine Itotal � Ireaction=ηf � 3:955 � 109 A:
The power can then be determined as above.

the chlorine evolved in a diaphragm cell will be removed
with the flow of the anolyte. This chlorine is lost and not
recovered as product.

Even though it is not the only contributing factor, the
current efficiency remains a critical component of the
faradaic efficiency. The current efficiency for multiple
electrochemical reactions that take place on a single elec­
trode can be calculated as a function of potential and
concentration if the kinetics of the reactions are known
as a function of those variables. Such a calculation, useful
for process optimization, is given in Illustration 14.2.

The next performance measure of interest is the
space–time yield, which is the rate of production per
volume of reactor. It is essentially a measure of reactor
efficiency and is defined as

Y � _mi

VR
� ηf � IMi=nF iarMi� ηf � ; (14.2)

was defined in Chapter 5 for porous electrodes. The differ­
ence is that the volume used for ar is the total reactor volume
rather than just the electrode volume used previously for a.
Mi is the molecular weight, and VR is the reactor volume. Y

�3has units of kg s�1�m . The current, I, and the current
density, i, both correspond only to the portion of the current
associated with the product of interest. In a situation where
there are multiple products, for example, one product at the
anode and another at the cathode, a space–time yield can be
specified for each product with use of the area of the
corresponding electrode. The quantity iar represents the
current per unit volume of reactor. Economic analysis is
at the heart of industrial processes—both capital and oper­
ating costs must be considered. The space–time yield is a
parameter that includes the reactor volume, which will
directly impact the capital cost. Our main tool to minimize
the volume of the reactor is to raise the operating current

VR nF density. The interplay of the current and volume is apparent
where ar, the specific area for the reactor, is the area of the from the space–time yield. For a fixed rate of production, _mi,
electrode at which the production takes place divided by the the volume is inversely proportional to the current. Thus,
volume of the reactor. It is similar to the specific area, a, that high currents or high current densities lead to smaller
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ILLUSTRATION 14.3

In a chlor-alkali cell, it is possible to have oxygen evolution in addition to chlorine evolution at the anode. The evolution
of unwanted oxygen is, of course, a side reaction that reduces the faradaic efficiency. Determine the reaction rates for
each of the two reactions for a chlorine overpotential of 0.08 V. Also calculate the faradaic efficiency at the anode,
considering just the relative rate of these two reactions. Both reactions can be represented reasonably well with a Tafel
expression. The pH= 4 on the anodic side of the cell, and the temperature is 60 °C. The equilibrium potentials versus
SHE are given below at the conditions in the reactor.

Chlorine : Tafel slope � 30 mV; i0 � 10 A ?m�2 UCl2
� 1:31

Oxygen : Tafel slope � 40 mV; i0 � 10�9 A ?m�2 UO2 � 0:99 V

Let’s first determine the overpotentials for the two reactions.

ηchlorine � 0:08 V�given� � V � U: Therefore; V � 0:08 � 1:31 � 1:39 V:

ηoxygen � V � U � 1:39 � 0:99 � 0:4 V:

Now, we can calculate the current corresponding to each reaction. Please review Chapter 3 for the definition of the Tafel
slope if necessary.

ichlorine � i0 exp
2:303

Tafel slope
? ηchlorine � 10 A ?m�2 exp

2:303
0:03

? 0:08 � 4647 A ?m�2:

ioxygen � i0 exp
2:303

Tafel slope
? ηoxygen � 10�9 A ?m�2 exp

2:303
0:04

? 0:04 � 10 A ?m�2:

Based on the relative rates of these reactions alone (ignoring other contributions to the faradaic efficiency),

ηf ;chlorine � 4647
4647 � 10

� 0:998:

volumes and lower capital cost. On the other hand, high
current densities result in high cell potentials, and high
operating costs. Operating efficiency is addressed below
with the third performance measure.

The magnitude of the current density also influences the
type of reactor that can be used economically. When the
current density is sufficiently high (>100 A�m�2), then simple
two-dimensional electrodes can be used. However, high
current densities are not possible for some systems due, for
example, to mass-transfer limitations or side reactions. Pro­
cesses with very low current densities (�10 A�m�2) may
require three-dimensional electrodes, such as the porous
electrodes considered in Chapter 5, in order to be economi­
cally feasible; such electrodes can have high specific areas of
∼5000 m2�m�3. The reactor configurations considered in this
chapter are quite simple. In contrast, a large variety of

configurations of varying complexity are used in practice
(see Further Reading section for more details).

The third performance measure we consider in this
section is the energy efficiency defined as

U
ηenergy � ηf � ηV � ηf � : (14.3)

Vcell

This parameter is the product of the faradaic efficiency and
the ratio of the equilibrium potential to the cell potential. The
last term on the right side is the voltage efficiency defined for
an electrolytic cell. Physically, the energy efficiency is the
theoretical power required to complete the chemical con­
version (IRxU) divided by the actual power used (IVcell). A
key element of this efficiency is calculation of the cell
potential, Vcell, which is discussed in the next section.
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ILLUSTRATION 14.4

If the equilibrium voltage of the diaphragm cell con­
sidered above is 2.25 V, determine the energy effi­
ciency of the cell if the operating voltage is 3.45 V.

ηenergy � U

V
ηf � 2:25 V

3:45 V
0:96� � � 0:65:

Thus, only two-thirds of the energy added goes into
the reaction itself. The balance of the energy ends up
as heat or drives unwanted reactions.

14.3 VOLTAGE LOSSES AND THE
POLARIZATION CURVE

In this section, we examine the different polarizations or
voltage losses present in typical electrolytic cells. The
analysis is largely the same as for any electrochemical
cell. Again, the objective is to establish the relationship
between the potential of the cell and the current density.
Recall from Chapter 4 for an electrolytic cell,

� η � ηVcell � Ucell � ηs;anode s;cathode conc;anode

� η : (4.58b)conc;cathode � jηohmic j
We again use a diaphragm cell as an example. Let’s start by
examining ohmic losses, which are particularly important for
industrial electrolysis cells. The potential drop across a gap of
distancehdue to currentflow between two parallel electrodes is

ih
ηohmic � � iRΩ: (14.4)

κ

For the diaphragm cell, however, the situation is a bit more
complex as shown in Figure 14.3. Separating the two
electrodes is a diaphragm, which is needed to prevent
the product gases from mixing. The diaphragm of thick­
ness hd is a porous sheet with an effective conductivity. We
can estimate the effective conductivity by modifying the
conductivity of the electrolyte to account for the porosity
and tortuosity of the diaphragm, similar to what was done
in Chapter 5. Additionally, there is a gap between the
diaphragm and each of the two electrodes, ha and hc.
Finally, there is resistance associated with current flow
through and connections to the electrical leads. Thus, the
total ohmic resistance of the diaphragm cell is

ha hdτ hcRΩ Ω ? m2 � � � � Rleads: (14.5)
κ κεd κ

Figure 14.3 Cell resistances.

Thefirst three terms on the right side of Equation 14.5 can be
readily evaluated.Rleads depends on the specific connections
and bus bars used in the system. For our purposes, you will
be given the value for this resistance. Some systems may
also have an additional term in Equation 14.5 to account for
ohmic losses across imperfect interfaces, frequently referred
to as contact resistance.

Gas evolution occurs in many industrial electrolysis
cells and can be associated with a product (e.g., Cl2 in the
diaphragm cell) or with side reactions. In Chapter 4, we
saw how gas evolution increases the rate of mass transfer in
a cell. Gas evolution can also have a negative effect by
increasing ohmic losses. As shown in Figure 14.4, gas that
evolves at an electrode produces bubbles that rise along the
length of the electrode due to buoyancy forces. Gas
bubbles displace the electrolyte and cannot carry current.
These bubbles reduce the effective conductivity of the
solution in a fashion similar to the porous membrane
discussed in Chapter 5. One simple expression for this
effect, useful for gas fractions up to about 40%, is

3=2
; (14.6)κef f � κ 1 � εg

where εg is the volume fraction of gas in the gap. As
expected, the conductivity decreases as the volume fraction
of bubbles increases, providing greater resistance to cur­
rent flow. A simple way to use this expression is to assume
that the distribution of bubbles in the electrolyte is uniform
and that the bubbles occupy a certain fraction of the
volume, which can be estimated from the height change
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Figure 14.4 Evolution of gas on an electrode.

that occurs in the level of the electrolyte as a result of the
gas evolution.

To more accurately account for the volume fraction of
bubbles as a function of height and to connect the local
volume fraction explicitly to the local current density, we
consider some early work in this area by Charles Tobias
that applies at low current densities where the bubble
formation is not sufficient to cause circulation of the
electrolyte. Specifically, the analysis assumes a stagnant
electrolyte, no interaction between bubbles, and a single,
constant bubble velocity for all bubbles. The ideal gas law
is also assumed to apply. We make the additional assump­
tion that kinetic overpotentials are not significant and that
the current is controlled by ohmic losses at these low
current densities. With these assumptions, the following
expressions result:

8ΔVκ
ix � ; (14.7)

h�2 � Kx=L�3
ΔVκ�4 � K�

iavg � ; (14.8)
h�2 � K�2

where K is the gas effect parameter,

RTκLΔV
K � : (14.9)

nFph2vbubble

In these equations, ix is the local current density beginning
at the bottom of the electrode, where x= 0, and iavg is
obtained by integrating the local current density over the
electrode surface. The local current density decreases with

increasing height due to the presence of more bubbles (see
Figure 14.4). Also, as before, h is the gap between electro­
des and L is the vertical height of the electrode.

With the assumptions described above, we can also
write

ΔVκef fiavg � : (14.10)
h

Combining Equations 14.8 and 14.10 yields

κ�4 � K�
κef f � �2 � K�2 (14.11)

and

εavg � 0:5K
1 � 0:5K

: (14.12)

Our goal is to find the potential of the cell that corresponds
to a particular current density, which of course is related to
the production rate. To do this, we substitute the known
current density into iavg in Equation 14.8 and solve for ΔV .
Note that K is a function of ΔV . K also includes the bubble
velocity, which depends on the size of the bubble, the
difference in density, and viscosity of the liquid. For single,
small (less than 0.7 mm in diameter), spherical bubbles at
low Re, Stokes flow gives

gd2
bΔρvbubble � : (14.13)

18μ

Bubble diameters (db) of 0.05�0.1 mm are typical. Use
of these equations to calculate ΔV is shown in
Illustration 14.5.

Dimensionally Stable Anode (DSA)

One of the most significant advancements in indus­
trial electrochemistry is the development of stable
metal oxide electrodes or DSA. The first anodes for
chlor-alkali were carbon and then graphite, both of
which were consumed over time, increasing the
electrode gap and requiring costly maintenance.
Titanium is stable in the harsh environment of the
chlor-alkali cell, but forms a nonconducting oxide.
The key innovation was the application of conduc­
tive oxides on Ti to produce a “nonconsumable,”
dimensionally stable electrode. Also, with titanium
as a support, the electrode could be constructed in
the form of meshes and expanded metals. The open
structure allowed gases to be removed more easily,
thus allowing the gap to be reduced.
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ILLUSTRATION 14.5

Estimation of Ohmic Resistance in a Cell Gap
with Gas Evolution

A two-electron reaction with a gas-phase product
takes place in an undivided cell (no separator) at an
average current of 20 A. The pressure is 250 kPa and
the temperature is 300 K. The gap between the electro­
des is 4 mm, the length (vertical) of the electrode is
0.5 m, and its width is 0.5 m. The conductivity of the
solution without bubbles is 5 S m�1. The density and
viscosity of the liquid are, respectively, 1100 kg�m�3

and 0.00105 Pa�s. The gas density is approximately
3.2 kg�m�3 at the stated pressure.

Solution:
All the quantities needed for the gas-effect parame­
ter, K, are known except the bubble velocity and ΔV.
Therefore, we will first determine the bubble veloc­
ity. Once that is known, we can express K as a
function of ΔV and then substitute that function into
Equation 14.9 in order to solve for ΔV.

vbubble � gd2
bΔρ

18μ
� �9:81��0:0001�2�1100 � 3:2�

18�0:00105�
� 0:00569 m ? s-1:

We can now calculate K as function of ΔV.
Substituting the appropriate values into Equation 14.9
yields K= 1.419 ΔV.

Next we substitute this expression for K into
Equation 14.10 for the average current density. The
average current density is

iavg � 20 A
�0:5 m��0:5 m� � 80 A ?m�2:

Therefore,

iavg � 80 Am�2 � ΔVκ�4 � K�
h�2 � K�2

� ΔV�5 S ?m�1��4 � 1:419ΔV�
�0:004 m��2 � 1:419ΔV�2 :

Solving this expression for ΔV gives ΔV=
0.0687 V.

The voltage drop is not large due to the low
current density, which is a requirement for use of the
simplified analysis for the effect of bubbles. The
impact of the bubbles on the effective conductivity is

κef f � κ�4 � K�
�2 � K�2 � 4:66 S ? m�1:

This value is 93% of the original value without
bubbles.

The procedure just illustrated only applies at very low
currents where the electrolyte is stagnant. This condition is
satisfied, at least approximately, when the Reynolds num­
ber defined earlier in Chapter 4,

vsρdh 2V_ ρ
Re � � ; (4.48)

μ �W � h�μ
is less than about 3; even so, the procedure is frequently
used as a first approximation at significantly higher values
of Re. Note that the velocity used in Equation 4.48 is the
superficial gas velocity defined as

_V igas RT L
vs � � ? ? : (14.14)

Wh nF p h

Also, the viscosity and density in Equation 4.48 are based
on the liquid properties. Although this method only applies
at low current densities, it provides a useful illustration of
the effect of bubbles on the ohmic drop. In general, the
flow is more complex as bubbles induce electrolyte flow
and interact with each other. Some of the factors that are
important include coalescence of bubbles, turbulence, the
nonspherical shape of the bubbles, and the effect of the
walls on the flow. Regardless of the complexity, there is a
relationship between the gas evolution rate and the void
volume, and that the void volume impacts the ohmic losses
in solution.

The impact of gas evolution can be reduced by
lowering the current density, increasing the pressure,
and increasing the gap distance. At the same time, there
are strong incentives to avoid these remedies in order to
keep the overall size and cost low, and the energy
efficiency high. There is clearly a need for system
optimization. One notable engineering solution that has
significantly reduced the ohmic resistance associated
with bubbles is the use of perforated electrodes in
some types of cells that allow gas to be removed from
the backside of the electrode out of the current path,
specifically the DSA used in the chlor-alkali industry.
Another important strategy is the use of convective flow
through the gap between electrodes to limit gas buildup
by sweeping the gas out of the cell.

In addition to the ohmic losses described previously,
kinetic losses or surface overpotentials can also be impor­
tant. Industrial processes can most often be described with
Tafel kinetics, and the corresponding overpotential can be
calculated with use of that expression. This is true for a
chlor-alkali cell where both electrode reactions are a bit
sluggish. For chlorine evolution at the anode,

αaFη cCl� Fηa αa ai � i0 exp � i0;ref exp : (14.15)
RT cref RT

Cl�

With αa equal to 2, the Tafel slope is roughly 30 mV per
decade. Using i0= 10 A�m�2 at 60 °C, the anode over-
potential at a current density of 1940 A�m�2 is about
75 mV. Similarly, for the cathodic hydrogen reduction
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Figure 14.5 Polarization in an operating diaphragm chlor-alkali
cell.

process,

Fηαc ci � i0 exp : (14.16)
RT

With αc= 1 and i0= 0.07 A�m�2, the overpotential at
1940 A�m�2 is about 0.29 V. The various polarizations
or voltage losses at this current density are shown in
Figure 14.5. Now that the voltage losses are known, we
can estimate the cell voltage with Equation 4.58b to be
3.45 V. Concentration overpotential, which is not likely to
be large, has been ignored. For a diaphragm cell operating
at 60 °C, the equilibrium potential is 2.25 V. This is the
same cell voltage used in Illustration 14.4 to determine the
energy efficiency.

This methodology can be extended to develop a full
polarization curve that relates the cell potential to the
operating current density. Just as in other systems, this
relationship is essential in designing electrolytic systems.

14.4 DESIGN OF
ELECTROCHEMICAL REACTORS
FOR INDUSTRIAL APPLICATIONS

The process of designing an industrial electrochemical
system is multifaceted, typically specialized to the appli­
cation, and iterative. Our description is limited and
focuses on the key trade-off between size and efficiency.
This balance, illustrated in Figure 14.6, dominates the
design process. Economic considerations are at the heart
of the design of industrial electrolytic processes. As we’ll
explore in more detail, low current densities correspond
to high efficiencies and low operating costs for electric­
ity. On the other hand, lower current densities require
larger electrode areas, and the increased size leads to
greater capital costs.

As noted earlier, there are three important performance
measures for electrolytic processes: the faradaic efficiency
�ηf �, space–time yield (Y), and the energy efficiency
�η �. These are design variables—the engineer has aenergy
hand in selecting these to meet the needs of the application.
In contrast, quantities such as exchange-current densities
and electrical conductivity are considered physical prop­
erties. Additional variables that underlie the performance
measures are shown in Table 14.1. A starting point for
reactor selection and sizing is the desired production rate of
the material, m_ , typically expressed on an annual basis. The

Figure 14.6 Trade-off between size and efficiency is essential part
of design.

Table 14.1 Eight Key Variables for an Electrochemical Reactor

Variable Units Description Comments

�1m_ i kg�s�1 metric tons�yr Rate of production of desired material Size scales with production rate

A�m�2 Current density These three along with the configuration

Vcell V Potential of an individual cell of the cell would be optimized
simultaneouslyηenergy – Energy efficiency

A m2 Total electrode area, sometimes referred to as the Follows directly from Faraday’s law once
separator area i is established

Vs V Voltage of the DC power system

m – Number of cells that are connected in series Follows directly, m � Vs
Vcell

Ac m2 Area of individual electrodes Cells may be placed in parallel

i
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production rate is determined by the opportunity in the
market and will include a target price that can be used for
profitability analysis. As we know, Faraday’s law is used to
convert the production rate to a current for use in reactor
sizing. For the purposes of this text, the production rate is
provided as an input. Detailed costing and profitability
analysis is beyond the scope of this text and, if this is your
objective, you should refer to a design text that covers
economic analyses of processes. Both the current density
and cell potential appear in Table 14.1. Of course, the
current density and potential are coupled through the
polarization curve. This relationship is central to the
analysis of electrolytic systems.

When designing an industrial electrochemical process,
there are many questions to be answered. At what current
density should the system operate? Is it preferred to have a few
very large cells, or would more, smaller cells be better? What
shape should the electrodes take? How should these individ­
ual electrodes and cells be arranged? How will flow of
reactants be distributed within each cell and between multiple
cells? We will discuss these topics in the sections that follow;
you should remember, however, that the topics are all inter­
related. Before going on, let’s look at a quick example where
the current density and production rate are given.

ILLUSTRATION 14.6

Design an electrolysis reactor by determining the total
cell area and number of cells required to produce 6800
metric tons of chlorine per year. The electrolyzer is to
operate 360 days per year at a current density of
4000 A�m�2. The electrodes are 1 m× 2 m in size.

Solution:
1. We first determine the total current required to

produce the desired amount of chlorine. The fara­
daic efficiency is assumed to be one.

6800 tons
year

?
1000kg

ton
?

mol
0:0709kg

?
year

360days
?

day
24hours

?
hour

3600 s
?
96485 C

equiv
?
2equiv

mol
? � 5:95�105 A:

2. Next, we calculate the total area required (anode
area or cathode area).

5:95 � 105 A
4000 Am�2

� 150 m2:

3. Finally, the number of cells:

150 m2

2 m2�anode or cathode�=cell
� 75 cells:

Industrial electrolytic cells can be thought of as elec­
trochemical reactors that are used to generate products
from raw materials with use of electricity. Some types of
reactors can be used for a number of different processes,
while others, such as the Hall–Héroult cell used for
aluminum production, are tailored for one application.
As mentioned previously, a wide variety of reactor types
have been developed; in fact, designing electrodes and
configuring them to accomplish the chosen reactions effi­
ciently has been an active area of applied and theoretical
research. A detailed treatment of a broad spectrum of
reactors is beyond the scope of this text. It will be sufficient
for us to examine just two basic electrode structures and
two means of assembling electrode pairs into an electro­
chemical reactor. Basic electrode structures of importance
here are planar (2D) and porous (3D) electrodes. Configu­
rations will be restricted to (i) assemblies with parallel plate
electrodes, which may be 2D or 3D, and (ii) plug-flow
reactors with porous electrodes. In the first instance, anode
and cathode plates are placed parallel to each other and
separated by a fixed distance that is filled with electrolyte
as shown in Figure 14.3. When the exchange-current
density for the reaction is low, these electrodes are often
made porous to increase the specific interfacial area.
Almost all the applications that we examine will use these
assemblies of parallel plate electrodes. The second
approach is limited to porous electrodes or packed beds
where reactant streams flow through the electrodes.

Establishment of Operating
Current Density
Understanding the relationship between current density
and voltage is essential to setting the design current
density. There are several factors that influence this choice.
One strategy would be to operate at the highest current
density possible, which would be at the limiting-current
density. As seen from Equation 14.2 for the space–time
yield, higher current densities increase Y and result in a
smaller reactor volume for a fixed rate of production. A
smaller reactor (smaller electrodes and less separator area)
corresponds to lower initial costs. However, operation near
the limiting current has its drawbacks.

1. As the limiting current is approached, Vcell increases
rapidly. Both the voltage efficiency and the energy
efficiency decrease with increasing current density,
see Equation 14.5.

2. Operation at the limiting current may lower the current
efficiency, especially for multistep reactions. Thus, the
faradaic efficiency, ηf, is reduced. A lower faradaic
efficiency reduces both the energy efficiency and the
space–time yield. This situation is therefore particu­
larly bad—a larger reactor that is less efficient.
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3. The limiting-current density may exceed the capability
of the available electrode materials or separator mem­
branes and may therefore unacceptably shorten the
lifetime of these materials. For example, high current
operation may lead to excessive cell temperatures that
damage the physical components of the cell.

4. Constant current operation at the limiting current may
not be robust from an operational standpoint, since a
change in the inlet conditions or in the operating
conditions may reduce the limiting current and lead
to undesirable side reactions if operation at the same
value of the current is continued.

In the end, the current density will be selected so that the
profitability of the electrolytic process is maximized. The
choice of current density is both important and complex.
Data on reaction rates, mass-transport rates, ohmic losses,
current efficiencies, and heat removal are needed for design
purposes. For the problems that we will consider in this
chapter, you will either be given the current density,
instructed to operate at the mass-transfer limit, or be given
sufficient information to establish the relationship between
the cell voltage and current in order to determine operation
below the limiting current. In all cases, we will assume a
uniform current density for simplification purposes.

While simplification is necessary for our initial treatment
of the topic, let’s not forget that we, the electrochemical
engineers, have many tools at our disposal to alter the
polarization curve.Theflow rate of reactants can be increased.
Higher flows lead to increased rates of mass transfer and
greater limiting-current densities. The gap between electrodes
can be reduced, resulting in a lower ohmic drop and better
energy efficiency. We may be able to change the concentra­
tion of reactants, which directly affects the limiting-current
density. Catalysts can be added to reduce kinetic polarizations
and improve faradaic efficiency. Porous electrodes may be
used to increase the specific surface area of the electrodes, and
the temperature of the process may be changed.

Electrical Configurations
Once the current density is fixed, the electrode area follows
directly from Faraday’s law and the production rate. From
our experience with electrochemical systems, we know
that the potential of individual cells will be on the order of a
few volts, and certainly less than 10 volts. The scale of
industrial processes requires enormous amounts of elec­
trical power. Most often the electrical power to drive the
electrolytic process comes from high voltage alternating
current (AC) that is then rectified. It’s not practical to
supply vast quantities of direct current (DC) at a potential
of just a few volts. The solution is to place cells electrically
in series to build voltage. The same approach is used for
batteries, double layer capacitors, and fuel cells for high-

power applications. The number of series connections is
established from the system voltage and potential of an
individual cell.

VSnumber of cells in series � m � : (14.17)
Vcell

ILLUSTRATION 14.7

Aluminum is produced in an electrolytic process. The
rectified electrical power supplied is 1200 VDC. If the
individual cells operate at 4.2 V, how many cells are
connected in series?

number of cells in series � m � VS

Vcell
� 1200

4:2
� 286:

Determining the electrode area and the number of cells
connected in series is not the end of the story. When a
system contains more than a single anode and cathode pair
in series, there are two general methods for making
electrical connections: monopolar and bipolar. These terms
have the same meanings as they did for batteries and fuel
cells. In the monopolar configuration (Figure 14.7a), a
separate electrical connection is made to each electrode.
The current through the cell is divided among the electro­
des electrically connected in parallel, nk. Many electrode
pairs can be combined in a single cell. In the individual
cell, all of the anodes in a cell are at the same potential, as
are all of the cathodes. The voltage between each anode
and cathode pair is the same and equal to the cell voltage.
Both surfaces of each electrode are active. These cells can
then be connected in series as needed to add voltage.

The second means of connecting multiple electrode
pairs is the bipolar stack. Here, assemblies of electrode
pairs separated with a solid conductive plate are stacked
like a deck of cards. Current in a bipolar stack flows
straight through the stack and eliminates the need for
connections to each internal electrode; the current distri­
bution tends to be more uniform in the bipolar arrange­
ment. The use of narrow-gap cells is considerably easier
in bipolar stacks. There are, however, a couple of impor­
tant disadvantages. Because the current flows from cell to
cell through a bipolar stack, failure of one cell results in
failure of the entire stack. In contrast, electrodes in a
monopolar arrangement function independently. Also,
because the difference in potential from one end of the
bipolar stack to the other is large, it is possible for a
portion of the current to skip one or more cells and flow
directly to another cell downstream (see Figure 14.7b).
This phenomenon is referred to as a bypass or shunt
current. Bypass currents reduce the faradaic efficiency.
Electron-transfer reactions are still needed for the bypass
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Figure 14.7 Monopolar (a) shown with a separator and bipolar (b) configurations. Current flow is shown for electrolysis. Cell pitch is the
number of electrode pairs per unit length.

currents, and these reactions may be undesired or destruc­
tive to the cell, as is the case for corrosion reactions.
Often this damage is more important than the small loss
of efficiency. Bypass currents can be reduced by elim­
inating bypass pathways, but this can be difficult to do in
an industrial cell where, for example, electrolyte from
different cells flows into a common manifold. Because of
these characteristics, bipolar stacks are standard in fuel
cells and redox-flow batteries, but used less frequently in
industrial electrolysis.

Another key reactor characteristic that needs to be
determined is whether or not a divided cell should be used.
A divided cell uses a separator to create distinct anolyte and
catholyte solutions. If possible, we prefer not to have a

separator since it represents an extra resistance to current
flow between the electrodes. However, as we have noted
previously, the anode is at a higher potential than the
cathode in an electrolytic cell. Therefore, a product or
by-product produced at the anode can be reduced sponta­
neously at the cathode. Similarly, a product or by-product
produced through reduction at the cathode can be oxidized
at the anode. In addition, soluble products may react with
each other in solution. Thus, a principal purpose of the
separator is to prevent loss of faradaic efficiency by
minimizing or eliminating transport of reaction products
in order to prevent undesirable reactions. For example, the
diaphragm in a chlor-alkali cell helps to keep Cl2 that is
dissolved in the electrolyte from reaching the cathode where



Chapter 14 Industrial Electrolysis, Electrochemical Reactors, and Redox-Flow Batteries 335

it would react. Consequently, the faradaic efficiency is
increased by preventing Cl2 reduction to Cl� at the cathode.
A separator can also maintain purity of the anolyte and
catholyte solutions. For example, the diaphragm in a chlor­
alkali cell helps to reduce the amount of Cl� in the catholyte,
which increases the value of the liquid NaOH product.
Finally, separators can prevent the formation of explosive
mixtures such as H2/Cl2. The following questions may be
useful in considering whether or not to use a separator:

1. To what extent is the desired product likely to react at
the opposite electrode?

2. Are there undesirable solution phase reactions that
may be prevented through the use of a separator?

3. Are there safety issues that can be addressed through
the use of a separator?

4. Will use of a separator to create distinct anolyte and
catholyte solutions enhance the value of product
streams or avoid an expensive downstream separation
process?

Flow Configurations
Industrial electrochemical reactors are usually flow
reactors. Streams of reactants into and out of the reactor
are an essential aspect of both continuous and semicon­
tinuous operation. Reactors can also incorporate internal
convection to improve rates of transport, as well as to
improve the concentration and temperature distributions.
Flow can be important for the removal of gases evolved in
the reactor in order to minimize the resistance as discussed
in Section 14.3. For assemblies of parallel plate electrodes,
the flow is principally coplanar across the electrode sur­
face; whereas with plug-flow reactors, the flow is in void
spaces of the porous electrode.

Flow patterns are often unique to the application and
too numerous to categorize succinctly. Nonetheless, we
will identify the basic flow arrangements for an assembly
of cells. For multiple electrode pairs that are housed
together in one assembly (a cell for monopolar or a stack
for bipolar), there are two principal flow arrangements:
parallel flow and series flow. Figure 14.8 illustrates the

Figure 14.8 Basic flow arrangements. (a) Parallel flow. (b) Series flow.
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difference between series and parallel flow for a monopolar
design. It is clear that parallel flow will have a lower
pressure drop. Series flow enables a greater fraction of the
reactants to be converted in a single pass through the
assembly, at the expense of a larger pressure drop. Prob­
lems associated with gas evolution can be exacerbated with
series flow as bubbles accumulate along the flow path.
Hybrids of parallel and series are also possible. Industrial
practice favors parallel flow where conversion can be
increased by placing cell stacks in series with respect to
flow, or by separation and recycle of reactants.

ILLUSTRATION 14.8

We calculated the total current, electrode area, and
number of individual cells that an electrolysis reactor
would need to have to produce 7500 metric tons of
chlorine per year in Illustration 14.6. Here we assume
membrane-type cells with a cell voltage of 2.95 V.
What would be the electrolyzer current and voltage for
a completely monopolar and a bipolar configuration of
the electrodes?

1. In a monopolar configuration with each electrode
pair connected in parallel, the total current (see
Illustration 14.6) would be 6 � 105 A (75 elec­
trode pairs, each with a 2 m2 area operating at
4000 A�m�2) and the voltage would be 2.95 V.

2. In a bipolar configuration, the same current passes
through each cell in the electrolyzer as it moves
from one end to the other. Therefore, the total
current is equal to the current from a single cell:

�4000 A ? m�2��2 m2� � 8000 A:

The total electrolyzer voltage is equal to the individ­
ual cell voltage multiplied by the number of cells:

�2:95 V per cell��75 cell� � 220 V:

3. The power, of course, should be the same.

Monopolar : Power � IV � �6 � 105 A��2:95 V�
� 1:77 � 106 W

Bipolar : Power � IV � �8000 A��221:25 V�
� 1:77 � 106 W

:

Reactor Volume
The volume of the reactor can be estimated from a knowl­
edge of the electrode area required to meet the desired
production rate and the specific area of the reactor, ar.
Referring back to Figure 14.7, we see that for the parallel
plate construction, we can estimate the specific area from the
cell dimensions, specifically the thicknesses of the electro­
des and the width of the gap between electrodes. The

calculation is straightforward, and the result can be summa­
rized by a quantity called cell pitch (see Section 10.4). This
parameter is simply the number of electrode pairs per unit
length when the repeating units are stacked together.

1
cell pitch � :

center to center distance between
electrodes of the same type

(14.18a)

electrode area 2�length��width�
ar � � � 2 � cell pitch;

total volume �length��width�
cell pitch

(14.18b)

where the factor of 2 in Equation 14.18b accounts for the two
active faces of the electrode. With porous electrodes, there is
a lot of internal surface area inside the electrode, represented
by a, the specific interfacial area of the electrode. However,
even for porous electrodes, we often speak of the superficial
current density rather than the true current density based on
the internal area. When using the superficial current density
with a porous electrode, it is not necessary to include the
internal surface area in our analysis.

ILLUSTRATION 14.9

A process for the electrowinning of zinc uses electrodes
in a bipolar configuration. The gap between electrodes
is 3.0 cm and each electrode (before deposition of Zn)
has a thickness of 1 cm. What is the specific area, ar? If
the electrodes operate at 1700 A�m�2 with a faradaic
efficiency of 93%, estimate the reactor volume needed
to produce 1000 kg�day�1 of Zn. Finally, determine the
space time yield.

cell pitch � 1
1 � 1 � 2 3� � � 0:125 cell cm�1

ar � 2 � cell pitch:

Remember, the factor of 2 arises because areas of both
sides of the anode are counted. The volume can be
determined from Equation 14.2, which is rearranged to

VR � _mi

ηf � iarMi

nF

� 0:86 m3:

Oxygen is evolved at the anode, and at the cathode the
reaction is

Zn2� � 2e� ! Zn

For the space time yield

Y � ηf � iarMi

nF
� 48

kg
m3 ? h

:
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Figure 14.9 One possible scale-up process from fundamental electrochemistry to prototype reactor.

Scale-Up
The process of designing a system for industrial elec­
trolysis is sequential but with some iteration as noted
previously. This characteristic is best illustrated through
an envisioned process to scale-up a reactor. Referring to
Figure 14.9, we might start with fundamental electrode
studies as described in Chapter 6. Basic kinetic data are
obtained and side reactions identified. The effects of
temperature and reactant concentration are often exam­
ined at this stage. The second stage is a complete system
of anode, cathode, and electrolyte, but at a subscale—a
small single cell where the reactants are supplied in large
excess to each electrode. The electrode area of this
subscale cell might be a factor of 10 or more less than
Ac. Of course, at this point, the area for an individual
electrode and the total area are only estimates. These
estimates will be refined at each stage. For this subscale
cell, uniform current density is assumed and often there
are no mass-transfer limitations.

The next step is to increase the area of the cell to its full
size; that is, Ac. At this stage, the flow configuration is set
and the design includes the effect of finite utilization
(conversion) of reactants, u:

amount reacted
u � : (14.19)

amount supplied

Utilization can be defined for an electrode, a cell, or a cell
stack. Finally, these individual electrode pairs are con­
nected together to form a system. As noted previously,
electrodes are almost invariably connected together electri­
cally (series–parallel combination) to build voltage. The
cell may also be combined to form one or more mechanical
assemblies. The flow rates of reactants and products are
critical elements of the final cell design.

Finally, we note that there is off-the-shelf hardware
available for initial evaluation of a process and prototype
development. One example is the so-called plate-and­
frame assembly shown in Figure 14.10. An off-the-shelf
reactor such as this facilitates the development of new
electrochemical processes.

Figure 14.10 Plate-and-frame system that is commercially availa­
ble for process evaluation. Image provided by ElectroCell A/S.

14.5 EXAMPLES OF INDUSTRIAL
ELECTROLYTIC PROCESSES

Industrial electrolytic processes consume about 6% of the
total electrical generating capacity of the United States, and
represent the principal or only method for producing
several important products. This section provides a brief
summary of some important industrial applications.

Synthesis of Inorganic Chemicals
Electrolytic production of chlorine and sodium hydroxide,
introduced earlier in this chapter, represents the largest
electrolytic industry. The process produces chlorine,
sodium hydroxide, and hydrogen from a salt solution.
Production takes place at 60–95 °C and 0.1–1 MPa. Two
types of cells dominated this industry for many years: the
diaphragm cell described at the beginning of this chapter
and a mercury cell. The mercury cell permitted operation at
higher current densities and resulted in products of higher
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purity relative to the diaphragm cell, with similar energy
requirements when the energy required to concentrate the
dilute NaOH from the diaphragm cell is included. A
combination of new technological developments and envi­
ronmental concerns has led to the development of a third
type of cell, a membrane cell, that takes advantage of a
cation-exchange membrane, improved electrodes with
reduced overpotentials, and corrosion-resistant polymers
for cell construction to produce higher purity products than
the diaphragm cell at lower energy consumption rates than
the mercury cell. Therefore, most new chlor-alkali cells are
of the membrane type.

Although at a much lower production scale, dia­
phragm and membrane cells are also used industrially to
produce chlorine and hydrogen from hydrochloric acid.
Hydrochloric acid is a by-product of several important
nonelectrochemical industrial processes. Serious environ­
mental concerns associated with handling and disposing of
HCl can be avoided by converting it to useful products
through electrolysis.

A number of other inorganic chemicals are produced
by electrolysis at a smaller scale than chlorine production.
For example, fluorine gas and other strong oxidizing agents
such as KMnO4, H2O2, and Na2S2O8 (sodium persulfate)
can be produced electrochemically. Recently, reagents
such as hydrogen peroxide (H2O2) have been produced
in situ by electrolysis at the quantity needed for optimal
use. Another example of inorganic chemical production by
electrolysis is high quality MnO2 for battery applications.
In addition to these and other contemporary products, there
are many other products that can be made electrochemi­
cally, but are not currently manufactured that way because
of cost. For example, water electrolysis can be used to
produce hydrogen and oxygen gas at high purity; however,
except for some specialized applications, other methods of
producing hydrogen and oxygen are currently more
economical.

Electrowinning of Metals
Electrowinning is the production of metals from ores by
electrodeposition from a melt or solution. The most impor­
tant industrial electrowinning process is the production of
aluminum using the Hall–Héroult process. In fact, more
electrical power is consumed in aluminum production than
in any other electrolytic process. The key innovation, made
simultaneously and independently in 1886 by Hall in the
United States and Héroult in France, was the discovery that
alumina (Al2O3) is soluble in cryolite (sodium hexafluor­
oaluminate) at about 1000 °C, resulting in a conductive
solution. The overall reaction for the production of alumi­
num is

2Al2O3 � 3C ! 4Al � 3CO2

Figure 14.11 Hall–Héroult process for the production of alumi­
num.

The precise details of the chemistry are not fully under­
stood; consequently, it is difficult to write a complete set
of electrochemical reactions. However, the cathodic
reaction is clearly the reduction of aluminum. Molten
aluminum is denser than the cryolite solution and falls to
the bottom of the crucible where it forms the cell cathode;
it is periodically siphoned off as the desired product as
shown in Figure 14.11. The carbon anode is consumed in
the reaction and is lowered gradually into the cell at a rate
of about 2 cm per day to maintain the desired cell gap.
The other principal reactant, alumina, is added periodi­
cally to the melt through a hopper. Typical faradaic
efficiency is near 90%, but energy efficiency is low,
on the order of 25%.

Other reactive metals produced by electrowinning
from a molten salt include lithium, magnesium, and
sodium, where chloride-based salts are typically used.

Copper and zinc are the principal metals recovered by
electrowinning from aqueous solutions. The hydro­
metallurgical process used to do this includes acid leaching
followed by extraction and then electrowinning. Histori­
cally, most copper has been made by smelting, a competing
process. Electrowinning is performed in lined concrete
tanks into which alternate rows of anodes and cathodes are
placed. The spacing between electrodes is about 5 cm. The
operating current density for copper ranges from 150 to
1500 A�m�2, although maximum values of
350–400 A�m�2 are more common. The cathodic reaction
is the reduction of the metal, which is plated onto the
cathode. The anodic reaction is oxygen evolution on, for
example, Pb electrodes. Electrolyte temperatures range
from 40 to 60 °C, cell voltages from 1.9 to 2.5 V, and
current efficiencies from 80 to 95%. Air sparging, electro­
lyte circulation, or ultrasonic agitation can be used to
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increase mass transport and, consequently, the maximum
current density. The purity of the copper produced by
electrowinning can be quite high (99.999%) and is typi­
cally ready for market. In contrast to copper, most zinc is
now produced by electrowinning, where the process used
is similar to that used for copper. The cell voltage for zinc
electrowinning, however, is somewhat higher at 3.3 V.

ILLUSTRATION 14.10

How much carbon is consumed for each kg of Al
produced? Assume a faradaic efficiency of 100%.

1kg Al
mol Al

0:02698 kg Al
3mol ?C
4mol Al

0:012 kg ?C
mol C

� 0:33kg:

Estimate time before carbon electrode must be
replaced. The carbon electrodes are 1.5 m× 0.7 m
× 0.7 m with a bulk density of 1500 kg�m�3. Assume
a rate production of 1500 kg aluminum per day.

1:5�0:7�0:7m3 1500kg ?C
m3

1kg Al
0:33kg ?C

day
1500kg Al

� 2:2days:

Electrorefining
In contrast to electrowinning, the purpose of electrorefin­
ing is to purify rather than to recover the metal. Aspects of
copper electrorefining were used to illustrate several con­
cepts in Chapter 4—you may want to review those parts.
Metallic copper, often from a smelting process (approxi­
mately 99.5% Cu), is used as the anode. During the refining
process, the copper anode is dissolved and copper is plated
at the cathode. Any impurities that are more noble than
copper stay with the anode and are not dissolved.
Impurities that are more active than copper dissolve
with the copper into the electrolyte. These active
impurities, however, remain in the electrolyte and do
not plate out with the copper at the cathode; they are later
precipitated out or otherwise removed or recovered from
the electrolyte. The net result is the electrodeposition of
high-purity copper at the cathode (e.g., 99.999%).

A variety of metals can be purified by electrorefining.
For example, nickel, cobalt, lead, and tin can all be refined
electrochemically in aqueous solution. Active metals such
as aluminum can also be purified in this manner with use of
a molten salt electrolyte. The cell voltage for electrorefin­
ing tends to be lower than that used for electrowinning as

the equilibrium potential is essentially zero for the electro­
des of nearly the same composition. Current densities are
also modest in order to maintain high purity product and
avoid anode passivity (where applicable). As a result, the
operating cell voltage for copper electrorefining is only
about 0.25 V.

Electrosynthesis of Organic
Compounds
A large number and variety of organic reactions can be
carried out electrochemically. In fact, organic electrochem­
istry is considered to be a mature branch of organic
synthesis, and most organic reactions that involve electron
transfer can be performed by electrochemistry. Types of
reactions include oxidation and reduction of functional
groups, cleavage, substitutions (e.g., halogenation), addi­
tions (e.g., hydrogenation), coupling (e.g., dimerization),
and rearrangement. See Further Reading at the end of this
chapter for examples of specific reactions.

Organic electrosynthesis reactions may be performed
directly or indirectly. Direct synthesis reactions are heter­
ogeneous reactions that take place directly on the surface of
the electrode. In most cases, the electrochemical reaction
forms a reactive intermediate or radical that undergoes
further reaction in close proximity to the electrode surface
to produce the desired product. Indirect electrosynthesis
reactions take place via a mediator, which in turn reacts
homogeneously in solution with the organic reactant to
produce the desired product. The mediator is regenerated
electrochemically once it has reacted to affect the desired
synthesis. Therefore, there are no waste or disposal con­
cerns since the mediator is recycled and not consumed.
Most mediators (catalysts) for indirect synthesis are
inorganic redox couples such as the following:

Reductions: Sn4+/Sn2+, Cr3+/Cr2+, Ti4+/Ti3+, Zn2+/Zn,
Na+/NaHg

Oxidations: Ce3+/Ce4+, Cr3+/Cr6+, Mn2+/Mn3+, Mn2+/
Mn4+, Ni (OH)2/NiOOH, I�/I2,Br�/Br2,Cl�/ClO�

Indirect reactions may be advantageous when they can
be used to replace organic reactions that have a high
overpotential and sluggish kinetics or that tend to passivate
the electrodes. Indirect reactions are also favored when the
redox catalysts can provide enhanced selectivity. The
catalyst regeneration and the chemical reaction steps can
take place in the same reactor (in-cell) or in different
reactors (ex-cell). An ex-cell strategy, made possible
through the use of indirect reactions, permits separate
optimization of the catalyst and organic reactions. Multi-
phase reactions are also possible with the catalyst regener­
ation in the aqueous phase and the organic reaction in a
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separate organic phase. Use of multiple phases can facili­
tate product separation and enhance the commercial via­
bility of a process. As always, however, there are trade-offs
between the simplicity of a direct process and the enhanced
flexibility of an indirect process that must be considered
carefully in the design process.

In spite of the many possibilities that exist, relatively
few organic electrosynthesis reactions have been success­
ful industrially. Even some of the early successes are no
longer performed commercially. Steckhan (2012) esti­
mated that approximately 200 reactions have been per­
formed at the pilot scale with more than 100 commercially
available. It is difficult to get a precise number because the
details of many of industrial processes are often kept
confidential.

The most significant industrial process is the produc­
tion of adiponitrile, an intermediate in the production of
Nylon®. It is the only organic electrosynthesis process
where the volume of production is consistent with that of a
commodity chemical (300,000 metric tons�yr�1). The
reactions are shown below. The cathode reaction is the
electro-hydro-dimerization of acrylonitrile, and oxygen is
evolved at the anode.

2CH2CHCN � 2H� � 2e� ! NC�CH2�4CN (14.20)

H2O ! 2H� � 0:5O2 � 2e�

The overall reaction is

2CH2CHCN � H2O ! 0:5O2 � NC�CH2�4CN (14.21)

These reactions occur in an undivided bipolar stack using
aqueous sulfuric acid as the electrolyte. Another process,
currently under development, is the electrochemical syn­
thesis of ethylene glycol, which has the potential to become
another high-volume process.

There are many potential advantages to the electro­
chemical synthesis of organic compounds. The inherent
advantage is that electrons serve as the oxidizing and
reducing agents. These electrons are, in general,
inexpensive and clean relative to chemical agents. The
rate of reaction is activated with potential rather than
temperature. Thus, the mild conditions characteristic of

electrochemical synthesis are well suited for chemicals that
are heat sensitive. Also, since the current is directly
proportional to the reaction rate, these reactions are inher­
ently easier to control. Closely connected to the ability to
control the process is the potential for high selectivity from
electrochemical processes. Selectivity is particularly
important for high-value specialty products. In spite of
these advantages, the number of commercial processes is
small, as are the volumes produced, as mentioned
previously.

Given the advantages of organic electrosynthesis, why
are there not more successful industrial processes? What
are the key factors that contribute to a successful process?
It turns out that energy costs and initial capital costs
associated with the electrochemical cells are not typically
the problem. At the risk of overgeneralizing, the factors
that are often most important are the availability and cost of
the reactants, the reaction yield that can be obtained, the
ability to inexpensively separate the product(s) from reac­
tant(s), the availability of a suitable, stable electrolyte, and
the ability to achieve an acceptable production rate.
Because of the low conductivity of organic solvents, it
is necessary to add a supporting electrolyte, which must
then be separated from the product downstream. Many
commercially successful processes involve water soluble
reactants and products and utilize sulfuric acid as the
electrolyte. Alcohols and acetic acid are also used indus­
trially with some frequency. Cosolvents can be used to
enhance solubility if needed. Separation can be facilitated
by phase separation where feasible.

Another important factor that may easily be over­
looked is the need to consider organic electrosynthesis
as a design alternative early in process development. It is
difficult and expensive to consider such options at an
advanced stage of design. Consequently, it is important
for commercial success that a company has the expertise
needed to consider electrochemical options as part of their
normal design process. This factor is likely to become
more important in the future as society shifts to solar power
as the primary energy source from which electricity can be
generated directly rather than from fuels as is currently the
case.

ILLUSTRATION 14.11

Naphthoquinone can be formed from naphthalene by the following reaction, where cerium acts as the mediator.



_

_

�
�

Chapter 14 Industrial Electrolysis, Electrochemical Reactors, and Redox-Flow Batteries 341

Regeneration of the mediator takes place in a separate reactor. What is the desired reaction in the regeneration
reactor? If regeneration is done in aqueous solution, what is the most likely cathodic reaction? The faradaic
efficiency can be greater than 90%. What is the most likely side reaction? The standard potential of the Ce3+/Ce4+

is 1.72 V.

Solution:
Since cerium is reduced in order to make naphthoquinone, it must be reoxidized in the regeneration reactor. The
most likely cathodic reaction in an aqueous system is hydrogen evolution. Since the standard potential of the cerium
reactions is well above the oxygen potential, it is most likely that oxygen is evolved during the oxidation process.
Oxygen evolution can be reduced by choosing an electrode surface with a high O2 overpotential.

p

14.6 THERMAL MANAGEMENT AND For the electrolytic systems considered in this chapter,
CELL OPERATION �
As you may have noted, some of the industrial processes
discussed in this chapter operate at high temperatures. The
most extreme example considered is the electrowinning of
aluminum, which takes place in molten salt at temperatures

_W is positive and equal to the power added to the cell in
order to carry out the reaction, IVcell. The heats of reaction
apply to full reactions rather than to half-cell reactions, and
are determined as described in Chapter 2. When operating
at steady state, the term on the left side of Equation 14.22 is
zero. Consequently, one important use of the energy

of almost 1000 °C. How much heat is required to maintain balance is to determine the rate of heat (

__

the required temperature and how is this heat supplied? In
this section, we consider heating and cooling of electro­
chemical systems since temperature control is a critical part
of any industrial process.

_

Let’s begin with an overall energy balance that applies
to a system in which multiple reactions take place. For
open systems, the following energy balance applies:

dT
np q �W

dt m

� �mCp Hin;m Hout;pnm_

_q) that must be
added to or removed from the system in order to maintain a
steady temperature. Let’s illustrate the use of the balance
by applying it to aluminum electrowinning (see Illustration
14.12).

As the illustration demonstrates, heat must be
removed from cells used to produce aluminum. This
situation is typical for an industrial electrolytic process.
Therefore, the focus is on rejecting heat in order to
maintain the desired temperature. The high operating
temperature for aluminum production facilitates heat

riΔHRx;j; (14.22)
transfer from the cell to the environment, which directly
provides the necessary cooling. The formation of a

j

where

_

m=mass of the system, assumed constant [kg]

Cp = average heat capacity of the system [J�kg�1�K�1]

Hout;p = enthalpy of outlet stream p [J�mol�1]

Hin;m = enthalpy of inlet stream m [J�mol�1]

nm =molar flowrate of inlet stream m, [mol�s�1]

solidified molten salt insulating layer on top of the
melt permits the system to flexibly maintain the needed
temperature. However, these characteristics are not
typical of industrial electrolytic cells. For operation
closer to room temperature, heat is removed by placing
heat exchangers in the anolyte and catholyte loops. In
other words, the cooling takes place outside of the
reactor with use of heat exchangers placed in the flow
loops as illustrated in Figure 14.12. Evaporative cooling

np =molar flowrate of outlet stream p, [mol�s
q= heat transferred to the system from the environment

Equation 14.22 can be used to calculate the heat that[W]
would need to be removed to maintain a constant

�1] towers are frequently used to provide a heat sink for
large systems. If operation is assumed to be steady,

_W =Rate of work done by the system on the environ­
temperature. Similarly, Equation 14.22 can be used to

ment [W]
approximate the increase in electrolyte temperature in�1]ri =Rate of reaction of species i [mol�s the electrochemical reactor by assuming adiabatic oper­

ΔHRx;j =Heat of reaction j per mole of species i ation or a known finite heat loss and then calculating the
[J�mol�1] outlet temperature.
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Figure 14.12 Process diagram for Zn electrowinning that
emphasizes cooling of the electrolyte.

ILLUSTRATION 14.12

Energy Balance for Hall–Héroult Cell. An aluminum cell is operating at 4.2 V and 200 kA. The faradaic efficiency is
95%. Assume that the system is at steady state and that the reaction occurs as follows:

2Al2O3 � 3C ! 4Al � 3CO2

Determine the amount of heat that would need to be added to the reactor in order to maintain the operating temperature
of 970 °C. The Al2O3 and C added to the reactor are at room temperature. The carbon dioxide and molten aluminum
leave at the operating temperature of the reactor. The following physical data are known:

Heat capacities [J�mol�1�K�1]:

Al�s� : 20:38 � 1:29 � 10�2 T

Al�l� : 31:75

CO2 : 32:2 � 2:22 � 10�2 T � 3:47 � 10�6 T2

For aluminum: Tmelt= 933.47 K, and ΔHfus= 10,700 J�mol�1.
First, we determine the molar flow rates. Noting that six electrons are transferred for every mole of Al2O3 that

reacts,

_nAl2O3 � ηf I

6F
� 0:328 mol ? s�1; _nC � _nAl2O3 ?

3
2
� 0:492 mol ? s�1;

_nAl � _nAl2O3 ? 2 � 0:656 mol ? s�1; _nCO2 � _nC � 0:492 mol ? s�1:

We now calculate the heat of reaction at 25 °C with use of heat of formation data from standard tables.

ΔHRx � 3
2
ΔHf ;CO2 � ΔHf ;Al2O3 � 3

2
�393:52

kJ
mol

� �1675:7
kJ

mol
� 1:085 � 103 kJ

mol Al2O3
:

For this problem we choose a pathway where the reactants enter and react at 25 °C, and then the products are heated to
the outlet temperature of 1243 °C. All enthalpies are referenced to 25 °C. Therefore, the inlet enthalpies are zero since
they are at the reference temperature. The exit enthalpies are calculated as follows:

HCO2 � ∫
1243

298

Cp T� �dT � 44:403 kJ ?mol�1;

where the expression for the heat capacity was inserted into the integral and evaluated.
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For aluminum, we must account for the change in phase and the heat of fusion.

HAl � ∫
933:47

298

Cp T� �dT � ∫
1243

933:47

Cp T� �dT � ΔHfus � 38:526 kJ ? mol�1

We can now apply the full energy balance, noting that the reaction rate of Al2O3 is equal to _nAl2O3 . Solving for _q

_q � _Welect � _nCO2HCO2 � _nAlHAl � _nAl2O3ΔHRx

_q � � 200 kA� � 4:2 V� � � 0:492
mol

s
44:402

kJ
mol

� 0:656
mol

s
38:526

kJ
mol

� 0:328
mol

s
1:085 � 103 kJ

mol
� �437 kW:

The work term in the equation is negative because it is done on the system rather than by the system. Importantly, we
note that _q is negative. Therefore, heat must be removed from the system rather than added to the system, even for this
high-temperature reaction. This is the typical case for electrochemical systems.

14.7 ELECTROLYTIC PROCESSES
FOR A SUSTAINABLE FUTURE

Electrolytic Fuel Generation
As we look to the future, it seems clear that the sun will be
our primary source of energy. In addition to solar thermal
methods, solar energy can be captured in the form of
energetic electrons and holes, inherently an electrochem­
ical process. Also, since the availability of solar energy is
cyclic, electrochemical processes can be used for energy
storage in order to provide the energy needed in off cycles.

Perhaps more important, the transition to solar energy
as the primary source of energy for society will likely be
accompanied by a shift from fuel-based energy use to
direct use of electricity. Electrochemical devices will
undoubtedly play a critical role in this shift. Electricity
has traditionally been the “high-end” form of energy since
it has most frequently been generated using fuels. Conse­
quently, it has historically been more efficient to use fuels
directly, where possible, rather than to use fuels to generate
electricity, which is subsequently used for the intended
application. This will change as electricity is generated
directly from renewable sources; hence, electrochemical
processes that use electricity directly will have an added
economic advantage. There will also likely be a shift from
centralized generation of electricity to a distributed solar-
based system, which will again impact the use and scale of
electrochemical devices. The same type of shift is already
occurring in the transportation industry, driven by environ­
mental concerns, where portability will continue to depend
on electrochemical devices.

What role, if any, will electrolytic processes play with
respect to fuels in a solar-based system? In applications

where direct use of electricity is not viable, electric power
can be used to generate solar fuels such as hydrogen. This
process is a reversal of the previous paradigm where fuels
were used to generate electricity. Electrolysis of water to
produce hydrogen and oxygen is perhaps the electrolytic
process first considered for fuel generation.

Water Electrolysis
The electrolysis of water is essentially a fuel cell in reverse,
where electricity is used to create hydrogen and oxygen
from water. Therefore, water electrolyzers reflect the types
of technologies that we considered for fuel cells in
Chapter 9. The three principal types of electrolyzers are
alkaline, PEM, and solid oxide.

Most commercial water electrolysis is performed with
alkaline electrolyzers. The electrode reactions are as fol­
lows:

Cathode : 2H2O � 2e� ! H2 � 2OH�

and

Anode : 2OH� ! 1
2

O2 � H2O � 2e�

The net reaction is, of course, just the splitting of a water
molecule to produce hydrogen and oxygen. Figure 14.13
shows the equilibrium potential and thermoneutral poten­
tial (�ΔHRx/nF) for water electrolysis as a function of
temperature. These data assume the water is a vapor. Near
room temperature, where water is a liquid, the two values
are close to one another. At high temperatures, there is
large difference—which is important for high-temperature
electrolysis. The equilibrium potential, which is propor­
tional to the free energy change for the reaction and,
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Figure 14.13 Equilibrium and thermoneutral potentials assuming
gaseous water.

therefore, the minimum potential needed to split the water,
decreases with increasing temperature. In contrast, the
thermoneutral potential does not change significantly
with temperature. Operation at a cell voltage greater
than the equilibrium potential but less than the thermo­
neutral potential would lead to net cooling due to the
reversible heat term (TΔS) for water electrolysis, and
would require the addition of heat to the reactor. Above
the thermoneutral potential, the irreversible losses in the
cell are sufficient to generate the heat needed for the
reaction. Note that, while convenient, analysis with the
thermoneutral potential is approximate for an open system
such as an electrolyzer since it does not account for the
enthalpy of the inlet and outlet streams. Therefore, where
possible, use of the full energy balance, Equation 14.22, is
preferred.

Voltage losses as a function of current density in a
typical alkaline electrolyzer are shown in Figure 14.14.
The overpotentials for both the anodic and cathodic
reactions are significant. As expected, ohmic losses
become more important at the higher current densities.
Since the energy efficiency is a direct function of the
operating voltage, a trade-off exists between the absolute
amount of hydrogen that can be produced in a given
electrolyzer and the energy efficiency at which it can be
produced. Commercial electrolyzers typically operate at
cell potentials below 2 V and current densities between
1000 and 3000 A�m�2. Note that at 25 °C, Uθ= 1.229 V
and the thermoneutral potential is 1.481 V (assuming
liquid water). Given the relatively sluggish kinetics at
these temperatures, operation below the thermoneutral
potential is not practical.

Figure 14.14 Electrolysis of water at 40 °C.
Source: Adapted from Ulleberg 2003.

Both monopolar and bipolar alkaline electrolyzers are
available, although the bipolar configuration is more com­
mon. The electrolyte consists of 25–30 wt% KOH, which
has a relatively high electrical conductivity. The decision to
operate at high rather than low pH is based on material’s cost
and stability. Specifically, corrosion problems are less
severe at high pH than under acidic conditions. Cells
traditionally operate at temperatures ranging from 65 to
100 °C. Input or makeup water must be relatively pure
(κ< 500 μS�m�1) in order to avoid the buildup of impurities
in the cell. Alkaline electrolyzer technology is considered to
be mature with a life expectancy of up to 15 years. High-
temperature alkaline cells have also been developed; these
cells operate at temperatures up to 150 °C in order to
improve conductivity and reaction kinetics, although water
management is an issue at the high temperatures.

ILLUSTRATION 14.13

Efficiency of an Alkaline Water Electrolyzer
A bipolar alkaline water electrolyzer is operated at

80oC and consumes 100 kW during operation. The
voltage between each anode and cathode is 1.85 V,
and the corresponding equilibrium voltage at the
operating temperature is 1.18 V. The current density
is 1500 A�m�2 (assume uniform) and the faradaic
efficiency is 98.5%. The electrodes are 1 m2. Please
determine the operating current and voltage of the
stack, the number of cells in the stack, the rate of
hydrogen production, the energy efficiency of the
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electrolyzer, and the specific energy for hydrogen
production (kWh�Nm�3, where Nm3 is a “normal”
m3 at 0 °C and 100 kPa).

Operating current: (1500 A�m�2)(1 m2)= 1500 A.

Stack voltage: 100 kW� � 100;000 W
kW

1
1500 A � 66:7 V.

Number of cells: 66:7 V 1 cell
1:85 V � 36 cells.

Rate of H2 production:

0:985 1500 A
cell 36 cells� � 1

2 96;485� � C ? mol�1 �
0:276 mol ? s�1 � 993 mol ? h�1:

Use the ideal gas law to determine the volumetric flow
rate of hydrogen.

Use normal volume of hydrogen (Nm3): � 22:5
Nm3 ? h�1.

Specific energy consumption: 100 kW
22:5 � 4:44

kW ?Nm�3h�1.

Energy efficiency (percent of energy consumed that
results in hydrogen production): 0:985 1:18

1:85 100 � 63%.

An efficiency based on the HHV of hydrogen gas
�3:54 kW h=Nm3� is also sometimes reported,

3:54 kW h=Nm3

4:44 kW h=Nm3
100� � � 80%:

Water electrolyzers based on proton exchange mem­
branes (PEM) are also manufactured. These electrolyzers
first appeared during the Space Race in the 1960s, and use
technology similar to that of PEM fuel cells. The electrode
reactions are as follows:

Cathode : 2H� � 2e� ! H2

Anode : H2O ! 1
O2 � 2H� � 2e�

2

Hydrogen production rates in PEM electrolyzers are low
relative to alkaline cells, in spite of the fact that the current
densities are higher. The low production rate is due to the
smaller electrode surface area (superficial) in the cell. Use
of an ion-exchange membrane provides enhanced safety
and increased purity due to the low gas permeability of the
membrane. PEM electrolyzers operate well at partial load
and have good dynamic performance. The major disad­
vantages of these electrolyzers are higher initial cost due to
the membrane and catalysts, shorter lifetimes, and lower
hydrogen production capacity.

A promising technology for water electrolysis that is
still at the research stage is that of solid oxide electrolyzers
(SOEs). Analogous to solid oxide fuel cells, these devices

operate at high temperature and utilize a solid, ceramic O2�
conducting electrolyte. The reactions are as follows:

Cathode : H2O � 2e� ! H2 � O2�

Anode : O2� ! 1
O2 � 2e�

2

Operation at temperatures up to 1000 °C provides some
important advantages. Reaction rates are much faster at
high temperature, which circumvents the need for expen­
sive catalysts. Also, the equilibrium voltage decreases with
increasing temperature—at 1000 °C U= 0.922 V. That
means that less electrical power is needed to drive the
reaction in the desired direction to produce hydrogen and
oxygen. As seen in Figure 14.13, at 1000 °C, the thermo­
neutral potential is 1.291 V. It is easy to conceive of a
condition where the cell potential is below the thermoneu­
tral potential. This means that, if available, high-tempera­
ture heat rather than electricity could be used to provide
some of the energy needed to carry out the reaction.
Consequently, these SOEs are viewed as a candidate for
coupling with high-temperature gas-cooled nuclear
reactors to provide both the electrical energy and high-
temperature heat for optimal operation. SOEs also provide
the advantage of fuel flexibility since, for example, they are
capable of directly reducing CO2 to CO or a combination
of H2O and CO2 to syngas (H2 and CO) if desired. The
primary concern with SOEs is the lack of suitable materials
to provide the lifetime needed for industrial applications.

In spite of recent and continuing developments, water
hydrolysis is still more expensive, in general, than hydro­
gen generation from hydrocarbon sources. Consequently,
only about 4% of hydrogen is currently produced from
water. The largest electrolytic hydrogen plants worldwide
are located in proximity to hydroelectric generation facili­
ties in order to take advantage of inexpensive off-peak
power.

Other Electrolysis Processes
There are several other electrolytic processes that may
offer advantages over water electrolysis. Two key advan­
tages include: (1) use of a waste stream to produce the
desired fuel and perhaps other valuable products while
simultaneously cleaning up the stream and (2) reduction of
the voltage, and hence the energy, required for hydrogen
production. It may also be possible to design or modify
processes that have traditionally treated hydrogen as an
undesirable by-product to produce hydrogen as one of the
intended products. Two examples of alternative processes
for hydrogen generation include the electrolysis of HCl and
the electrolysis of NH3.

Waste streams rich in ammonia can be treated by
electrolysis to produce hydrogen gas while simultaneously
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cleaning up the stream. The equilibrium potential for the
electrolysis cell is 0.06 V, much lower than that for water
electrolysis (1.229 V). Thus, hydrogen production from
ammonia waste streams would require much less energy
than that required for water electrolysis. In a similar
fashion, urea-contaminated wastewater can also be treated
by electrolysis (U= 0.37 V). In addition, both of these
processes contribute in a positive way to the reduction
of the amount of fixed nitrogen, which has increased
significantly as a result of human activity. Finally, another
electrochemical process for hydrogen production involves
the use of a photoelectrochemical cell. This process will be
treated separately in Chapter 15.

Wastewater Treatment
Several of the processes just mentioned involve the use of
electrochemical reactors in environment friendly ways to
produce useful products while simultaneously cleaning up
waste streams. Another use of electrochemical technolo­
gies is for the cleanup of industrial effluent streams con­
taining dilute concentrations of toxic materials. To
illustrate, electrochemical methods can be used to remove
toxic metal ions and have been the subject of renewed
interest as regulations have been tightened. For many
metals, it is no longer feasible to meet the specified limits
for effluent discharge with use of conventional hydroxide
precipitation methods. Also, the cost of disposing of the
precipitation sludge has increased dramatically as such
disposal must ensure that ground contamination by leach­
ing out of the metal ions does not occur. In addition,
remediation of water pollution caused by low concentra­
tions of pharmaceutical residues is of significant recent
interest and can be done electrochemically. In the treatment
below we assume the following:

� The concentration of the contaminant is dilute. There­
fore, removal of the contaminant does not change the
liquid flow rate to any appreciable extent.

� The removal or cleanup of the contaminant is mass-
transfer limited.

� The inlet flow rate and concentration are known.

� The outlet target concentration is known (typically set by
regulation).

� Operation is continuous and steady state.

� The reactor cross section is constant and variations only
occur in one dimension along the length of the reactor.

� Axial diffusion is not significant.

� Excess supporting electrolyte is used to enhance the
conductivity and reduce the potential drop in solution.

The situation that we consider here involves a three-
dimensional porous electrode. Our objective is to estimate

the size of reactor needed to clean up the stream to the
desired level. The flow-through and flow-by configura­
tions, as well as the required material and charge balances,
were presented in Chapter 5. Key results are repeated here
for convenience. The concentration distribution under
mass-transfer control is a function of x only:

akccA � cA;in e�αx; where α � ; (5.57)
εvx

where vx is the actual velocity of the fluid in the pores in the
direction of interest (εvx would be the superficial velocity).
Even though the local rate of reaction is controlled by mass
transfer, current must still flow in solution between the
upstream counter electrode and the three-dimensional
electrode of interest. Again, as we saw in Chapter 5, the
current in solution is

�αx � e�αLe : (5.60)i2 � nFεvxcA;in

Finally, there is a potential drop in solution associated with
the current flow. We consider the most common situation
where σ≫ κ. Under such conditions, the change in over-
potential is equal to the change in the potential in solution
across the thickness of the electrode.

β �αLΔϕ2 � 1 � e � βLe�αL; (5.62)
α

nFεvxcA;inwhere β � :
κef f

You may be wondering why we care about the potential
drop and change in overpotential if the system is at limiting
current and controlled by mass transfer. To illustrate, consider
Figure 14.14, which shows the current density as a function of
overpotential. At limiting current, the current does not change
with changing overpotential. However, if the overpotential is
increased too much, the current will again increase due to side
reaction(s). Side reactions should be avoided since they
consume power and may have significant additional negative
impacts on the process. For the process under consideration,
side reactions are avoided by limiting the potential drop in
solution, which limits the range of overpotentials in the
system. The maximumΔϕ2 depends on the specific chemical
system, but is usually between 100–300 mV. Equation 5.62
can be rewritten as

nFvs2

Δϕ2 � ϕ2 jx�0 � ϕ2 jx�L �
κef f kca


kcacA;in � cA;out � LcA;out ; (14.23)
vs

_where the superficial velocity, vs=V/Ac. Equation 5.57
can be used to relate the concentration at the outlet to the
thickness L of the electrode as follows:

vs cinL � ln : (14.24)
akc cout
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In writing the equation in this form, we recognize that kcm
is a function of the velocity through the bed, vx, which will
vary with both V and Ac. The following correlation from_

Wilson and Geankoplis for packed beds at low Re can be
used:

kcε 2=3 � �2=3� �Sc 1:09 Re :� � (14.25)
vs

This correlation applies to a packed bed of spherical
particles: 0.0016<Re< 55, 168< Sc< 70,600, and 0.35<
ε< 0.75. Mass-transfer coefficients in electrochemical

4 �1reactors typically vary between 10�6 and 10� m�s .
Our goal is to perform a preliminary calculation of the

size of the flow-through reactor. In doing so, we note that
there are multiple combinations of cross-sectional area and
length that will provide the desired outlet concentration.
Also, the simple model used here seems to indicate that the
length of the porous bed should be as short as possible
since a short length would minimize the potential drop and
the pressure drop through the bed (Figure 14.15). How­
ever, practical issues such as the nonuniformity of current
across a large area and the difficulty of fabricating and
obtaining uniform flow over a thin bed with a large cross
section become important. Where possible, we recommend
that a cross-sectional area consistent with a commercially
available electrolyzer be chosen in order to avoid the
design and fabrication of a custom system. In practice,
the final design decisions will be based on an optimal
return on investment.

Figure 14.15 Current potential relationship with a side reaction.

The preliminary design calculation can be performed
as follows:

1. Choose an initial cross-sectional area for the reactor
(best if aligns with that of a commercial available
reactor).

2. From the total flow rate, cross-sectional area, and void
fraction, calculate vs and vx.

3. Use vx to estimate kc for the bed with use of a
correlation or from experimental data.

4. Calculate the length L of the bed with use of
Equation 14.24.

5. Repeat the above steps for several possible values of
the cross-sectional area until a value for L that is
comparable to that of the height and width of the
unit is obtained.

6. Use Equation 14.23 to check if the maximum potential
drop has been exceeded for the chosen value of L.

7. If the absolute value of the potential drop is lower than
the specified maximum, the initial sizing of the electro­
lyzer is complete. If the potential drop is too high,
increase the cross-sectional area until the potential
drop no longer exceeds the specified maximum.

Illustration 14.14 demonstrates this general procedure.

ILLUSTRATION 14.14

Removal of Hg from a dilute product waste stream.
A stream containing 4 ppm by weight of Hg is to be
cleaned to an outlet concentration of 0.05 ppm with
use of a particulate flow-through electrode. The flow
rate of the stream is 20 m3�h�1. The packed bed is
45% porous and is made from particles that are 1 mm
in diameter. The effective conductivity of the electro­
lyte is 10 S�m�1, significantly lower than the elec­
trical conductivity of the solid bed. The removal
reaction is cathodic, and the anode is located
upstream from the porous electrode. Please deter­
mine the size of the porous bed needed to carry out
the desired reduction in Hg concentration. The
maximum potential drop across the 3D electrode is
200 mV. The diffusivity of the soluble Hg species is
0.7× 10�9 m2�s�1. Assume a two-electron process.

Solution:
Initially, we choose Ac= 1m2 as this size is fre­
quently used in practice.

The superficial velocity is: vs= _V/Ac= (20
m3�h�1)/(1m2)= 20 m�h�1= 0.0056 m�s�1

Using ρ= 997 kg�m�3, μ= 0.89 mPa�s, we find
that Sc= 1276, and Re= 6.22; therefore, from
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Equation 14.25,

kc � 3:4 � 10�5 m ? s�1:

The specific area of the bed can be approximated
from the particle size assuming spherical particles:

a � 6
dp

1 � ε� � � 3300 m�1

We can now calculate the length of the bed:

L� vs
akc

ln
cin
cout

� 0:0056 m ?s�1

3300m�1� � 3:4�10�5 m ?s�1

ln
4

0:05
� 0:22m:

Note that the units on the concentration do not
matter for this calculation as long as the ratio is
accurate. However, concentration in mol�m�3 is
needed to check the potential drop. The values of the
concentration are

cin � 0:0199 mol
m3

; cout � 0:000249 mol
m3

:

We can now check the potential drop in solution:

ϕ2 jx�0 � ϕ2 jx�L � nFvs2

κef f kca

cA;in � cA;out � kca

vs
LcA;out � 0:10 V:

This value is smaller than the specified maxi­
mum. Therefore, these dimensions are acceptable.

Ac [m2] L [m] Δϕ [V]

1 0.22 0.10
0.75 0.27 0.16
0.5 0.35 0.32

Noting that L is a bit smaller than the height and
width (assuming a square cross section), it should be
possible to reduce the cross-sectional area and
increase the thickness. The table provides a summary
of values considered.

Examination of these values shows that L cannot
be increased substantially without reaching the
voltage limit of 0.2 V. In this case, one would look
for a commercial reactor whose cross section is about
0.75 m2.

14.8 REDOX-FLOW BATTERIES

The redox-flow battery is a battery in the sense that it is
used to store and release energy. However, it operates
much like a combination of a fuel cell (discharge) and an
electrolyzer (charge). In contrast to typical secondary
batteries where the reactants are part of the electrode,
the reactants and products in a flow battery are contained
within the electrolyte, which circulates through the cells.
As we’ll see in a moment, this situation allows for decou­
pling of the power and energy requirements for the system.
There are numerous possible redox couples; here we will
focus on the vanadium system as an example.

The vanadium redox-flow battery (VRB) employs two
vanadium redox couples for the negative (V3+/V2+) and
positive electrodes (VO2

+/VO2+) as follows:

V3� � e� � V2� �Uθ � �0:26 V� (14.26)

VO�
2 � 2H� � e� � VO2� � H2O �Uθ � 1:00 V�

(14.27)

Figure 14.16 illustrates how the system operates. A solu­
tion (anolyte) circulates through the negative electrode. A
separate solution circulates through the positive electrode,
the catholyte. Both solutions are acidic, and a proton
exchange membrane is used to keep the solutions separate.
During discharge, V(II) is oxidized to V(III) at the negative
electrode. Electrons travel through the external circuit as
usual, and the current in solution is carried primarily by
protons. One mole of protons moves across the ion-

Figure 14.16 Vanadium redox-flow battery. Reactions and trans­
port are shown for discharging.
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exchange membrane for each mole of vanadium that is
oxidized. These protons react with VO2

� and electrons
from the external circuit to form VO2� and water according
to Equation 14.27.

As just mentioned, the negative and positive electro­
des are separated by an ion-exchange membrane (see also
PEM, Chapter 9) that prevents the mixing of electrolytes
and allows for transport of protons between the electrodes.
The ideal characteristics of this separator are low perme­
ability to vanadium cations, high proton conductivity, as
well as mechanical and chemical stability.

The electrochemical cell is sized to meet the
maximum power [W] and voltage requirements. Indepen­
dently, the energy requirement [W�h] can be accomplished
simply by adding a larger storage tank for reactant-
containing electrolyte. This decoupling is shown in
Illustration 14.15.

ILLUSTRATION 14.15

A VRB energy storage system is to provide 1 MW of
power for a period of 4 hours at 400 VDC. If a cell
operates at 4 kA�m�2 and 1.23 V, determine the total
cell area and number of cells in the cell stack. Next,
calculate the size of the storage tanks. Assume a one-
electron reaction and 1 M concentration for both
electrodes.

Cells are sized for power. First, estimate total cell
area needed to satisfy power requirements:

A � P

iVcell
� 1 � 106 W

4000 A ?m�2� �1:23 V
� 203 m2:

The number of cells and individual cell size are

m� Vs

Vcell
� 400V

1:23V
� 325; Acell � A

m
� 203

325
� 0:625m2:

Tanks are sized to meet the energy requirements. The
volume of each tank needed for a 4 hour capacity is

V �Ait

Fc
� Pt

FcVcell

� 1�106 W 4� �3600s

96;485C ?mol�11000 mol ? m�31:23V
� 121m3:

Note that the discharge time does not enter into the
determination of cell area. Similarly, the volume
depends on the product of power and time (energy)
and is independent of the rate.

Figure 14.17 Example of polarization curve for the vanadium
redox-flow battery at a high state of charge.

The analysis to find the relationship between current
density and potential closely follows the developments
made in earlier chapters for electrochemical cells. During
discharge, the potential of the cell is the equilibrium
potential minus the ohmic, kinetic, and concentration
polarizations. Example charge and discharge curves are
shown in Figure 14.17.

There are many ways to operate the system. It is
instructive to write the equilibrium potential for the
VRB. With activity coefficients neglected, the change in
cell potential with reactant and product concentrations is
clear.

2

U � Uθ � RT c
V2�cVO2

�
ln 2 : (14.28)

2F c
V3�cVO2�

To minimize the volume of anolyte needed, we would like
to convert nearly all of the V(II) to V(III). There are a
couple of ways to effect this conversion. First, we could
have the anolyte pass through the cells just once. Achiev­
ing full conversion would mean that the concentration of
our reactant, V(II), would go toward zero at the exit of the
cell. At that point, the equilibrium potential would drop
and kinetic and mass-transfer polarizations would become
very large. The negative effects associated with this
approach could be mitigated to some degree by lowering
the operating current density, but that would increase the
size of the cell. A second option is to recirculate the anolyte
as shown in the figure so that the reactants make many
passes through the cell. The conversion during each pass is
not high, but after many passes a high overall conversion is
achieved. In the extreme, let’s imagine that we circulated
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so rapidly that the anolyte was always well mixed. In this
instance, the cell polarizations are minimized but the
equilibrium cell potential would change during discharge
much like a battery does. These cases are explored further
in the problems at the end of the chapter.

Just like other industrial electrochemical systems,
economic considerations are paramount for redox-flow
batteries. As such, the energy efficiency of the system is
a critical metric. We can define efficiency as simply the
ratio of the electrical energy out and the electrical energy
in, sometimes called round-trip efficiency. If side reactions,
crossover, and parasitic power are ignored, this can be
approximated with the voltage efficiency of the charge and
discharge process,

electrical energy out from the discharge
η �

electrical energy supplied during charge

ηdischarge Vdischarge
V cell� � (14.29)
ηcharge Vcharge

V cell

Using the data from Figure 14.17, we can estimate the
current density required to achieve a round-trip efficiency
of 65% to be about 2400 A�m�2 (1.35/2.09= 0.65).

Redox couples for flow batteries

The vanadium couple is only one of many that are
possible for the redox-flow batteries. The key factor in
commercialization of flow cells is, of course, econom­
ics, and here the cost of vanadium is quite high. The
ideal couple would have

� Highly reversible reactions

� Earth abundant materials

� Low-toxicity

� Noncorrosive

� High solubility

� High equilibrium potential

CLOSURE

Industrial electrolysis uses electrical energy to create desir­
able products via electrochemical processes. In this chap­
ter, we considered several industrial processes of economic
importance, including the production of chlorine and
aluminum. We also applied the fundamental principles

learned previously to help us understand the operation of
electrolysis cells. Design criteria for electrochemical
reactors were discussed and applied, and methods for
approximating reactor size were demonstrated. The ther­
mal management of industrial cells was also considered,
with the help of an overall energy balance. Finally, we
examined several ways in which electrochemical processes
can be used to help achieve a sustainable future. As with
any commercial product, economic considerations are
critical and the cost of electricity often drives the feasibility
of large industrial processes.
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PROBLEMS

14.1 What is the minimum energy required to produce a kg of
NaOH from a brine of NaCl? Compare this number
with typical values reported industrially of 2100–
2500 Wh�kg�1. What are some factors that account for
the difference? A rule of thumb for the chlor-alkali
industry is that two-thirds of the production costs are
electrical energy. If the cost of electricity is $0.06/kWh,
estimate the cost to produce a kg of Cl2.

14.2 The third and most modern design for the chlor-alkali
process uses an ion-exchange membrane instead of the
porous diaphragm. The membrane allows cations to per­
meate through but is an effective barrier for anions and
water. How would the cell design change for this approach?
Identify possible advantages and disadvantages to the
membrane design.

14.3 An alternative chlor-alkali process has been proposed.
Rather than evolving hydrogen, the cathode for a mem­
brane cell design is replaced with an oxygen electrode.
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Write the cathodic reaction at the oxygen electrode.
Compare the equilibrium potential and theoretical specific
energy for Cl2 production with that for the conventional
cell. What are some advantages and challenges with this
concept?

14.4 HCl (g) is a waste product in a number of chemical
processes. Ideally, the HCl could be converted to Cl2(g)
economically. There are several paths to do this conversion
including the Deacon process, which is not electrochemical.
You are investigating the direct conversion of anhydrous
HCl in an electrochemical cell analogous to a proton
exchange membrane fuel cell. A proton-conducting mem­
brane serves as the separator and electrolyte. Write the
overall and electrode reactions for this process. What is the
equilibrium potential?

14.5 Calculate the theoretical specific energy (W�h�kg�1) to
produce Al. Use the reaction shown in Section 14.5 at
standard conditions. The U.S. Geological Survey provides
the commodity price of Al, http://pubs.usgs.gov/sir/2012/
5188/. If the energy efficiency of the process is 30%, what is
the maximum price of electricity needed to make the
process feasible?

14.6 An aluminum electrowinning process operates at
960 °C. At these conditions, the equilibrium potential
is 1.22 V. If the cell is operating at 4.19 V with a
faradaic efficiency of 92%, what is the energy efficiency
of the process?

14.7 How much electrode area is needed to supply the world
with Al? Use a production rate of 20 million metric tons
per year. Assume the current density is 900 A�m�2 and a
faradaic efficiency of 0.97. What is the annual release of
carbon dioxide to the atmosphere? For comparison, in
the United States, about 1.5 billion metric tons per year
of carbon dioxide are emitted by the transportation
sector.

14.8 During electrowinning of aluminum, some of the deposited
material dissolves back into the melt. If the rate of dissolu­
tion is constant (x g�s�1), develop a relationship for the
faradaic efficiency of the process as a function of current
density, i. Do the experimental data in the table support this
model?

�2]i [A�m ηf

441 32.8
803 59.0
1190 71.9
5010 93.5
7520 94.6
9990 94.4

14.9 Use the parameters from Section 14.3 for the chlor-alkali
cell to develop a polarization curve. If the total cost

(installation and operating) is given by 0.01 Ac + 5 Vcell,
at what current density are costs minimized?

14.10 A key advantage of the DSA for the chlor-alkali process is
the removal of gas from the electrode gap. Consider an older
design where the gas bubbles remain in the gap. Estimate
the optimum electrode gap (minimum ohmic loss) for a 1 m
long cell operating at 65 °C, 150 kPa, and 2500 A�m�2. If it
were desired to keep the ohmic loss to less than 200 mV to
achieve high-energy efficiency, at what current density
would the cell need to operate? Use 0.5 mm for the bubble
diameter.

14.11 A chlor-alkali plant has a capacity of 35,000 metric tons
chlorine per year. If electricity costs are 0.06 [$�kWh�1],
what are the annual savings and reduction in production
costs per ton of chlorine for each mV of reduction in
overpotential? Assume a faradaic efficiency of 0.95. The
dimensionally stabilized anode (DSA) is able to reduce the
overpotential by about 1 V at 10 kA�m�2. Does describing
the DSA innovation as “one of the greatest technological
breakthrough of the past 50 years of electrochemistry” seem
justified?

14.12 For the diaphragm process shown in Figure 14.1,
develop equations for material balances around the
cell. Show how to relate the composition of the cathode
liquor (caustic) to design parameters. Assume a produc­
tion rate of 20 kg�h�1 chlorine per hour and that the feed
is a saturated brine of NaCl. Include parameters for
current efficiency, solubility of chlorine in the brine,
and back diffusion of OH�.

14.13 A gas-evolving electrode operates with a gap of 4 mm and
the height of the electrode is 0.5 m. The two-electron
reaction with a gas-phase product takes place in an
undivided cell (no separator) at an average current density
of 200 A�m�2. The pressure is 150 kPa and the temperature
is 35 °C. Use a bubble velocity of 6 mm�s�1. The conduc­
tivity of the solution is 5 S�m�1. It is proposed to reduce the
gap to 2 mm to reduce ohmic losses. Is this a good idea?
Explain your answer and include a sketch of the current
distribution for the two cases.

14.14 For the following processes, indicate whether a divided cell
is needed and why. Also indicate whether a bipolar config­
uration is feasible: (a) electrorefining of tin, (b) production
of naphthoquinone (Illustration 14.10), (c) redox-flow bat­
tery, and (d) production of adiponitrile.

14.15 A monopolar cell for electrowinning of copper is an open
tank that contains multiple parallel plate electrode pairs
electrically connected in parallel. If the distance from cathode
to cathode is 75 mm, the current density is 280 A�m�2, and the
faradaic efficiency is 0.84, calculate the space–time yield.
Why is there one more anode than cathode in the cell? Discuss
any advantages that might result from making the anodes and
cathodes slightly different sizes.

14.16 The cell for electrowinning of zinc is made up of 100
electrode pairs in a monopolar arrangement. Each electrode

http://pubs.usgs.gov/sir/2012/5188/
http://pubs.usgs.gov/sir/2012/5188/
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is 1.4× 0.7 m. Given an electrode gap of 30 mm, and the
i= 3000 A�m�2. The rate of flow of electrolyte is
120 m3�h�1, and enters the cell at a concentration of
100 kg Zn2+ m�3. How would you propose to flow electro­
lyte to the cells. Sketch the current density on the electrode.
Why wouldn’t bipolar stack be practical for this
application?

14.17 You are setting up a tank house for the electrowinning of
Cu. The electrical supply is 180 VDC and 40 kA. For a
1 m2 cell operating at 300 A�m�2, the potential of the cell
is 2.0 V and the faradaic efficiency is 85%. Using these
conditions, how would you configure the tank house? If
the equilibrium potential is 1.45 V, what is the energy
efficiency of the process? The cathode cycle is 4 days,
during this time by how much does the mass of the
cathode increase? Assuming that the tank house operates
340 days per year, what is the annual production rate of
copper?

14.18 A large tank house for the electrowinning of zinc contains
200 tanks, each containing 100 electrodes with an area of
1.3 m2 (both sides) in a bipolar arrangement. The electrolyte
is acidic. If the operating current density is 490 A�m�2, and
the cell potential is 3 V, what is the steady-state cooling
requirement for the tank house? If the rate of flow of
electrolyte through the cells is 4800 m3�h�1, estimate the
change in temperature of the electrolyte through the tank
house. Use the heat capacity and density of pure water for
this calculation.

14.19 An alternative to the carbon anode in the electrowinning
of aluminum is the so-called inert anode. The cathode
reaction is unchanged, but here oxygen is evolved instead
of consumption of carbon. Write the overall reaction for
the inert process. Compare the standard potential for the
reaction with the reaction from Equation 14.13. The Hall–
Héroult process is already notoriously inefficient. What
then are the possible advantages of the inert-anode
process?

14.20 Consider the wastewater cleanup with porous electrodes
shown in Illustration 14.14. If the particle size were
increased to 2 mm, to what value would the effective
conductivity need to be increased in order to keep the
Hg within the limits. Use an area of 0.75 m2.

14.21 Lithium metal is produced using an electrolytic process.
The electrolyte is LiCl-KCl eutectic melt at 427 °C. At
these operating conditions, the equilibrium potential is
3.6 V. What is the cathodic reaction? The faradaic
efficiency for lithium is reported to be 95%, and the
energy consumption is 35 kWh�kg�1. At what potential
is the cell operating? What is the energy efficiency of
the cell?

14.22 The growth in the lithium-ion battery market has raised
demand for lithium. Rechargeable batteries typically use
lithiated metal oxides, and the precursor is LiOH not lithium
metal. Describe a method to produce LiOH by a process

similar to that used for caustic soda using an ion-exchange
membrane.

14.23 Calculate the power needed to produce 100 million kg�yr�1

of adiponitrile. Assume the faradaic efficiency is 95% and
that the cells operate at a potential of 4.6 V.

14.24 A plant produces 20,000 metric tons of adiponitrile per year.
If the power requires is 50 MW, calculate the specific
energy (kWh�kg�1) and energy efficiency of the process
assuming a faradaic efficiency of 90%. Use 3.08 V for the
equilibrium potential of the reaction. How might hydrogen
evolution be avoided?

14.25 Compare the energy efficiency of the alkaline electrolyzer
from Illustration 14.13 with the efficiency that you would
achieve if the current density were doubled and the voltage
of the cell increased to 2.25 V. Look at energy efficiency
and space–time yield.

14.26 Electrolyzers and fuel cells are envisioned to be a part of
an energy storage system for the electrical grid. When
supply exceeds demand, hydrogen is generated and
stored. When demand exceeds supply, this stored hydro­
gen is used in a fuel cell to generate electricity. Using the
efficiency for electrolysis from Illustration 14.13 and
assuming a fuel-cell system efficiency of 60%, what is
the round-trip efficiency?

14.27 Calculate change in equilibrium potential as a function of
SOC for vanadium redox-flow battery. Assume that the
junction region is an ion-exchange membrane that only
allows transport of water and protons and completely
excludes anion and vanadium ions.

14.28 An iron–chromium redox-flow battery energy storage sys­
tem is to provide 8 MW of power for a period of 3 hours at a
minimum of 650 VDC. The two reactions are

Fe3� � e� $ Fe2�

Cr3� � e� $ Cr2�

(a) What is the standard potential of the full cell?

(b) Assume that the potential of the cell can be treated as
ohmically limited. Using the equilibrium potential
calculated in part (a) and a resistance of 0.05 mΩ�m2,
what cell area is required to provide the desired power
while maintaining a round-trip efficiency of 80%?
Assume that the current density is the same for charging
and discharging.
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(c) If it is impractical to have single cells with an area of 14.29 For the system shown in Illustration 14.15, calculate the rate
greater than 1 m2, what series–parallel configuration of heat removal required to maintain a constant temperature.
would you recommend? Use a utilization of 0.8 for both the anolyte and the

catholyte. The heat capacity can be approximated as that(d) What is the total volume of electrolyte needed if the
of water. Equation 7.20 can be used to estimate the rate ofsolubility of reactants is 0.7 M?
heat generation.
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March 31, 1919 in Wittenberg,
Germany. He studied chemistry
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Some of the details of Gerischer’s early life are
unclear, but we know that he was able to complete his
studies. He received his doctorate in 1946 from the Uni­
versity of Leipzig. His dissertation examined periodic
oscillations on an electrode surface. Gerischer spent the
next several years in Göttingen and then Berlin. His early
work examined kinetics at metal electrode surfaces. He
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analytical techniques and the potentiostat, a mainstay in
any electrochemical laboratory today (Z. Electrochem., 61,
789 (1957)). He received his habilitation from the Univer­
sity of Stuttgart in 1955. It was here in the mid-1950s that
Gerischer was inspired by work at AT&T Bell Laborato­
ries on semiconductors. On hearing a report in 1956 of the
work of Brattain and Garrett on semiconductors in contact
with electrolytes, Gerischer said, “I realized that a new type
of electrochemical process occurred at these interfaces.”
This phenomenon resulted from the two types of reactions
that could occur, either using electrons from the conduc­
tion band or from the valence band, and this is the main
topic of this chapter. Gerischer’s intense efforts, passion,

and keen insight made him a pioneer in the electrochem­
istry of semiconductors. He published seminal papers on
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Physikalische Chemie focusing on the theory of redox
reactions at semiconductor surfaces.
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(Chapter 1) at University of California, Berkeley. It wasn’t
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Berlin. From 1969 to 1987, he was Director of the Fritz
Haber Institute of the Max Planck Society in Berlin. For
many years, he was the foremost electrochemist in Europe.
Gerischer retired in 1987 and then spent 2 years as a
visiting scholar at Berkeley. Here he offered a course in
semiconductor electrochemistry, which one of us (TF)
audited as a first-year graduate student.

He published more than 300 papers in the areas of
electrocatalysis, photoelectrochemistry, electrochemistry
of semiconductors, and corrosion. Over his long and
productive career, Gerischer received numerous awards.
He served as President of the International Society of
Electrochemistry (1971–72) and was awarded the Palla­
dium Metal of the Electrochemical Society in 1977. He
died unexpectedly on September 14, 1994. In 2001, the
Electrochemical Society founded the Heinz Gerischer
Award of the European Section of the Electrochemical
Society. This biennial award recognizes the scientific
leadership of Professor Gerischer and honors his seminal
contributions to the science of the electrochemistry of
semiconductors.

Image Source: Reproduced with kind permission of Archives of
the Max Planck Society, Berlin.



Chapter 15

Semiconductor Electrodes and
Photoelectrochemical Cells

Up to this point in the book, we have only considered
electrochemical reactions at metal�electrolyte interfaces.
In Chapter 3, we presented a model for reactions at those
interfaces and have used that model throughout the text to
describe a variety of electrochemical systems. In this
chapter, we examine the behavior of a semiconductor in
an electrolyte solution. As we will see, there are some
important differences between the semiconduc­
tor�electrolyte interface and the interface that exists
between a metal and the electrolyte that lead to different
electrochemical behavior. A quantitative description of
that behavior will be developed for simplified systems
as we introduce this important topic.

Why semiconductors? Metals have excellent propert­
ies and are used pervasively in electrochemical systems. In
general, semiconductors are less conductive, more expen­
sive, more difficult to fabricate, and inferior in performance
to conducting materials for electrochemical applications.
Given that, what motivates us to consider semiconductors?
In a word, light. Semiconductors are photosensitive and,
therefore, have the potential to use light to generate power
and fuels electrochemically in photoelectrochemical cells.
Photoelectrochemical processes can also be used for
cleanup of contaminated process streams.

15.1 SEMICONDUCTOR BASICS

Solid materials can be classified by their ability to conduct
electrical current as metals, semiconductors, and insulators.
The ability to conduct is directly related to the availability of
and mobility of charge carriers (e.g., electrons). As you may
recall from your basic chemistry course, electrons can only
occupy discrete energy levels in atoms. Hence, you will
remember filling orbitals with electrons in unique states as

Electrochemical Engineering, First Edition. Thomas F. Fuller and John N. Harb.

you learned about the periodic table. For atoms in a crystal­
line solid, discrete atomic levels with similar energy blend
together to form energy bands as illustrated in Figure 15.1
for a material with an energy gap between the two bands.
The valence band is the highest energy band that contains
electrons, and the conduction band is the lowest energy band
that is unoccupied. Bands that are completely filled with
electrons or are empty do not conduct. The energy band
situation for solid materials is illustrated in Figure 15.2.
Electrons in a metal reside in a band that is only partially
filled. Hence, a large number of electrons can easily become
excited from the occupied states to the unoccupied states
where they are free to move between atoms and provide
electrical conduction. In a semiconductor, the valence band
is completely full (0 K), and there is an energy gap between
the valence band and the conduction band. This difference in
energy between the valence band maximum (EV) and con­
ductivity band minimum (EC) is known as the band gap (Eg).
In order for conduction to occur, electrons must be excited
from the valence band to the conduction band. Fortunately,
the energy gap is sufficiently small that thermal energy is
able to excite a certain number of electrons into the conduc­
tion band, leading to conductivity. Importantly, the number
of charge carriers is critical for semiconductor conductivity.
With insulators, the energy gap is too large for a significant
number of charge carriers to be excited into the conduction
band, leading to very low electrical conductivity.

Figure 15.3 illustrates thermal excitation of an electron
from the valence band to the conduction band, leaving in
its place an electron vacancy that is known as a hole. This
results in the ability to move charge in both bands and
gives rise to conductivity. In a pure semiconductor devoid
of impurities or dopants, the number of free electrons in the
conduction band and holes in the valence band are equal,
and the resulting conductivity is known as the intrinsic

 2018 Thomas F. Fuller and John N. Harb. Published 2018 by John Wiley & Sons, Inc.
Companion Website: www.wiley.com/go/fuller/electrochemicalengineering
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Figure 15.1 Illustration of energy bands formed in a crystalline
solid.

Figure 15.2 Energy bands and energy (band) gaps for different
types of solid materials.

Figure 15.3 Excitation of an electron from the valence band to the
conduction band of a semiconductor.

conductivity. The charge carriers in the conduction band
are electrons, while the holes (missing electrons) are the
charge carriers in the valence band. These holes move like
positive charges, and are a convenient way to represent
charge movement in the valence band. In reality, it is
electrons that move by breaking and reforming bonds in

the valence band. Because of this, electrons in the conduc­
tion band have a higher mobility, meaning that they move
more easily in response to a potential gradient than do
holes since their movement does not require the making
and breaking of chemical bonds. In intrinsic (pure) semi­
conductors, the number of charge carriers, and thus the
intrinsic conductivity, is strongly influenced by the crys­
tallographic quality of the semiconductor because defects
in the crystal structure increase the recombination rate of
the electron–hole pairs. The rate of recombination is
closely tied to a parameter called carrier lifetime, which
is the average amount of time that a charge carrier can exist
in an excited state before recombination occurs. Carrier
lifetimes are a few microseconds for high-quality silicon,
but can be much shorter for defect-riddled oxide semi­
conductors. The number of carriers depends on tempera­
ture, as you would expect, with more carriers and higher
conductivity at higher temperatures. For intrinsic silicon,
the number of carriers at room temperature is 9.65× 109

carriers per cubic centimeter, and the room temperature
�1conductivity is 3.1× 10�6 S�cm .

If intrinsic conductivity were the end of the story,
semiconductors would not be particularly interesting. One
of the key advantages of semiconductors is that their
conductivity can be changed by doping with impurity
atoms. For silicon, which is the most commonly used
semiconductor material in photovoltaic cells, each Si
atom in the pure material shares an electron with the
four adjacent Si atoms in order to provide a stable outer
shell with eight electrons as illustrated in Figure 15.4a.
Dopants for silicon typically come from the elements in the
columns just to the left and right of silicon in the periodic
table. Elements to the right of silicon, such as phosphorous
or arsenic, have an additional valence electron compared to
silicon. Therefore, when one of these elements displaces a
silicon atom in the crystal matrix, there is an extra electron
that is easily excited or donated to the conduction band (see
Figure 15.4b). These donated electrons in the conduction
band serve as charge carriers and lead to extrinsic conduc­
tivity, or conductivity caused by doping. Donors such as

Figure 15.4 (a) Undoped Si. (b) An illustra­
tion of an n-type extrinsically doped Si with
electrons as the majority carriers.
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phosphorous are called n-type dopants (n is for negative,
since the resulting charge carriers are negative electrons).

In contrast, elements in the column to the left of
silicon, such as boron, contain one less valence electron.
When integrated into the silicon matrix, these elements tie
up or “accept” an electron, giving the dopant atoms a net
negative charge, as shown in Figure 15.5. Since that
electron comes from the valence band, it generates a
hole in the valence band, resulting in extrinsic conductivity
or conductivity that is due to the presence of a dopant.
Acceptors such as boron are called p-type dopants (p is for
positive, since the resulting charge carriers are positive
holes). As noted previously, electrical conduction can
occur by the holes or the electrons. The more abundant
carriers are called majority carriers, and the less abundant
carriers are called minority carriers. In a p-type semi­
conductor, holes are the majority carriers while electrons
are the minority carriers.

Figure 15.6 qualitatively illustrates the energy levels
associated with the dopant atoms and their relation to the
energy band of the semiconductor. Because of the prox­
imity of the energy levels to the respective band, the
thermal energy at room temperature is sufficient to excite
essentially all of the electrons from the dopant atoms to the
conduction band (n-type), or to permit all of the dopant
atoms to capture an electron from the valence band
(p-type). This condition is referred to as full ionization,
and it is a good assumption for all temperatures at or above

Figure 15.5 Illustration of a p-type extrinsically
doped semiconductor with holes as the majority
carriers.

room temperature. The net result is a large concentration of
the majority carriers, a smaller concentration of the minor­
ity carriers, and fixed charges associated with ionized
dopant atoms that are incorporated into the crystal structure
of the semiconductor. This situation is illustrated in
Figure 15.7, where the charges that are circled represent
the fixed charges. The net charge is zero as one would
expect. The fixed charges associated with the dopant atoms
play an important role, especially at the interface, in the
behavior of semiconductors in electrochemical systems as
will be seen later in this chapter.

Some of the important quantities associated with
semiconductors are defined below. Note that the “number
of” portion of the units if frequently left off and is implied.
For example, n is frequently expressed in cm�3 rather than
number of electrons cm�3.

n= number of free electrons cm�3

ni= number of free electrons cm�3 in the intrinsic
(undoped) semiconductor.

p= number of holes cm�3

ND= number of donor atoms cm�3

NA= number of acceptor atoms cm�3

Assuming full ionization,

n∼ND for n-type semiconductors,

p∼NA for p-type semiconductors.

Figure 15.6 Illustration of energy
levels and ionization for (a) n-type
and (b) p-type dopants.

Figure 15.7 Carriers and immobile ions
in extrinsic semiconductors.
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If the concentration of the majority carriers is known
(e.g., from the dopant concentration), the following rela­
tion, known as the law of mass action, can be used to
calculate the concentration of the minority carriers:

2np � ni : (15.1)

Illustration 15.1 demonstrates how to determine the num­
ber of carriers from the dopant level. The conductivity of
intrinsic semiconductors is limited by the number of charge
carriers available, and even low dopant concentrations can
dramatically influence the number of charge carriers and
the electrical conductivity.

ILLUSTRATION 15.1

Extrinsic Doping of Silicon
Silicon is doped with 1 ppb (by weight) of indium.
What is the dopant concentration (cm�3) at room
temperature? Is the doping level sufficient to alter the
properties of the silicon? Which is the majority
carrier, electrons or holes? The density of silicon is
2.33 g�cm�3; the molecular weight of indium is
114.82 g�mol�1.

Solution:
Assume 1× 10�9 g indium and 1 g silicon. First
calculate the number of In atoms in 1× 10�9 g.

1 � 10�9 g In
mol

114:82 g
6:02 � 1023 atoms

mol
� 

5:243 � 1012 atoms:

Now calculate the volume from the silicon density:

cm3

2:33 g
1 g Si� � � 4:292 � 10�1 cm3:

The dopant concentration is

NA � 5:243 � 1012 atoms

4:292 � 10�1 cm3
� 1:22 � 1013 cm�3:

Note that “atoms” in the numerator is implied when
you write cm3.

Since In is a p-type dopant (three electrons in
outer shell), the majority carriers are holes. The
intrinsic carrier concentration for silicon is about
1010 cm�3. Therefore, even 1 ppb is sufficient to
significantly change the carrier concentration and
hence the electronic properties of the semiconductor.

Typical doping levels for silicon are listed below for
reference, where “�” refers to light levels of doping and
“+” to heavy levels of doping.

ni= pi= 1010 electrons or holes per cm3 (intrinsic con­
centration for silicon)

n , p < 1014 electrons or holes per cm3

n , p = 1015 electrons or holes per cm3

n, p= 1017 electrons or holes per cm3

+ +n , p = 1019 electrons or holes per cm3

++n , p++> 1020 electrons or holes per cm3

The resistivity of silicon as a function of the dopant
concentration is shown in Figure 15.8 for both n-type and
p-type dopants. Note that the resistivity of the p-type semi­
conductors is higher, owing to the lower mobility of the holes
relative to the mobility of electrons. Perhaps more important,
all of the values of resistivity shown in Figure 15.8 are
significantly higher than those typically associated with met­
als. Why, then, are semiconductors useful? The answer to this
question lies, at least in part, in the fact that we can locally
modify semiconductor properties to create very small devices
called transistors that form the basis for the microelectronics
industry. Such devices are beyond the scope of this text, but
we encourage students to explore this topic on their own! In
the rest of this chapter, we will examine the behavior of
semiconductors as part of electrochemical systems.

15.2 ENERGY SCALES

Before going any further, we need to relate the energy scale
commonly used with semiconductors to the standard hydro­
gen electrode (SHE) scale familiar to electrochemists and
electrochemical engineers. As you know, the SHE scale uses

Figure 15.8 Resistivity of silicon at room temperature as function
of dopant concentration. For n-type, the dopant is phosphorous; for
p-type, it is boron.



Chapter 15 Semiconductor Electrodes and Photoelectrochemical Cells 359

Figure 15.9 Band gap energies at 300 K as well as location of the band edges for various semiconductors. Both vacuum and hydrogen scales
are shown. Solids with band gaps larger than about 3 eV are effectively insulators.

the hydrogen electrode under standard conditions as the
reference potential for all electrochemical reactions. In con­
trast, the most common reference state used for semiconduc­
tors is an electron energy equal to zero in a complete vacuum
(Evacuum= 0). On this vacuum scale, the energy of an electron
bound in a solid (expressed in electron volt [eV]) is typically
negative since its energy is lower than that of a free electron in
a vacuum. The SHE potential scale can be converted to an
energy scale (eV) by multiplying by the charge on an electron.
In doing so, one finds that the scale increment is the same for
both scales (see Illustration 15.2) and that the hydrogen scale
is simply shifted relative to the vacuum scale. Specifically,

Evacuum � �eV � �4:44 � qUθ: (15.2)

As we discussed earlier in Chapter 3, redox couples with
positive potentials relative to hydrogen have lower electron
energies. Therefore, positive values of Uθ yield energies
more negative than �4.44 eV on the vacuum scale.
Figure 15.9 shows the band gap energy and positions of
the band edges (EC and EV) for several different semi­
conductors on (i) the vacuum scale and (ii) the SHE scale.

Energy levels are also important. The Fermi level, EF,
in a semiconductor is defined as the hypothetical energy
level at which it is equally probable that the level is either
occupied by an electron or vacant. In addition to this
probabilistic definition, thermodynamically we can think
of the Fermi level as the electrochemical potential of an
electron in the solid. For an intrinsic (undoped) semi­
conductor, EF lies in the middle of the band gap. In
contrast, the presence of donor states in an n-doped
semiconductor increases the probability that electrons exist

at a higher energy state, resulting in an increase in EF such
that it lies slightly below Ec (about 0.1 eV for typical
doping levels). Similarly, the presence of low-energy
acceptor states in p-type semiconductors means that EF

is located just above EV. The relative energies of a redox
couple in solution and the Fermi level of the semiconductor
determine what will happen when the semiconductor is
placed in solution, as discussed in the next section.

ILLUSTRATION 15.2

Energy Units and Voltage
Although it may surprise you, an electron volt is
actually an energy unit rather than a voltage (V or
J�C�1). Specifically, 1 eV is equal to 1.602× 10�19 J
and is, by definition, the amount of energy gained (or
lost) as the charge of a single electron is moved
through an electric potential difference of 1 V.

You may be wondering how we can put energy in
eV on the same scale as potential (V versus SHE). To
get the difference in energy [eV] that is comparable to
a specified change in potential [V], we start with a
voltage difference and then multiply by the charge on
an electron. For a voltage difference of 1 V, it follows:

1:0� � J C�1 1:6 � 10�19 C � 1:6 � 10�19 J � 1 eV:

Therefore, a change in voltage of 1 V on the hydrogen
scale is numerically equivalent to an energy change of
1 eV. In other words, the increment for both the vacuum
scale [eV] and the potential scale [V] is the same. The
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difference between the scales is that the potential scale
is shifted so that it has a zero value that corresponds to
hydrogen, whereas the zero value on the vacuum scale
is the energy of an electron in a vacuum.

15.3 SEMICONDUCTOR–
ELECTROLYTE INTERFACE

We will now examine what happens when a semiconductor
is placed in an electrolyte solution. Initially, we will
consider the situation at open circuit under dark conditions
(i.e., no photoexcitation of electrons). We will then exam­
ine how the interface that is established influences the flow
of current. Finally, we will look at the impact of light on
current flow.

As described earlier in Chapter 3, when a metal is
placed in an electrolyte solution containing a redox couple,
electron transfer occurs due to a difference in the energy of
electrons in the metal and that of electrons associated with
electroactive species in the electrolyte. If there is a net
transfer of electrons from the metal to solution-containing
species, the metal is left with a positive charge that is
balanced by a negative charge on the solution side of the
interface. The charge on the metal resides at the surface of
the electrode. In contrast, the charge on the solution side is
distributed throughout the double layer. For solutions with
a significant concentration of ions, the thickness of the
double layer is quite small, the diffuse portion of the double
layer is not important, and nearly all of the charge resides in
the Helmholtz layers.

The situation for a semiconductor is somewhat differ­
ent. For illustration purposes, we consider an n-type semi­
conductor whose Fermi energy is higher than that of the
redox couple in solution, as illustrated in Figure 15.10a,
where all energy bands in the semiconductor are shown to be
flat prior to contact with the electrolyte. When the n-type

semiconductor electrode is brought into contact with the
electrolyte under open-circuit conditions, the higher energy
electrons in the semiconductor move to the interface where
they react with the redox couple. This net transfer of
electrons continues until the electron energy is the same
in both materials; in other words, the electron transfer
continues until the Fermi level of the semiconductor is equal
to the reversible potential of the redox couple. Up to now, it
may appear that the semiconductor behaves just like a metal.
However, the situation is actually quite different. A doped
n-type semiconductor consists of immobile, positively
charged donor atoms and mobile electrons, as described
above. The net transfer of electrons out of the semiconductor
results in a depletion zone near the interface where the
semiconductor is depleted of electrons. This region is also
commonly referred to as the space-charge region, reflecting
the fact that migration of the free electrons into the solution
has left behind positively charged donor ions �N�� as shownD
in Figure 15.10b.

The net positive charge in the depletion region is
balanced by negative charge on the solution side of the
interface (Figure 15.10b). Because the double layer is thin
relative to the thickness of the depletion region, the nega­
tive charge on the solution side lies very close to the
interface. As described by Poisson’s equation, the local
imbalance of charge results in an electric field and bending
of the semiconductor bands within the depletion region, as
shown in Figure 15.10c. The electric field and the associ­
ated band bending are greatest at the electrolyte–semi­
conductor interface, and the potential difference between
the energy bands in the bulk and at the interface of the
semiconductor is the space-charge voltage (VSC).

In this chapter, we consider the ideal case where the
entire drop in potential at the interface is across the
semiconductor. This assumption provides a reasonable
approximation of the behavior of the semiconductor–elec­
trolyte interface in general, and a relatively good

Figure 15.10 (a) Initial electron energy levels of
semiconductor and redox couple, where the energy
of the CB electron is higher than that of the redox
couple. (b) Illustration of the physical distribution of
charge after transfer of charge from n-type semi­
conductor (leaving a net positive charge on the left)
to the electrolyte (on the right). (c) Band bending
(different electron energy) at the interface after
energy levels have equilibrated by the transfer of
electrons between phases.
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approximation for some systems. The physical situation it
represents is very different than the metal–electrolyte
interface that we have considered up to this point. In
the metal–electrolyte system, the potential drop across
the double layer was critical to our description of the
interface and electrochemical reactions at the interface.
Here, we assume that the electrolyte is sufficiently con­
centrated such that the diffuse part of the double layer is not
important (see Chapters 3 and 11). We also assume that the
potential drop across the Helmholtz portion of the double
layer is sufficiently small, relative to the drop across the
space-charge layer, that it can be neglected. This is, in
general, a good assumption since the capacitance of the
electrolyte double layer is typically much larger than that
of the semiconductor; therefore, for a given amount of
charge, the potential drop across the Helmholtz double
layer will be much less than that across the depletion layer
of the semiconductor. Finally, we ignore the thickness of
the double layer and assume that the charge on the electro­
lyte side of the interface is located at the interface. This
assumption is reasonable since the thickness of the Helm­
holtz portion of the double layer is ∼0.5 nm compared to
depletion layer thicknesses of 10–1000 nm in the semi­
conductor. Nevertheless, the physical situation described
in this chapter is ideal, and additional factors (e.g., surface
states in the band gap) will be important for some systems.
A more comprehensive treatment can be found in sources
such as those listed at the end of the chapter.

With these assumptions, we will now develop a
description for the potential field and capacitance in
the space-charge layer. The description is provided for
an n-type semiconducting electrode, but analogous equa­
tions apply for a p-type semiconductor. This picture will
allow us to determine VSC and the thickness of the
depletion layer as a function of the potential and the
doping level. To do so, we will use Poisson’s equation,
which relates the electric field (gradient of the potential)
to the charge density:

d2ϕ ρe qND� � � � : (15.3)
dx2 ε ε

Here ρe is the charge density (charge per volume) and ε is
the permittivity of the semiconductor, which is equal to the
product of its dielectric constant (εr) and the permittivity of
free space (ε0). As a first approximation, we ignore any
electrons in the depletion region and assume that all of the
charge is due to the fixed donor atoms. Thus, the charge
density, ρe, is a constant throughout the depletion region
and is equal to qND. We define x= 0 at the interface, and
x=W at the edge of the depletion region. Integration of
Equation 15.3 yields

dϕ

dx
� qND

ε
W � x� �; since

dϕ

dx
� 0 at x � W :

Semiconductor Electrodes and Photoelectrochemical Cells 361

ϕ W

Integrating again : dϕ � ∫
qND �W � x�dx:∫ ε

0ϕint

qNDW2

VSC � ϕ � ϕint � V � Vint � ; (15.4)
2ε

where the subscript int is used to designate the interface.
Note that potential at the interface is negative relative to the
bulk semiconductor (negative potential equates to higher
electron energy versus the vacuum level) for the situation
considered here (n-type semiconductor). For a p-type
semiconductor, the bands will bend in the opposite man­
ner, and the potential at the interface is more positive than it
is in the bulk of the semiconductor.

The voltages V and Vint in Equation 15.4 are with
respect to an unspecified reference electrode in solution. To
avoid ambiguity, we incorporate the standard definition of
overpotential into the equation:

η � V � U:

Subtracting the equilibrium value U from the two poten­
tials, Equation 15.4 becomes

qNDW2�V � U� � �V int � U� � η � �U � V int� � :
2ε

As usual, η � 0 at the equilibrium potential. Significantly,
when the overpotential is zero, there is still a potential
difference between the reference electrode and the interface.
This potential difference is VSC,eq, and is an important char­
acteristic of the semiconductor–electrolyte system. It is posi­
tive for an n-type semiconductor since the bulk potential is
higher than that at the interface at equilibrium (Figure 15.11).
To explore this potential further, consider what would happen
if we start with the electrode at open circuit and then lower its

Figure 15.11 Variation in potential with distance from the
interface when the overpotential is zero.
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potential. As the potential of the electrode is made more
negative (raising electron energy), the charge in the depletion
region and its thickness will get smaller, and band bending
will be reduced. We can continue reducing the potential until
there is no charge (Q= 0) in the depletion layer and no band
bending at all—equivalent to the point of zero charge for
metal electrodes. The potential difference across the space-
charge layer is zero, andW is zero, but the overpotential is not
zero. In fact, the overpotential for the condition where there is
no band bending is simply�VSC,eq. This quantity is called the
flat-band potential, Vfb.

qNDW2

η � VSC; equiv � η � Vfb � : (15.5)
2ε

We will use the flat-band potential as our reference point,
since that is what is typically done. The width of the
depletion layer can be expressed as

=qND: (15.6)W � 2ε η � Vfb

From Equation 15.6, we see that the width of the depletion
layer, W, is a function of both the applied voltage
(expressed as the overpotential) and the dopant concentra­
tion, ND. It is valid for η � Vfb > 0.

Under the above assumptions, the charge in the deple­
tion region of the semiconductor is

QSC � qNDW � 2qεND η � Vfb (15.7)
�charge per cross-sectional area� 

Equation 15.7 can be differentiated to yield the capacitance
per area for an n-type semiconductor:

1 2 η � Vfb� : (15.8)
C2 εA2qND

This equation is a simplified version of the classical
Mott�Schottky equation. A linear plot of 1/C2 versus η
can be used to determine Vfb from the intercept as shown in
Illustration 15.3. Additionally, the slope may be used to
estimate the dopant density. Note that C2 is always posi­
tive. Therefore, since the charge density (qND) is positive
for donor atoms, the slope for an n-type semiconductor is
positive, and the equation is valid for η � Vfb > 0.

ILLUSTRATION 15.3

The capacitance of the depletion region of an n-type
semiconductor was measured (F�cm�2), and the data
are plotted in the figure provided. The dopant
concentration is 3× 1015 cm�3, and the dielectric
constant of the semiconductor (εr) is 11.9. Please
determine the voltage drop across and the width of
the depletion region at open-circuit conditions.

Solution:
The potential of the semiconductor electrode at
equilibrium will depend on the redox couple in
solution, and Vfb cannot be extracted from a simple
measurement of the potential of the semiconductor
electrode relative to a reference electrode in solution.
In order to estimate Vfb, we can measure the
capacitance as a function of the overpotential.
According to Equation 15.8, a plot of 1/C2 versus η
will yield a straight line. This is called a Mott–
Schottky plot. The y-intercept η � 0� � can be used to
find Vfb. Using the data provided for the capacitance,
a fit of 1/C2 versus η yields a line with a slope of
5.05× 1015 and a y-intercept of 2.02× 1015.

The y-intercept is equal to �mVfb, where m is the
slope of the line= 2=εA2qND (see Equation 15.8.
Therefore, Vfb � � y-intercept

m � �0:40 V.
We can now use Vfb to estimate W, the width of

the depletion region. According to Equation 15.6,
and noting that ε= εrεo,

W � 2ε η�Vfb

qND
� 2εrε0��Vfb� 

qND

� 2 11:9� � 8:854�10�14 C ?V�1 ?cm�1 0:40V� � 
1:602�10�19 C 3�1015 cm�3

� 4:19�10�5 cm:

For an electrolyte with ion concentrations of 0.1 M,
the electrochemical double layer is on the order of
1 nm thick, which is more than two orders of
magnitude smaller than the depletion layer thickness
given above.
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Figure 15.12 Energy diagrams for a p-type semiconductor before and after equilibration.

A similar discussion and derivation can be made for p-
type semiconductors, where the band bending is in the
opposite direction as shown in Figure 15.12. The Fermi
level is just above the valence band. The charge density is
negative for the acceptor atoms in the depletion region, and
Vfb is positive. In addition, the slope of 1/C2 versus η line is
negative for a p-type semiconductor, and Equations 15.7
and 15.8 apply for η � Vfb < 0.

15.4 CURRENT FLOW IN THE DARK

The space-charge layer introduced in the previous section
plays a critical role in the flow of current for a semi­
conductor electrode. The band diagrams that correspond
to open-circuit, positive overpotential, and negative over-
potential for n-type semiconductors are shown in
Figure 15.13. At open circuit �η � 0�, the net flow of
current is zero and the conduction band energy increases
at the interface as reflected in the band bending illustrated
in Figure 15.13a. For positive overpotentials, η > 0, the
band bending is increased, and the width of the depletion
region increases (Figure 15.13b). The band bending has a
significant impact on current flow as will be discussed
shortly. For negative overpotentials, Figure 15.13c, the
band bending decreases or is reversed for n-type
semiconductors.

For the ideal semiconductors that we are considering,
the band edge positions at the interface are pinned, which
means that the edge positions do not change with respect to
the solution as the applied potential is varied. In contrast,
the relative position of the Fermi level does change, as do
the densities of electrons and holes at the surface of the
semiconductor. As we’ll see shortly, the density of elec­
trons at the surface plays a key role in understanding the
kinetic behavior of semiconductor electrodes. For an n-
type semiconductor, the majority charge carriers are elec­
trons in the conduction band, as shown in Figure 15.4, and
the concentration of charge carriers in the bulk is nb, which
is approximately equal to ND. However, the local concen­
tration of electrons is affected by the formation of the
depletion region and the associated potential field. Our
earlier analysis assumed that all of the electrons were
absent in the depletion region, leaving behind only posi­
tively charged dopant atoms at fixed sites. We now need to
refine our physical model. Although the negative charges
on the solution side of the interface make it energetically
more difficult to have electrons on the surface of the
semiconductor, thermal excitation must be considered.
This balance between electrostatic repulsion and random
thermal motion is expressed with a Boltzmann factor:

�q V� � V x� �� 
n x� � � nbexp : (15.9)

kT

Figure 15.13 Energy diagrams for an n-type semiconductor at (a) open circuit where the net current is zero and the migration current is just
balanced by the diffusion current as indicated by the arrows, (b) positive overpotential, which corresponds to reverse bias, and (c) negative
overpotential, which corresponds to forward bias.
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V is the potential of the bulk semiconductor relative to a
reference electrode in solution, and V(x) is the potential in
the depletion zone at a position x, relative to the same
reference electrode. As we saw above for an n-type
semiconductor, V(x) is negative relative to the bulk (V).
Therefore, the concentration of electrons decreases as you
move from the bulk to the semiconductor–electrolyte
interface. Altering the potential of the electrode relative
to our reference causes the potential difference between the
bulk and interface to vary, and thus the concentration of
electrons at the interface can change. The surface concen­
tration of electrons can be expressed as

�q V �Vint� q η�VSC;equiv
ns � nb exp � nb exp

kT kT

�q η� Vfb� nb exp :
kT

(15.10)

The potential of the interface relative to the bulk reduces to
�Vfb when there is no applied potential �η � 0�. We are
now ready to examine the electrode kinetics. The hetero­
geneous electron-transfer reaction at the semiconductor
electrode is written as

e� � O ��������� v � (15.11)�k�c�! R
ka

where e� represents electrons and v represents empty
electron states in the conduction band. The concentration
of empty states at the interface is high and v can be
assumed constant and incorporated into ka. The forward
and reverse reaction rates can be written as follows:

forward rate � kcns O (15.12a)� �  
reverse rate � ka� � (15.12b)R :

The forward (cathodic) reaction depends on the concen­
tration of electrons at the surface, ns, which depends on the
potential. In contrast, with the anodic reaction, electrons

Figure 15.14 Current in the dark for n-
type and p-type semiconductors exposed to a
redox electrolyte.

are being injected into a nearly empty band. Thus, for
n-type semiconductors, the reverse (anodic) reaction
depends only on the relative position of the energy levels
and, therefore, its rate remains constant with potential
when η > 0. The potential change is absorbed by the
semiconductor as the width of the depletion region changes
while the current remains constant. Consequently, the flow
of current in the dark for an n-type semiconductor is

�qη �Fη
i0i � iCB

0 1 � exp � 1 � exp ;CB RTkBT

(15.13)

where i0 is the saturation current, and CB refers to theCB
conduction band. A similar expression applies to the
valence band for p-type materials:

Fη
i � iVB

0 exp � 1 : (15.14)
RT

From Equations 15.13 and 15.14, it is readily apparent
that significant current is only able to flow in one direc­
tion. This behavior is shown in Figure 15.14 for both p-
and n-type electrodes. For the n-type semiconductor, the
cathodic current increases exponentially for negative
overpotentials, similar to what we have observed for
metal–electrolyte systems. In contrast, the current for
positive overpotentials is relatively independent of poten­
tial and much lower in magnitude for n-type semicon­
ductors. Note that cathodic current is negative, consistent
with the definition that we have been using throughout
the text.

Similar to the p–n junction of a semiconductor, the
junction between an electrolyte and a semiconductor acts
like a diode, with rectifying properties. In the terminol­
ogy of the semiconductor field, when the magnitude of
the current is large, the applied potential is called a
forward bias. When the magnitude of the current is
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small, it is described as being under a reverse bias. We
can use these terms for the junction between an electro­
lyte and a semiconductor. However, we must recognize
that the behavior of a junction between an electrolyte and
a semiconductor changes depending on whether it is n- or
p-type. This difference is clearly shown in Figure 15.14.
For an n-type semiconductor, large cathodic currents
result under a forward bias, which corresponds to a
negative overpotential. On the other hand, for a p-type
semiconductor, large anodic currents result when a posi­
tive overpotential is applied; this also corresponds to a
forward bias.

A Tafel plot can be used to determine i0 VB underCB or i0

forward bias if the equilibrium potential is known. Under
the simplifying assumptions considered here, the equili­
brium potential is determined by the redox couple in
solution and the semiconductor equilibrates by passing
charge to or from the solution.

i � i0CB 1 � exp
�Fη
RT

� 6 � 10�5 1 � exp
�96485�  � �0:20� � 

8:314� � 298� � 
� �0:145 A ? cm�2;

where the negative sign indicates that the current is
cathodic, consistent with the sign convention that we
have been using in this text. The current density
versus voltage curve (in the dark) is shown in the figure.

At negative overpotentials (potentials below
�1.2 V), the current increases exponentially, similar to
what we observed earlier for metal electrodes. In
contrast, the current approaches a constant (small)
value of i0CB at positive overpotentials for an n-type
semiconductor. This curve illustrates the rectifying
effect of semiconductors in the absence of illumination.

ILLUSTRATION 15.4

An n-type semiconductor electrode operating in the
dark has a current density under reverse bias of
6× 10�5 A�cm�2. The equilibrium potential is
�1.20 V versus SCE. What are the potential and
current density at a forward bias of 0.20 V with
respect to the equilibrium potential? Assume 25 °C.
Plot the current density versus potential.

Solution:
Forward bias for an n-type semiconductor results
from application of a negative potential. Therefore,
the voltage is �1.20 V� 0.20 V=�1.40 V, and η=
�0.20 V. i0CB � 6 � 10�5 A ?cm�2. Substituting these
values into Equation 15.13 yields

The language used in semiconductor photoelectro­
chemistry is a blend of expressions from solid-state
physics, the semiconductor industry, and electro­
chemistry. You should be familiar with these terms.

Forward bias: Similar to p–n junctions of doped
semiconductors, the interface between an electrolyte
and a semiconductor acts like a diode. The lexicon
from electrical engineering is often used to describe
the interface between the electrolyte and a semi­
conductor. Namely, forward bias refers to the condi­
tion where the applied potential results in a current of
large magnitude. However, bias and overpotential, η,
are not the same. Most importantly, the behavior of a
semiconductor–electrolyte interface is different
depending on the type of doping.

n-type: η < 0, forward bias, band bending decreases or
is reversed, the thickness of the space-charge
layer decreases, large cathodic current results

η > 0, reverse bias, band bending increased,
thickness of the space-charge layer

p-type:
increases, very small anodic current

η > 0, forward bias, large anodic current
η < 0, reverse bias, very small cathodic

current

Drift current: What an electrochemist would call
migration, many electrical engineers refer to as drift.
The physics are the same, namely, the movement of
charge particles (electrons or holes) in the presence of
an electric field.
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15.5 LIGHT ABSORPTION

Now that we have examined the electrochemical behav­
ior of semiconductors in the dark, the next step is to
include photoelectrochemical (PEC) effects. Toward
that end, this section describes the absorption of light
by semiconductors. The principal mechanism for the
absorption of photon energy by a semiconductor is
the excitation of an electron from the valence to the
conduction band. This takes place when the energy of
the light exceeds that of the band gap as shown in
Figure 15.15. Consequently, there is little absorption
of light whose energy is below that of the band gap, and
the absorption that does occur is the result of additional
energy states that are present owing to chemical
impurities or physical defects.

Light is typically characterized by its wavelength (λ)
or its frequency (ν). In order to determine if light of a
particular wavelength will be absorbed, we need a rela­
tionship between the wavelength, frequency, and energy.
Since the energy of a photon is hν and ν= c/λ,

1:24� �E eV � : (15.15)
λ �μm�

The cutoff wavelength, λc, for absorption is the wavelength
that corresponds to the band gap energy and is found as

1:24
λc �μm� � : (15.16)

Eg eV� �
Light absorption decreases precipitously for wavelengths
greater than the cutoff value defined by Equation 15.16. In
advanced photoelectrochemical systems, the photons that
are not absorbed in one semiconductor are transmitted to a
second semiconducting absorber layer having a lower band
gap so that their energy is not wasted.

Light is absorbed gradually as it passes through a
semiconductor, as illustrated in Figure 15.16. Therefore,
the amount absorbed is a function of the thickness of the
semiconductor through which the light is passing. The
local rate of absorption is proportional to the flux at that

Figure 15.15 Optical absorption to excite electrons to the conduc­
tion band (i) where the photon energy is equal to the energy of the
band gap, and (ii) where the photon energy is greater than the band
gap energy.

Figure 15.16 Optical absorption as a function of distance from the
surface.

point, described mathematically as

dI ´´ � �αI ´´ ; (15.17)
dx

where I ´´ is the photon flux per unit area, and the propor­
tionality constant, α, is called the absorption coefficient.

The fraction absorbed as a function of distance from
the surface can be obtained from Equation 15.17:

I ´´ 0 � I ´´ jx � 1 � exp ��αx�; (15.18)
I ´´ 0

where I ´´ 0 is the entering flux (photons s�1 m�2) and I ´´j isx
the exiting flux at a distance x from the surface. The
entering flux is equal to the incident flux in situations
where reflection is not important. Otherwise, it is the
difference between the incident flux and the fraction of
that flux that is reflected. A larger α corresponds to higher
absorption and, therefore, a shorter distance (thinner layer)
to absorb a given amount of light. Note that the flux can
also be expressed in terms of energy, rather than just
photons. In this case, it is typically referred to as irradiance
or energy density with units of W�m�2. As noted above, for
a given wavelength, λ, the energy per photon is hc/λ, where
h is Planck’s constant, 6.62607× 10�34 J�s. The absorbed
flux in units of energy is then

hc
E´´ W

I ´´ � 0: (15.19)
m2 λ

Equation 15.18 applies equally as well for the ratio of
energies as it does for that of the photon fluxes.

Absorption coefficients for a few semiconducting
materials are shown in Figure 15.17. There are two types
of semiconductor band gaps: direct and indirect. With
direct band gap materials, the absorption coefficient
increases rapidly for photons with an energy greater
than Eg, which, for example, is 1.4 eV for GaAs. Light
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Figure 15.18 Useable electric power generated from light energy.Figure 15.17 Absorption coefficients at 300 K for some common
semiconducting materials. GaAs is direct and Si and Ge are indirect
band gap materials.

absorption for indirect band gaps requires an additional
transition involving the transfer of momentum from the
electron to the crystal lattice; that is, in addition to the
generation of a hole and electron, a phonon is created. For
this reason, the increase in absorption coefficient with
photon energy is more gradual for indirect band gap
materials such as silicon.

The absorption coefficient for silicon is approximated
by the following equation over the range of wavelengths
from 400 to 1140 nm:

ln α � �5:7536 � 10�8λ3 � 1:2221 � 10�4λ2

(15.20)�9:3322 � 10�2λ � 32:699;

where λ is in nm and α is in cm�1. Note that errors in the fit
are magnified because of the logarithm, and measured data
for the conditions of interest are always best.

What happens to photons with energy that are well
above the band gap? Electrons are created with energies
greater than the conduction band edge. It would be ideal if
we could convert this to electrical work; however, most of
this excess energy is quickly converted to heat. For some
devices, this may not be an issue, but if we are trying to
maximize the conversion of solar irradiance to electrical
work, this energy is wasted and results in a loss of
efficiency. This leads to an important trade-off that affects
the overall efficiency of solar devices. Keep in mind that
such devices are typically exposed to light with a broad
range of wavelengths. A semiconductor with a small band
gap can absorb a larger fraction of this light. However,
much of the absorbed energy is lost since excess photon
energy is dissipated as heat to the semiconductor crystal
(see Figure 15.15). As the band gap increases, a smaller
fraction of the available photons are absorbed, but the loss
of energy as heat is also reduced. The net result is a
maximum efficiency for the solar spectrum of about
34% at a band gap of 1.34 as shown in Figure 15.18.

Importantly, silicon has an indirect band gap and light
just below the critical wavelength tends to penetrate a signifi­
cant distance before it is absorbed. Consequently, the thick­
ness of silicon devices (∼100 μm) is significantly greater than
that required for direct band gap materials such as CdTe or
CIGS (copper indium gallium (di)selenide) (∼1μm).

ILLUSTRATION 15.5

Light Absorption by Silicon

a. Single-crystal silicon is exposed to monochromatic
light at a wavelength of 600 nm. The incident
power due to the light is 10 mW. The thickness
of the crystal (orthogonal to the incident light) is
0.5 μm. Please determine the total rate of energy
absorption by the silicon. You may assume that the
10 mW is the energy that enters the silicon (you do
not need to account for reflection at the surface).

b. What is the minimum energy of light that can be
absorbed by silicon? To what wavelength does
this correspond?

c. If light with energy in excess of the minimum
energy is absorbed, what happens to the extra
energy?

Solution:
(a) We need to determine the fraction of the light that

enters the Si crystal that is absorbed in the 0.5 μm
thickness of the crystal. The absorption coefficient
for crystalline silicon at 600 nm is approximately
3.92× 103 cm�1 (see Equation 15.20). From
Equation 15.18, the fraction absorbed is

1�exp�αW �1�exp � 3:92�103 cm�1 0:5�10�4 cm

� 0:178:
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Therefore, the rate of energy absorption is
1.78 mW.

(b) The minimum energy that can be absorbed is equal
to the band gap energy. From Figure 15.17 for
crystalline Si, Eg� 1.1 eV, which is seen by the
sharp increase in absorption for energies higher
than this value. The corresponding wavelength can
be determined from Equation 15.15:

1:24 1:24
λ�μm� � � � 1:13 μm

E 1:1

(c) Energy in excess of the band gap goes to heat,
which is dissipated into the crystal.

15.6 PHOTOELECTROCHEMICAL
EFFECTS

To this point in the chapter, we have presented a brief
introduction to semiconductors and have described the
interface that develops when they are put into contact
with an electrolyte. Current flow under dark conditions
has also been described. Finally, we looked briefly at the
light absorption characteristics of semiconductors. We are
now ready to combine light and electrochemistry to
explore photoelectrochemistry.

The absorption of light discussed in the previous section
results in the excitation of an electron to the conduction band
and the formation of an electron–hole pair. We would like to
use the energetic electrons that are created to perform work
by driving nonspontaneous electrochemical reactions. In
order to do so, we need a way to separate the electrons and
holes. Otherwise, the electron–hole pairs formed by light
absorption will be lost to recombination. In a traditional
solid-state solar cell, that separation is done by the electric
field that exists at the junction between n-type and p-type
materials. The electric field causes the electrons to move in
one direction and the holes to move the other direction,
effecting the desired separation.

As discussed above, an electric field is also present at a
semiconductor–electrolyte interface. This field can be used
to separate the electron–hole pairs, as illustrated in
Figure 15.19a. To be separated, the electron–hole pairs
must be generated in the space-charge layer (depletion
region) where the field exists, or sufficiently close to that
zone so that the charge carriers can diffuse to the zone
before they are recombined (more on this shortly). The
physical situation is illustrated in Figure 15.19b. The
electron–hole pairs that are generated are separated by
the field in the depletion zone. The strength of the electric
field is enormous, and allows for effective collection of
minority carriers at the surface of the semiconductor before
they can undergo recombination. For an n-type semi­
conductor, the photogenerated minority-carrier holes
migrate to the semiconductor–electrolyte surface, and

Figure 15.19 Generation and separation of electron–hole pairs through light absorption in the depletion region of an n-type semiconductor.
(a) Band structure. (b) Physical situation.
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the electrons migrate away from the surface to the bulk of
the semiconductor and are collected at the back contact.
The photoproduced current (n-type semiconductor) is
anodic and associated with the movement of holes (the
minority carrier) to the semiconductor–electrolyte inter­
face. This anodic current is in contrast to the cathodic
current produced by a forward bias in the dark. The
photocurrent is often limited by the generation rate of
electron–hole pairs and is thus directly connected to the
rate of absorption of light in and near the depletion zone;
“near” is interpreted as within a diffusion length, Lp, as
defined below. The total current is simply the sum of the
photocurrent and the potential-dependent majority current
considered in a previous section. The relevant expression
for an n-type semiconductor is

�Fη
i � iph � i0 1 � exp : (15.21)CB RT

The photogenerated anodic current (iph), which results
from the movement of photogenerated holes (minority
carrier), is positive and dominates when the interface is
reverse biased. In contrast, the current is dominated by the
flow of electrons (majority carrier) under conditions of
forward bias. The shape of the current–voltage curve is
shown in Figure 15.20 where the magnitude of iph depends
on the level of light absorption as indicated in the figure.
An analogous expression can be written for a p-type
semiconductor, although the photocurrent would be nega­
tive (cathodic), and the forward bias would be at positive
potentials and correspond to anodic current.

The Gärtner equation, written for an n-type semi­
conductor, provides a simplified expression for the photo­
current based on the absorption of light in the depletion
region (0� x�W) and within the diffusion region where
holes are sufficiently close to the depletion zone to diffuse

Figure 15.20 Current–voltage curves for an illuminated n-type
semiconductor. The photocurrent is associated with minority carriers
and depends directly on light absorption.
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to the zone before recombining (see Figure 15.19).

exp ��αW� 
iph � �qI ´´ 1 � ; (15.22)0 1 � αLp

where I ´´ 0 is positive as it enters the semiconductor and the
distance W is measured from the surface where the light
enters. Remember that iph is positive (anodic) for n-type
semiconductors and negative (cathodic) for p-type semi­
conductors. Comparison of Equation 15.22 with
Equation 15.18 shows that the additional diffusion term
increases the light absorption for a given distance W into
the semiconductor. The diffusion region is characterized
by the diffusion length, Lp, defined asp

Lp � DPτP; (15.23)

where DP is the diffusivity of the minority carriers and τP is
the recombination time for the holes. The quantum yield,
defined mathematically as

exp ��αW�iphΦ � � 1 � ; (15.24)
qI ´´ 1 � αLp0

can be readily obtained from Equation 15.22, where I0
00 

is
the entering light flux, as defined previously in conjunction
with Equation 15.18. It turns out that for high-quality
semiconductors such as silicon, the effective minority
carrier diffusion length is much greater than the depletion
region width, and the collection of photogenerated carriers
is nearly independent of the applied potential and the
depletion region width. For semiconductors with low life­
times (small effective diffusion lengths), it is necessary to
account for carrier collection that depends on the depletion
region width and the potential.

15.7 OPEN-CIRCUIT VOLTAGE FOR
ILLUMINATED ELECTRODES

What happens when the illuminated electrode is at open
circuit? The answer to this question is perhaps most easily
seen from Equation 15.21 for an n-type semiconductor,
which includes both the photocurrent and the current due to
the potential-dependent majority carrier current. At open
circuit, the net current is equal to zero. In an n-type
semiconductor, this happens when the negative charge
in the bulk semiconductor (away from the interface) builds
up due to electron–hole separation to the extent that the
back flow of electrons toward the interface is equal to the
anodic photocurrent due to holes. Under these conditions,
Equation 15.21 can be solved for the open-circuit voltage
of an n-type semiconductor to yield

RT iphηOC � VOC � U � � ln � 1 : (15.25)
i0F CB
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VOC is the open-circuit voltage and U is the equilibrium
voltage in the dark, which is determined by the equilibrium
potential of the redox couple in solution for the simplifying
assumptions that we have made. The open-circuit voltage
is the maximum voltage (magnitude) that can be obtained
from a solar cell. Its value depends on the intensity of the
incident light and on the saturation current density, i0CB.
Consequently, the absolute value of VOC increases with
increasing light intensity and with decreasing saturation
current. Note that VOC is lower (i.e., more negative) than
the equilibrium voltage for n-type semiconductors.

ILLUSTRATION 15.6

For the n-type semiconductor from Illustration 15.4,
calculate the open-circuit voltage (net current= 0),
when the photocurrent is 25 mA�cm�2.

Solution:
The photocurrent for an n-type semiconductor, due to
separation of electron–hole pairs at the semiconductor–
electrolyte interface, is positive or anodic. From
Equation 15.25, at open circuit with the parameter
values from Illustration 15.4,

ηOC �VOC�U��RTF ln
iph
i0CB
�1

�� 8:314� � 298:15� � 
96485

ln
25�10�3

6�10�5 �1 ��0:155V

Therefore, VOC � �1:355 V.
ηOC is the overpotential at which the magnitude

of the “dark current” (cathodic) equals that of the
anodic photocurrent. The photocurrent is indepen­
dent of the overpotential as long as there is a field of
sufficient magnitude to separate the electron–hole
pairs generated by light absorption. As shown in
Figure 15.19, the photocurrent is the dominant
current at reverse bias conditions.

15.8 PHOTOELECTROCHEMICAL
CELLS

In this section, we consider a complete photoelectrochem­
ical (PEC) cell such as that shown in Figure 15.21. The cell
consists of a photoelectrode and a metal counter electrode
that are immersed in a common electrolyte. For example
purposes, we assume that the photoelectrode is an n-type
semiconductor, which acts as the anode in the cell. The
electrolyte contains both the oxidized and reduced forms of

Figure 15.21 Schematic diagram of a photoelectrochemical cell.

a redox couple whose equilibrium potential lies in between
the conduction and valence band edges of the semi­
conductor (i.e., in the band gap).

During operation of the cell, electron–hole pairs are
generated by illumination of the photoelectrode. The elec­
tron–hole pairs are separated due to the electric field in the
space-charge region. The holes that are generated migrate to
the surface of the semiconductor and participate in oxidation
of the reduced form of the redox couple. The excited electrons
move through the external circuit, including the load, to the
counter electrode, where reduction of the oxidant species takes
place. The doping level of the semiconductor influences the
width of and voltage gradient in the space-charge layer. It also
determines the Fermi level of the majority carriers (electrons
for an n-type material), which is close to the conduction band
for an n-type semiconductor. In this example with a single
redox couple, there is no net reaction and no change in the
electrolyte composition. The product of the PEC cell is
therefore electrical power due to the work performed by
the excited electrons as they move through the external circuit.

Illustration 15.7 provides a quantitative example of
how such a PEC cell with an n-type photoanode works.
Included in the calculations are surface overpotentials,
ohmic losses in solution, and losses in the external circuit
containing the load. The calculations are performed for a
specified photocurrent. Alternatively, the methods
described above can be used to estimate the photocurrent
if sufficient information is available. Ohmic losses due to
current flow in the semiconductor itself and mass transport
losses in solution were not considered in these calculations.

ILLUSTRATION 15.7

In this example, we examine the power that is
available from a photoelectrochemical cell consisting
of an n-type semiconductor electrode and an inert
counter electrode. In the presence of light, the
semiconductor electrode serves as the anode and the
counter electrode as the cathode. Energetic electrons
from the anode pass through the load and then drive
the cathodic reaction. We will consider ohmic losses
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in solution and through the load, as well as the
surface overpotentials associated with the two
reactions. The surface overpotentials and ohmic
losses in solution all reduce the power that can be
applied to the load. The current–voltage behavior of
an n-type semiconductor electrode operating in the
dark is described by the following expression:

i � i0CB 1 � exp
�Fη
RT

:

i0CB is 1× 10�6 A�cm�2. The photocurrent can be
assumed to be constant and is equal to 25 mA�cm�2.
The aqueous electrolyte contains 0.1 M Fe2+, 0.1 M
Fe3+ in H2SO4. The conductivity of the electrolyte is
approximately 0.06 S�cm�1. The counter electrode is
Pt, and the reversible iron reduction reaction on this
electrode is characterized by an exchange current
density of 0.005 A�cm�2 and a transfer coefficient of
0.5. The redox potential for the Fe2+/Fe3+ electrode is
0.526 V with respect to a SCE reference electrode in
this solution, and the equilibrium potential of the
semiconductor electrode in the dark (versus SCE) can
be assumed to have the same value. Mass-transfer
effects may be neglected. Assume a load of 1Ω. The
distance between the two electrodes is 2 mm. The
area of both the anode and cathode is 10 cm2. Assume
that only one side of each electrode is exposed to the
electrolyte and that the current density is uniform.
Please determine the following: (i) the voltage drop
across the load, (ii) the cell current, (iii) the power
available from the cell, (iv) the ohmic drop in
solution, and (v) the surface overpotential associated
with the counter electrode.

Solution:
Strategy: Write the appropriate expressions for the
current in terms of the potential and set them equal to
each other in order to solve for the values of potential
in the cell. Once the potentials are known, the current
is readily calculated. We will write expressions for
each of the two electrodes, the ohmic drop in solution,
and the voltage drop through the load.

Semiconductor electrode: As shown in
Equation 15.21, the expression for an illuminated n-
type semiconductor is

i � iph � i0CB 1 � exp
�Fη
RT

;

where iph, the photocurrent, has been added to the
expression for the current in the dark. For a PEC cell
with an n-type electrode, the photocurrent is positive or

anodic. Hence, iph is positive and equal to the oxidation
that takes place as a result of holes created by light
absorption. Neglecting resistive losses in the solid
semiconductor electrode itself, ηanode= (ϕsemi�ϕs,a)� 
(ϕsemi�ϕs,a)eq where the solution potentials are referred
to SCE and (ϕsemi�ϕs,a)eq=U= 0.526 V (the equili­
brium potential of the semiconductor in solution in the
dark). We arbitrarily set the absolute value of the
potential of the semiconductor electrode ϕsemi= 0 as the
reference point for the entire calculation (arbitrary),
similar to what we did previously for a metal electrode.
With this specification, everything in the above
expression is known except the current density and the
value of the potential in the solution at the anode.

Unknowns: i and ϕs,a

Ohmic drop in solution: Assuming a 1D system,

i � �κ dϕ
dx
� � κ

ℓ
ϕs;c � ϕs;a � κ

ℓ
ϕs;a � ϕs;c :

Note that current flow is positive from the anode to the
cathode, consistent with what we have done previ­
ously.

Unknowns: i and ϕs,a, ϕs,c.

Load: Electrons flow from the anode to the
cathode through the load, with current flow in the
opposite direction. Therefore,

iA � ϕm � ϕsemi� � 
RΩ

or i � ϕm

RΩA
;

where iA� I= the total current that flows in the
external circuit between the electrodes, and RΩ is the
resistance between the electrodes (i.e., the load) in
ohms (specified as 1Ω for this problem). ϕm is the
potential of the metal at the cathode. Note that
ϕsemi � 0, as specified above. The equation is just
Ohm’s law through the external circuit (V= IRΩ).

Unknowns: i and ϕm

Cathode:

i � �icathode � �i0 exp
0:5Fη
RT

� exp
�0:5Fη
RT

;

where �cath� (ϕm�ϕs,c)� (ϕm�ϕs,c)eq and (ϕm�ϕs,c)eq=Veq,c= 0.526 V. This is just a BV expres­
sion for the reduction of ferric ion to ferrous ion at the
Pt cathode. Note that since cathodic current is defined
as negative, i � �icathode:

Unknowns: i, ϕm and ϕs,c.

Numerical Solution: The above expressions
yield four equations and four unknowns: i, ϕs,a, ϕs,c,
and ϕm.
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We can eliminate i by setting the relationships
equal to each other. This process gives us three
equations for the three unknowns: ϕs,a, ϕs,c, and ϕm.
This is similar to what we did in Section 3.4 for a
Zn-Ni cell.

Simultaneous solution of these equations yields

ϕs;a � �0:286 V; ϕs;c � �0:332 V; ϕm � 0:137 V :

We can now answer the above questions:

1. The voltage drop across the load, which is the
voltage of the PEC cell,=ϕm�ϕsemi= 0.137 V,
since ϕsemi= 0.

2. The cell current can be calculated from any of the
equations for the current. The simplest of these is
probably the one for the potential drop across the
load:

i � ϕm

RΩA
� 0:137 V

1 Ω � 10 cm2
� 0:0137

A
cm2

:

3. The power (IV) available from the cell is simply
iAϕm= 0.0188 W.

4. The ohmic drop in solution is ϕs;a � ϕs;c � 
0:046 V.

5. ηcath � �ϕm � ϕs;c�� Veq;c � �0:057 V:

Maximum Power
The power available from a PEC varies with the potential
of the cell (terminal to terminal) and the current. At one
extreme, open circuit, the voltage difference is at its
maximum value. However, the current and, therefore,
the power output both are zero at open circuit. At the
other extreme, the current is at its maximum when the cell
is shorted, but the voltage difference between the termi­
nals is zero, which again yields a power output of zero.
The point on the i–V curve for the PEC cell where the
product of i times V has the greatest value is the maxi­
mum power available from the cell. The i–V curve and the
corresponding power curve for Illustration 15.7 both are
shown in Figure 15.22. For the conditions given, the
maximum power corresponds to a cell voltage of 0.13 V
and a cell current density of 14.4 mA�cm�2. This value
depends on the potential losses in the cell (e.g., ohmic
and kinetic losses), as well as on the magnitude of the
external load.

Figure 15.22 i–V curve, and on right ordinate, power versus cell
potential for the cell from Illustration 15.7.

Cell Efficiency
The energy conversion efficiency is expressed by

Electrical power iV
Efficiency% � � � 100:

Incident solar power Pin

(15.26)

Another measure of performance used in the solar com­
munity is called the fill factor, which is defined as follows:

iV� �maxfill factor � : (15.27)
iSCVOC

The denominator is the product of the open-circuit voltage,
which is the maximum voltage, and the short-circuit
current, which is the maximum current; it represents a
hypothetical power that is used as a convenient reference
point.

How can we optimize efficiency? Part of this process
is by now very familiar. We know that by reducing ohmic
losses in the cell, for example, the maximum power (iV)max
is increased, and this operating point occurs at a higher
current density. For a photochemical cell, there are addi­
tional important aspects. A detailed analysis of efficiency is
beyond our scope; but let’s briefly consider a few points.
First, it is critical to carefully align the load requirements
with the conditions under which the power is maximized.
As seen in Figure 15.21, the power can drop off quickly as
conditions move away from the optimum. Depending on
the application, this alignment will likely be achieved
through a combination of cells in series and parallel.
Also, the need to maximize light capture is frequently at
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odds with the reduction of electrochemical losses in the
cell. For example, a clear pathway to light may require a
circuitous path for current between the electrodes, increas­
ing ohmic losses. Hence, the compact, bipolar stacks
optimal from an electrochemical perspective stand in
contrast to a structure that allows a clear path for radiation
to enter and be absorbed. Additionally, the catalysts
needed to reduce kinetic overpotential or the metal con­
nections needed to reduce resistance losses may partially
block access to light. Some incident radiation may be
reflected or absorbed in the electrolyte, representing addi­
tional losses. The semiconductor must be thick enough to
capture the light. On the other hand, a thicker electrode is
more resistive and will increase ohmic losses. The magni­
tude of the saturation current is influenced by the difference
between the potential of the redox reaction and that of the
relevant valence or conduction band, as well as by the
doping level of the semiconductor. Clearly, the design of
PEC cells extends well beyond the factors typically con­
sidered in electrochemical cell design.

Types of PEC Cells
The type of PEC cell shown in Figure 15.21 is a regenera­
tive cell, the product of which is electrical power. The cell
is called a regenerative cell because the redox couple that
reacts at the photoelectrode is regenerated at the counter
electrode as illustrated in Figure 15.23a. No net chemical
change takes place in this type of cell. In contrast, a PEC
can also be used to generate chemical products (e.g., solar
fuels) in a photoelectrolytic cell such as that shown in

Figure 15.23b, which involves two separate redox
reactions at different energies (potentials). Because they
convert light into chemical energy, or fuels, photoelectro­
lytic cells are often referred to as “artificial photo­
synthesis.” Note that a membrane is used to keep the
desired chemical products from reacting at the other
electrode.

The design requirements for an efficient photoelec­
trolytic cell are more stringent than those required for a
regenerative cell. In both cases, the band gap must be
suitable for light absorption. In addition, photoelectrolytic
cells require alignment of both desired reactions with the
appropriate band-edge energies. For example, for water to
be oxidized at the photoanode, the valence band energy
must be less than the energy that corresponds to the oxygen
evolution reaction. On the SHE scale, this would require a
potential greater than 1.229 V. The electron energy at the
counter electrode must be greater than that of the hydrogen
evolution reaction in order for hydrogen to be produced in
the configuration shown in Figure 15.23. This means that
the potential of the counter electrode would need to be
more negative than the equilibrium potential of the hydro­
gen reaction. To handle both reactions, the band gap would
need to be greater than 1.229 V (the difference between the
reversible potentials for the O2 and H2 evolution reactions)
and the band edges would need to be appropriately aligned
to accommodate both reactions. The pH is also a consid­
eration since the equilibrium potentials of both the O2 and
H2 reactions, as well as the band-edge positions of the
photoelectrodes, relative to a reference electrode in solu­
tion all change with pH.

Figure 15.23 Energy diagrams for (a) a regenerative and (b) a photoelectrolytic cell. Source: Adapted from Grätzel 2001.
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Figure 15.24 Photoelectrolytic cell with two
photoelectrodes.

Satisfaction of the band gap and alignment constraints
is, unfortunately, not sufficient. For example, CdS meets the
band gap and alignment requirements, but is not suitable for
use because it is not stable and undergoes photocorrosion. In
addition, the hydrogen evolution reaction is very slow on
CdS. Other factors that affect photoelectrode performance
include the diffusion length for majority and minority
carriers, carrier mobility, and rates of recombination. The
use of cocatalysts to promote a desired electrochemical
reaction (e.g., hydrogen or oxygen evolution) is an impor­
tant strategy used to enhance performance. Protective layers
are also being explored to enhance stability. Nanostructured
materials show promise for improved performance and for
the creation of new structures and composite materials with
superior properties.

An alternative approach to the use of a single photo-
electrode is to place two photoelectrodes in tandem as
illustrated in Figure 15.23. This strategy allows the
alignment and band gap constraints to be more easily
met and provides greater flexibility for system optimiza­
tion. For example, in a cell designed to generate oxygen
and hydrogen, the valence band of the photoanode must
be aligned so that oxygen evolution can take place, which
requires a low electron energy as illustrated. This enables
electrons from the water move to the semiconductor,
creating oxygen gas as the product at the n-type photo-
anode. The low electron energy corresponds to a rela­
tively high potential on the standard SHE scale. In the
tandem configuration, the size of the band gap for the
photoanode material is not constrained by the need to also
accommodate the hydrogen reaction, and can be

optimized for the system. On the other side of the cell,
the electron energy of the conduction band of the photo­
cathode must be high enough to reduce protons and form
hydrogen gas (relatively low potential versus SHE). The
band gap of this material is also not constrained. How­
ever, the energy of the conduction band of the photo-
anode must be greater than that of the valence band of the
photocathode in order to transfer electrons between those
two bands as shown. These concepts are shown in
Illustration 15.8, which gives an example of a two photo-
electrode system. As already noted, the strategy shown in
Figure 15.24 involves the transfer of electrons from the
photoanode to the photocathode. This electron transfer
can be eliminated through the use of a redox mediator that
can be reduced at the photoanode and oxidized at the
photocathode, permitting even greater flexibility for the
design of practical systems. The interested reader is
directed to the references at the end of this chapter for
more information.

ILLUSTRATION 15.8

Cu2O and BiVO4 can be coupled in a tandem PEC cell
with two semiconductor–liquid junctions to produce
hydrogen and oxygen, where the two semiconductors
are wired to complete the connection as illustrated in
Figure 15.23. Given the data in Figure 15.9, which of
the two semiconductors should be n-type and which
should be p-type? A ruthenium catalyst is used for the
hydrogen evolution reaction (HER) and a cobalt
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catalyst for the oxygen evolution reaction (OER). With
which electrode is each catalyst used? (Bornoz et al., J.
Phys. Chem. C, 118, 16959 (2014) provide further
details.)

Solution:
From Figure 15.9, we approximate the following
(hydrogen scale numbers calculated from the others):

Semiconductor Eg Ec Ev Ec H Ev H

Cu2O 2.2 �3.5 �5.7 �0.94 1.26
BiVO4 2.4 �4.5 �6.9 0.06 2.46

From these energy data, Cu2O better aligns
with the hydrogen evolution reaction (cathodic),
and BiVO4 better aligns with the oxygen evolution
reaction (anodic). This can be seen by considering
each reaction separately. With BiVO4, the valence
band energy is quite low, permitting oxygen evo­
lution. The corresponding voltage on the SHE
scale is 2.46 V, well above the equilibrium poten­
tial for oxygen. The highest electron energy corre­
sponds to the conduction band of Cu2O. This
corresponds to a potential on the SHE scale that is
lower than the equilibrium potential for hydrogen
and would therefore result in hydrogen evolution,
the desired cathodic reaction. In both cases, the
equilibrium potential (energy) for the preferred
reaction lies near the middle of the band gap.
Cu2O is the photocathode and should be p-type.
Similarly, BiVO4 is the photoanode and should be
n-type. The hydrogen catalyst should be integrated
with the photocathode and the oxygen catalyst
with the photoanode. Finally, the energy of the
conduction band for BiVO4 is higher than that of
the valence band of Cu2O, enabling the electron
transfer needed to complete the circuit.

CLOSURE

We introduced the basic physics of semiconductors and
described the interface that develops when they are put into
contact with an electrolyte. Current flow under dark con­
ditions has also been described. The most important feature
of the semiconductor electrolyte system is that it is photo-
active. Thus, light energy can be converted to electrical
energy or to drive electrochemical synthesis. A key aspect
of this chapter is the combination of light and electro­
chemistry to explore photoelectrochemistry.
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PROBLEMS

15.1 Sketch the interface between a metal and an electrolyte.
Assume that the metal electrode has a small positive charge.
Identify the inner and outer Helmholtz plane and the diffuse
layer. What determines the thickness of the diffuse layer?
Make a similar sketch for the semiconductor–electrolyte
interface for an n-type semiconductor and identify the
depletion region and the Helmholtz plane. What determines
the thickness of the depletion region?

15.2 Thermal energy is represented by kT. Calculate the value of
kT at room temperature and express the energy in terms of
eV. Compare the value that you calculated with the band
gap for Si. Explain why the intrinsic conductivity of semi­
conductors is low under normal conditions.

15.3 Determine the doping (in ppb) of phosphorous or arsenic
that must be added to silicon to achieve a concentration of
1015 cm�3. The density of silicon is 2329 kg�m�3. Would
this doping create an n- or a p-type semiconductor? What
would be its resistivity?

15.4 Analogous to Figure 15.10, sketch the charge distribution
and band bending for a p-type semiconductor brought into
contact with an electrolyte. Assume that before equilibra­
tion the Fermi level of the redox couple is in the middle of
the conduction and valence bands.

15.5 Data for the capacitance versus potential for an n-type Si
semiconductor are provided in the table. The potential is
measured with respect to a saturated calomel electrode, and
the electrolyte is ammonium hydroxide. Create a Mott–
Schottky plot (C�2 versus potential). From these data,
determine the flat-band potential and the doping level in
the semiconductor. Use a dielectric constant of 11.9. (Data
are adapted from J. Electrochem. Soc., 142, 1705 (1995).)

Potential [V] C [F�cm�2]

�0.5
0
0.5

1.459E-08
1.101E-08
8.771E-09
(continued )

http://onlinelibrary.wiley.com/book/10.1002/9783527613069
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(Continued )

Potential [V] C [F�cm�2]

1 7.715E-09
1.5 7.036E-09

15.6 Repeat Problem 15.5, but use data that are provided for
a p-type semiconductor. For a p-type semiconductor,
Equation 15.8 is replaced with the following equation:

1 �2 η � Vfb� :
C2 εA2qNA

Potential [V] C [F�cm�2]

�1
�1.5
�2
�2.5
�3

2.108E-08
1.571E-08
1.265E-08
1.125E-08
1.031E-08

15.7 An intrinsic semiconductor has a 2 eV band gap. If the
Fermi level of the electrode corresponds to 0.4 V relative to
a SCE reference, sketch the energy levels and show the
corresponding energies in eV of the band edges using a
vacuum scale.

15.8 Calculate the strength of the electric field at the semi­
conductor–electrolyte interface. Use a dielectric constant
of 20, and assume the thickness of the depletion layer is
100 nm, with a doping level of 1016 cm�3.

15.9 For a 0.1 M 1 : 1 salt, calculate the concentration of charge
carriers in solution. Compare this with typical values for
doped semiconductors: 1015

–1018 cm�3.

15.10 Using the semiconductor data from Illustration 15.3, deter­
mine at what electrolyte concentration is the Debye length
of the same order of magnitude as the thickness of the
depletion region for an n-type semiconductor doped to
1016 cm�3. Assume a 1 : 1 electrolyte.

15.11 An n-type semiconductor is brought into contact with an
electrolyte with a redox couple. Sketch the interface before
and after contact with two different electrolyte solutions.
The first where the redox potential is a little below the Fermi
level of the semiconductor, and the second where the redox
potential is a little above the valance band edge. Thus, four
sketches are required. Be sure to show the excess charges in
the semiconductor and the solution as well as the thickness
of the depletion region and the Fermi levels.

15.12 Starting with Equation 15.17 (Beer–Lambert law), show
that the penetration depth (distance at which the intensity of
light is reduced by a factor of 1/e) is inversely proportional
to the absorption coefficient. Using Equation 15.20, deter­
mine the penetration depth in crystalline silicon for light
with wavelengths of 400, 600, and 1000 nm.

15.13 Describe three ways of (i) increasing the number of elec­
trons in the conduction band of a semiconductor, and (ii)

increasing the number of holes in the valence band of a
semiconductor. In both cases, we are generating mobile
charge carriers.

15.14 To effectively create a photocurrent, the semiconductor
must absorb essentially all of the incident light. What’s
more, only light that is absorbed in or just outside the
depletion layer results in charge separation. Discuss the
implications of these restrictions when designing photo-
electrodes for energy conversion. Specifically, compare the
thicknesses and doping of Si and GaAs electrodes. Assume
that the energies of the incident photons are 0.05 eV above
their respective band gaps: Si 1.12 eV (indirect band gap)
and GaAs 1.4 eV (direct band gap); and use the absorption
coefficient from Equation 15.20 and Figure 15.17.

15.15 There are a number of parameters that arise is semi­
conductor–electrolyte systems: band gap, flat-band poten­
tial, doping levels, Fermi level, absorption coefficient, and
width of the depletion layer. Describe each of these param­
eters. Specifically address whether these are intrinsic prop­
erties of the material, design variables that can be tuned, or
one that will change depending on the operating conditions,
such as light intensity or applied potential.

15.16 Given the spectral content of solar radiation, discuss the poten­
tial of the following semiconductors in (i) absorbing incident
radiation and (ii) in efficient solar energy conversion: Si, GaAs,
CdTe, and TiO2. What about their use to electrolyze water?

15.17 In Section 15.3, it is stated that “the potential drop across
the Helmholtz double layer will be much less than that
across the depletion layer of the semiconductor.” Given
how capacitors in series behave, justify this claim.
Remember that the capacitance of the double layer is
much higher than that of the depletion region in a
semiconductor.

15.18 In Section 15.4, a simplified version of the Mott–Schottky
equation was developed for an n-type semiconductor (see
Equation 15.8). What is the analogous expression for a p-
type semiconductor? For what range of overpotentials does
it apply? Why?

15.19 Using the data from Illustration 15.3, calculate quantum
yield at an overpotential of �0.1 V assuming that the
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diffusion length is 200 μm. How small could the diffu­
sion length be and still have a quantum yield of 0.9 or
more?

15.20 An approximate value for the photon flux in direct sunlight
is 2× 1021 photons/m2�s. If the quantum yield were 1, what
current density would this result from the photon flux?
Name at least two reasons why this current density is not
achieved in practice.

15.21 The open-circuit potential for the semiconductor electrode
was determined in Section 15.7. Another important char­
acteristic is the short-circuit current. Develop an expression
for this current.

15.22 Using the data from Illustration 15.7, create a polarization
curve (i versus Vcell) for photon currents of 50, 250, and

�2500 A�m .

15.23 One method to determine Vfb is to measure the capacitance
as was outlined in Illustration 15.3. Another approach is to
measure the onset of photocurrent. The key to this method is
to use monochromatic light of energy just slightly above the
energy of the band gap. Under these conditions, α is tiny and
only a small amount of the incident light is absorbed in the
depletion region. Starting with Equation 15.22, show that
the photocurrent is proportional to the width of the depletion
region, W. Substitute this result into Equation 15.6 to obtain
the following relationship:

2 2εiph � :η � Vfb
αI ´´ qND0
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15.24 Using the data provided in the table for TiO2 and the result
from the previous problem (Problem 15.23), determine the
flat-band potential of the system.

η [V] iph [mA�cm�2]

0.704 0.909
0.557 0.845
0.441 0.778
0.321 0.706
0.200 0.612
0.129 0.553

15.25 For an n-type semiconductor with a flat-band potential of
�0.4 V, what is the relative concentration of electrons at the
surface of a semiconductor compared to the bulk: (i) when
there is no applied potential (η � 0� , and (ii) at an applied
overpotential of 0.2 V. Comment on the implications of
these results on the kinetics of the reaction and the current
behavior.

15.26 In Section 15.3 the starting point for developing the descrip­
tion of the depletion layer was that the associated energy
level of the redox couple was between the conduction and
valence bands. What would change if the potential of the
redox couple were either above the conduction band or
below the valence band? Would it change with the doping
(n or p)?
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Ulick Richardson Evans
was born on March 31,
1889 in Wimbledon. His
father was a journalist and
took Ulick to Switzerland
where he introduced the
young boy to mountaineering.
Outdoor activities remained a
passion throughout Evans’
life. Ulick attended Marlbor­
ough College (1902–1907)
and then Kings College, Cam­
bridge (1907–1911). Subse­

quently, he studied electrochemistry in Wiesbaden and
later at University College, London. These initial investiga­
tions of electrochemistry were ended by World War I when
Evans served in the Army. He was stationed in the Middle
East, returning to Cambridge in 1921.

When Evans began his career, there was an extremely
poor understanding of corrosion. The attack of metals was
all too familiar—There were lots of data and many empirical
approaches to its prevention, but the scientific interpretation
of corrosion was scant. It was accepted that corrosion
associated with two dissimilar metals in contact was electro­
chemical in nature. However, when a metal is placed in an
acid solution, the simultaneous dissolution of the metal and
hydrogen evolution is observed. How could this homoge­
neous dissolution be anything more than a simple chemical
replacement reaction? In what way could the corrosion of
iron exposed to the atmosphere be driven by electrochemical
processes? Why does the section of a sea pilings located
away from the oxygen at the surface corrode faster than the
section near the surface of the water?

Although W.R. Whitney presented the first convinc­
ing evidence of the electrochemical nature of corrosion in
1903, there was still much confusion at the start of the
twentieth century. Evans quickly brushed away many of
the inconsistencies and misunderstandings. His impact on
the community is no doubt in part due to his ability to
lecture in several languages and to his prolific writing. His
first book, started before the war, was published in 1923,
Metals and Metallic Compounds. He published a second
book the next year, with three additional books (with
multiple updates) and about 200 manuscripts over a
long career. A second factor in his lasting influence can
be attributed to his focus on both the theoretical and
practical aspects of corrosion. His life-long avocation
became addressing the lack of fundamental understanding

of corrosion and the use of a scientific basis to quantify
corrosion. Along with his picture is a figure from his 1929
paper of what is known today as an Evans diagram. This
diagram shows the anodic and cathodic reactions for a
corrosion system and illustrates the so-called corrosion
potential. The Evans diagram has proved invaluable in the
analysis of corroding systems.

Source: From U.R. Evans (1929) The distribution and velocity of the
corrosion of metals. J. Franklin Inst., 208, 45–58. Reprinted with
permission from Elsevier.

Ulick Evans was elected Fellow of the Royal Society
in 1949. He was awarded the Olin Palladium Medal from
Electrochemical Society in 1955—the Society’s highest
technical award. The Institute of Materials, Minerals, and
Mining now provides an annual award in honor of U.R.
Evans for outstanding contributions to corrosion science.
Two of his students, T.P. Hoar and R.B. Mears, established
the basic principles for cathodic protection.

Evans died on April 3, 1980. Today, corrosion of
metals is recognized as principally an electrochemical
process. This was not the case at the start of the twentieth
century. His legacy is aptly described as the father of the
modern science of corrosion.

Image Source: Courtesy of National Portrait Gallery, London.
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Corrosion

Corrosion is the unwanted attack of metals by their
environment. The many attractive properties of metals
have led to their widespread use in industry and, frankly,
in nearly every aspect of our lives. Metals, however, are
susceptible to corrosion. It is therefore important that
engineers understand the conditions under which corrosion
is likely to occur. They should also be able to measure,
predict (to the extent possible), and mitigate the negative
impacts of corrosion. This chapter will help you to apply
the principles of electrochemical engineering that you have
learned to the analysis of corrosion systems. While the
chapter addresses several important aspects of corrosion, it
is by no means comprehensive. In fact, corrosion is an
interdisciplinary topic, and a complete understanding
requires the combined expertise of electrochemical engi­
neers, material scientists, metallurgists, and mechanical
engineers, among others.

We limit our discussion of corrosion to electro­
chemical corrosion, or corrosion that is the result of
electrochemical processes. We also limit ourselves to
aqueous corrosion, which is corrosion that involves an
aqueous electrolyte. Electrochemical corrosion is the
consequence of an electrochemical cell where the
anode is the metal of interest. Such corrosion is, by
definition, oxidation of the metal according to a
reaction such as

Fe ! Fe2� � 2e� (16.1)

where iron has been used as an example. In other words,
when we say that a metal is corroded, we are saying that
a portion of the metal has been oxidized to form soluble
products (e.g., Fe2+ ions in solution), insoluble prod­
ucts such as a salt or oxide layer (e.g., the rust layer on
your old bike is a form of iron oxide), or a mixture of
the two.

16.1 CORROSION FUNDAMENTALS

A complete electrochemical cell is required for electro­
chemical corrosion to occur. The components of that cell
include the following:

� The metal (anode)


� A cathodic reactant with an equilibrium potential higher

than that of the metal

� Electrical contact between the anode and cathode

� An electrolyte that permits current flow in solution
between the anode and cathode

These constituents, of course, should not be a surprise
by now. However, as shown in Figure 16.1, the form in
which you find them can be quite different in corroding
systems. None of these cell configurations looks like the
typical electrochemical cell presented in Chapter 1. This
lack of similarity partly explains why early researchers did
not immediately connect corrosion to an electrochemical
mechanism. Let’s first examine galvanic corrosion where
the link with a conventional electrochemical cell is the
most direct. In galvanic corrosion, an active metal is
electrically connected to a more noble metal (one that is
less likely to corrode). This causes preferential corrosion of
the more active metal as shown in Figure 16.1, and thus it is
one type of localized corrosion. Recall the Daniel cell,
Figure 1.1. There were two metals, Zn and Cu, separated
by an electrolyte. Electrons flowed through an external
circuit. Now imagine that in place of the resistor of
Figure 1.1, the two metals are brought into direct contact.
In fact, one important difference between conventional
cells is that the anodes and cathodes in these corrosion cells
are not only electrically connected but they are also short
circuited. An electrolyte surrounds the electrodes, allowing
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Figure 16.1 Examples of different types of corrosion.

ionic current to flow. As in the Daniell cell, the zinc (active
metal) is oxidized. The cathodic reaction, however, will be
different because copper ions are not present in solution.
These cathodic or reduction reactions will be discussed
shortly. You can see that the difference between the
galvanic corrosion example and the typical electrochem­
ical cell is small. We won’t discuss all of the types shown
in Figure 16.1 in detail now, but as you work through this
chapter, try to bridge mentally between these corrosion
cells and the prototypical electrochemical cell. A variety of
geometries and electrolyte configurations are possible, but
in the end the same electrochemical principles apply.

Pitting and crevice corrosion are also forms of local­
ized corrosion, where the dissolution reaction takes place at
discrete locations on the surface. In pitting corrosion, the
local environment in the pit stabilizes the corrosion; the
same is true in crevice corrosion for the local environment
in the occluded area. There are many other forms of
corrosion. We have chosen some of the simpler forms
for our discussion in this chapter.

In the galvanic corrosion example, oxidation takes
place on one metal and a reduction process occurs prefer­
entially on the other. In contrast, for uniform corrosion,
both the metal dissolution and cathodic reactions take place
simultaneously over the entire surface of a single metal.
This idea that both reactions can occur on the same surface
seems counter to everything that we have learned and will
require some careful thought (Section 16.3).

Knowledge of the cathodic reactions is critical to under­
standing corrosion. The most common cathodic reactions in
aqueous systems are oxygen reduction and hydrogen evo­
lution, shown below for both acidic and basic solutions:

O2 � 4H� � 4e� ! 2H2O (16.2a)

O2 � 2H2O � 4e� ! 4OH� (16.2b)

2H� � 2e� ! H2 (16.3a)

H2O � 2e� ! H2 � 2OH� (16.3b)

Both of these reactions bring some interesting aspects to
the corrosion problem. For example, oxygen gas (O2) is
only sparingly soluble in aqueous solutions. Consequently,

its reaction rate is often limited by how fast it can get to the
surface, which can vary widely with the thickness of the
electrolyte layer. In the case of hydrogen evolution, the
solvent is reacting. The equilibrium potentials of these
reactions vary with pH. Also, both of these cathodic
reactions can influence the local pH, which can also
have a significant impact on corrosion as discussed below.

Other cathodic reactions are also possible, although
less common. For example, metal ions in solution such as
ferric ions may be reduced:

Fe3� � e� ! Fe2� (16.4)

The reduction of oxidizing acids may also occur. In some
situations, the plating of metals out of solution can con­
tribute to the cathodic current.

16.2 THERMODYNAMICS OF
CORROSION SYSTEMS

In this section, we examine the thermodynamics of corro­
sion cells. First, we should explain an apparent contradic­
tion. As noted above, we described the corrosion system as
being electrically shorted. How then can we apply thermo­
dynamics and what can we learn about corrosion from an
analysis of equilibrium? Clearly, we do not have an open-
circuit voltage that is determined by the equilibrium of two
half-cell reactions. The key question that can be answered
with thermodynamics is whether or not a corrosion reaction
is favorable andmay, therefore, occur spontaneously. To do
this, we imagine that the anodic and cathodic reactions take
place on separate electrodes and consider whether there is a
potential difference in the absence of current flow. A ther­
modynamically favorable corrosion reaction is a reaction
that has a negative free energy (positive cell potential) with
the metal as the anode. We follow the same procedure that
you learned in Chapter 2, and will use the same simplified
activity corrections in order to streamline our analysis. A
more detailed analysis could be performed, but this reduced
level of complexity is commonly used and is adequate for
our purposes. Once again, we examine the driving force for
corrosion by examining the potential change (Gibbs energy
difference) associated with the overall reaction. Let’s con­
sider a few possibilities.

ILLUSTRATION 16.1

Please determine which of the following systems are
thermodynamically favored to corrode: (i) iron/oxy­
gen, (ii) iron/hydrogen, and (iii) copper/hydrogen.
Assume a very low concentration of metal in the
solution (10�6 M) and a pH of 4.
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Solution:

Fe �s�
Aqueous

Electrolyte
pH � 4

electrode�s�,
O2�g�

First we consider iron/oxygen.

Anodic reaction: Fe ! Fe2� � 2e�
Standard potential: �0.440 V

Cathodic reaction: O2 � 4H� � 4e� ! 2H2O

Standard potential: 1.229 V

Overall reaction (4e�): O2 � 4H� � 2Fe ! 2Fe2� � 2H2O

Open-circuit potential (simplified activity corrections):

U � Uθ � RT

nF
ln ∏csii

� 1:23 � �0:44� �� � � 8:314� � 298� �
4� � 96485� � ln

10�6 2

10�4 4
0:21� �

� 1:60 V;

where a concentration (10�6 M) of ferrous ions was
assumed to be present in solution, and a partial pressure
of 21 kPa was assumed for oxygen. Clearly, the result­
ing potential is positive, and the reaction is favored
thermodynamically. Similarly, for iron and hydrogen:

Fe �s�
Aqueous

Electrolyte
pH � 4

electrode�s�,
H2�g�

Anodic reaction: Fe ! Fe2� � 2e�

Standard potential: �0.440 V

Cathodic reaction: 2H� � 2e� ! H2

Standard potential: 0.0 V

Overall reaction (2e�): Fe � 2H� ! Fe2� � H2

Open-circuit potential (via Nernst equation):

U � Uθ � RT

nF
ln ∏csii

� 0:0 � �0:44� �� � � 8:314� � 298� �
2� � 96485� � ln

10�6

10�4 2

� 0:38 V:

Here we have not included a pressure correction for
hydrogen gas, since its partial pressure is not provided.
The resulting potential is also positive, but less so than the
iron/oxygen couple. Still, corrosion is thermodynamically
favored. If we replace iron with copper under the same

conditions:

Cu �s�
Aqueous

Electrolyte
pH � 4

electrode�s�,
H2�g�

Anodic reaction: Cu ! Cu2� � 2e�

Standard potential: 0.337 V

Cathodic reaction: 2H� � 2e� ! H2

Standard potential: 0.0 V

Overall reaction (2e�): Cu � 2H� ! Cu2� � H2

Open-circuit potential:

U � �0:399 V.

In this case, the cell potential is negative, which means
that copper will not react with water to evolve hydro­
gen. Therefore, copper is not susceptible to corrosion
in deaerated (oxygen free) water at this pH. However,
copper will corrode in the presence of dissolved
oxygen.

If a corrosion reaction is not thermodynamically
favorable, we can be confident that it will not take place.
The term used to describe this condition in the corrosion
field is immunity. What if the reaction is thermo­
dynamically favorable? Does that mean that we need
to worry about the metal dissolving away right before
our eyes? Fortunately, no. A thermodynamic analysis
does not provide information about the rate at which
corrosion will happen (don’t worry, we will talk about
rate shortly). In fact, there are some metals like alumi­
num that are very stable and yet are thermodynamically
favored to corrode.

If you look at the value for aluminum in Appendix A,
you will see that it is very reactive, with standard potential
of �1.66 V. Why, then, doesn’t it readily corrode? Alumi­
num is stable because under many conditions it forms a
dense oxide film on its surface that impedes the corrosion
reaction. We call this film a passive layer, and refer to the
metal as passivated. Metals are passive when they form
stable, protective films upon oxidation. Many common
metals are not stable thermodynamically, but are function­
ally stable because of passive films.

Thermodynamics can also help us determine when a
metal is likely to be passive by considering the relative
stability of different corrosion products. In electrochemical
corrosion, we are interested in stability in electrolyte
solutions of different composition. A critical variable in
determining the stability of surface layers is the pH. The
potential is also critical in determining corrosion behavior.
We can use a Pourbaix diagram (Chapter 2) to identify
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Figure 16.2 Pourbaix diagram for nickel and resulting corrosion map showing regions of immunity, corrosion, and passivation. The numbers
and letters correspond to the equations below and in those used in Pourbaix’s book.

regions according to the dominant form of the metal of
interest as a function of potential (SHE) and pH.

A Pourbaix diagram for Ni is shown in Figure 16.2, recall
that dashed lines a and b correspond to the hydrogen reaction
and oxygen reaction, respectively. As you may remember,
each solid line in the diagram represents equilibrium of an
electrochemical or a chemical reaction. Therefore, the dia­
gram is only as accurate as the reactions and species consid­
ered. For this diagram, the following reactions were included:

Ni � H2O � Ni OH� �2 � 2H� � 2e� (2)

3Ni OH� �2 � H2O � Ni3O4 � 2H� � 2e� (3)

2Ni3O4 � H2O � 3Ni2O3 � 2H� � 2e� (5)

Ni2O3 � H2O � 2NiO2 � 2H� � 2e� (6)

Ni2� � H2O � Ni OH� �2 � 2H� (7)

Ni OH�2 � H2O � HNiO� (8)� 2 � H�

Ni � Ni2� � 2e� (9)


Ni � 2H2O � HNiO2
� � 3H� � 2e� (10)


3Ni2� � 4H2O � Ni3O4 � 8H� � 2e� (11)


3HNiO2
� � H� � Ni3O4 � 2H2O � 2e� (12)


2Ni2� � 3H2O � Ni2O3 � 6H� � 2e� (13)


Ni2� � 2H2O � NiO2 � 4H� � 2e� (14)


You should be able to associate each of these reactions

with the corresponding line in the diagram. For exam­
ple, the first reaction describing the conversion of
nickel to nickel hydroxide corresponds to line 2 in
the diagram.

Each region in the diagram is labeled by the nickel-
containing species that is thermodynamically favored for
that region. Where needed, a concentration of 10�6 M was
used to establish region boundaries. The region labeled Ni
is where metallic nickel is favored. This region is labeled
“immunity” in Figure 16.2b because there is no driving
force for corrosion, and the metal is thermodynamically
stable. In contrast, corrosion is favored in regions where a
nickel-containing ion is the thermodynamically favored
species. Stable ionic species include Ni2+ at neutral or
acidic pH values, and HNiO2

� at high pH. Passivation is
expected in regions where a solid nickel-containing species
is stable; these species include Ni(OH)2, Ni3O4, Ni2O3, and
NiO2, denoted as “passivation” in Figure 16.2b. An effec­
tive strategy for mitigating corrosion would move the
metal into a region of immunity or passivity by, for
example, changing the potential.

From thermodynamics, we have seen that we can
determine if there is a driving force for corrosion and
can gain insight into the products of corrosion reactions.
We can also determine under what conditions those prod­
ucts are likely to lead to passivation of the surface. Such
information is valuable for the assessment of corrosion.
However, we must remember that our analysis is limited to
the specific reactions considered and may not be accurate if
important reactions have been left out. For example,
complexation of metal ions with anions in solution may
stabilize the metal ions and prevent the formation of solid,
passivating products, significantly changing the corrosion
characteristics of the system. Also, a thermodynamic
analysis cannot provide information on the rate of corro­
sion or the integrity of surface layers that may be formed.



Figure 16.3 Current–voltage curve illustrating passivation.

In spite of these limitations, thermodynamics and Pourbaix
diagrams provide valuable insight and are used frequently
by corrosion engineers.

Another important aspect of metal behavior related to
corrosion can be seen in Figure 16.2. If we follow a
vertical line from the bottom to the top of the diagram, for
example, at pH= 8, we see that, as the potential increases,
we move from immunity, where metallic nickel is ther­
modynamically favored, to corrosion where Ni2+ is the
stable species, and finally to passivation where nickel
oxide is thermodynamically preferred. This type of pas­
sive behavior with increasing potential is a characteristic
of several important metals, including iron, nickel, chro­
mium, titanium, and their alloys. Figure 16.3 illustrates
the I–V curve for a passivating metal. As you can see, the
current drops abruptly at values of the potential where
passive behavior is achieved. This phenomenon is the
basis for anodic protection, a strategy that minimizes
corrosion by increasing the potential so that the metal is
in the passive region.

16.3 CORROSION RATE FOR
UNIFORM CORROSION

As noted in the previous section, thermodynamics provides
important insight into corrosion, but cannot offer informa­
tion regarding the rate of corrosion. In this section, we
examine a method for determining corrosion rate of a
uniformly corroding surface.

In uniform corrosion, both the anodic (dissolution)
and cathodic reactions take place evenly on the same
surface. We’ve seen instances where multiple reactions
occur on the same electrode. In fact, in Chapter 3 we
introduced the current efficiency to describe such a situa­
tion. In those instances, the reactions were either both
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anodic or both cathodic. There is, however, no reason why
oxidation and reduction reactions can’t occur simulta­
neously on the same electrode. This situation is precisely
what is occurring during uniform corrosion. One of the
reactions that takes place is the oxidation of the metal,
which is the corrosion reaction of interest.

For a uniformly corroding surface, the potential natu­
rally moves to the corrosion potential, where the anodic and
cathodic currents are equal. Why does this happen? To think
about this, let’s first consider the situation where the anodic
current is higher than the cathodic current. Such a situation
would lead to an accumulation of electrons in the metal,
which would decrease its potential. As we learned previ­
ously, a decrease in potential would reduce the rate of the
anodic reaction and increase that of the cathodic reaction. If
the rate of the cathodic reaction were higher, there would be
a net consumption of electrons and a corresponding rise in
the potential of the metal. In this case, the increase in the
potential would reduce the rate of the cathodic reaction and
increase that of the anodic reaction. Both of these
unbalanced situations move the system toward the stable
condition where the anodic and cathodic currents are equal
and there is no net buildup of charge.

Evans Diagrams
A diagram similar to the Tafel plot, Figure 3.7, can be used
to illustrate and to help us analyze uniform corrosion. As
shown in Figure 16.4, the current–voltage curves for both
the anodic and cathodic reactions are drawn on the same
plot. The potential is relative to a common reference

Figure 16.4 Evans diagram showing iron dissolution and hydro­
gen evolution (pH= 0.9, 1 N HCl, deaerated). Source: Adapted from
R. J. Chin and K. Nobe 1972, J. Electrochem. Soc., 119, 1457.
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electrode and is plotted as a function of the logarithm of the
absolute value of the current for each reaction. Figure 16.4
shows the cathodic evolution of hydrogen and anodic
dissolution of iron in deaerated solution, where Tafel
expressions have been used for the kinetics. Tafel expres­
sions are frequently used for corrosion systems and are
applicable in situations where there is a significant differ­
ence in the equilibrium potentials for the two reactions.
Typically, just one branch (anodic or cathodic) of a given
reaction is plotted in the diagram, although this is not a
requirement. In Figure 16.4, the cathodic branch has been
plotted for the hydrogen reaction, and the magnitude of the
cathodic current is seen to increase as the potential
decreases, which corresponds to a higher cathodic over-
potential. The slope of the resulting line is negative. In
contrast, the anodic branch is plotted for iron, and the
current increases with increasing potential, which corre­
sponds to a higher anodic overpotential. The slope of the
Tafel line for the anodic reaction is positive. The two
curves are independent, and the current for a given reaction
goes to zero at its equilibrium potential, shown in the
diagram for iron (see dotted line asymptote on the log plot).
The equilibrium potential for the hydrogen reaction is not
shown.

The potential at the intersection point of the two
curves is defined as the corrosion potential, which we will
represent as Vcorr to be consistent with the notation used
in the rest of the text. We note, however, that Ecorr is
frequently used in the corrosion field. Vcorr represents the
potential at which the current from the cathodic reaction
is equal to that from the anodic reaction. Hence, the net
current at the corrosion potential is zero, since the rates of
the two reactions are balanced. The corrosion potential is
the potential at which the iron will undergo uniform
corrosion in the absence of an applied potential, and
can be readily measured. The current at the intersection
point is the corrosion current (icorr) and is the rate at
which the metal will dissolve. Note that the overpotential
for either the anodic or cathodic reaction at a given value
of the potential is simply the difference between that
potential and the equilibrium potential for the reaction of
interest. Figure 16.4 is commonly known as an Evans
diagram, and is frequently used by corrosion engineers.
You should be familiar with this type of diagram as it is
an effective way to illustrate the interaction of multiple
reactions that participate to cause corrosion. Importantly,
it includes information on the rate of corrosion that was
missing from the equilibrium analysis of the previous
section. Use of the Evans diagram is explored in Illus­
tration 16.2.

As with any tool, Evans diagrams have their limita­
tions. For example, both Vcorr and icorr are concentration
dependent, reflecting the concentration dependence of the
individual reactions. Changes with concentration and

other important variables, such as temperature, are not
shown in the diagram. Therefore, the diagram is valid
only for the specific conditions under which the data were
measured. Still, the diagram is an extremely valuable tool
for conceptual understanding. If additional detail is
required, it is possible with today’s engineering tools
to include the full compositional and temperature depen­
dences in a numerical solution of the equations for a
broad set of conditions, once the required parameters are
known.

ILLUSTRATION 16.2

Use the Evans diagram in Figure 16.4 to answer the
following questions:

1. What is the value of the corrosion potential, and
what is the net current at this potential?

2. What is the current due to hydrogen evolution
at the corrosion potential? What is the current
due to iron dissolution at the corrosion
potential?

3. What is the equilibrium potential for iron, and
how does it compare to the corrosion potential?

4. What is the overpotential for the anodic (iron
dissolution) reaction at the corrosion potential?
Is use of the Tafel approximation justified?

5. What is the equilibrium potential for the hydro­
gen evolution reaction (not shown in the
diagram)?

Solution:
1. The corrosion potential is the potential at which

the anodic and cathodic currents are equal. The
anodic and cathodic currents are equal at the
intersection point in the graph. The potential at
that point (see Figure 16.4), Vcorr, is approxi­
mately �0.54 V versus SCE. The net current at
the corrosion potential is zero since the anodic
and cathodic currents are of equal magnitude and
opposite sign.

2. Moving from the intersection point to the x-axis
yields log ij j � �0:44 Therefore, the hydrogen cur­
rent at the corrosion potential is approximately
�0.36 A�m�2, and the iron dissolution current is
approximately 0.36 A�m�2. Note that the log scale
is difficult to read accurately.

3. The equilibrium potential for iron is at the bottom
of the diagram and is �0.684 V (SCE) for this
problem. The potential would need to be lower
than this value for immunity from corrosion.
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4. The overpotential for iron at the corrosion poten­
tial is �0.54 – (�0.684)= 0.144 V. The Tafel
approximation is valid at this large overpotential.

5. The equilibrium potential for the hydrogen
reaction versus SHE at a pH of 0.9=�0.053 V.
Relative to a saturated calomel electrode, this is
�0.297 V. Thus, even though the diagram shows
the Tafel line only, the actual hydrogen current
would taper off to zero at its equilibrium potential.

In situations where the exchange current densities and
equilibrium potentials are known for a single anodic and
cathodic reaction at the conditions of interest, Vcorr and icorr
can be solved for analytically. Assuming that Tafel kinetics
apply, where a refers to the anodic (metal) reaction and c
refers to the cathodic reaction:

αcUc � αaUa RT io;cVcorr � � ln
αa � αc F�αa � αc� io;a

baUc bc Ua bc io;c� j j ba j j� � log ;
bc ln 10 � bc io;aba � j j � � ba � j j�

(16.5)

αc αa F αcαaαa�αc αa�αc exp �Uc � Ua� ;io;cicorr � io;a RT αa � αc
(16.6a)

bcj jba ln 10� �ba� bc ba� bcj j io;c� io;a j j exp �Uc � Ua� ; (16.6b)
ba � bcj j

where b is the Tafel slope introduced in Chapter 3, which is
negative for the cathodic reaction:

�ln 10�RT 2:303RTj jb � � : (3.25)
αF αF

Note that, in contrast to the way these subscripts are used in
the Butler–Volmer equation, the a and c refer to two
different reactions: the anodic or corrosion reaction and
the corresponding cathodic reaction. The concentration and
temperature dependence of Vcorr and icorr are derived from
the concentration and temperature dependence of both the
equilibrium voltages and exchange-current densities.

Alternatively, Vcorr and icorr can be determined numeri­
cally for a variety of conditions if the parameters are known.
The equations used in the numerical procedure are actually
simpler, and numerical solution does not present a challenge
with modern tools. Also, the numerical procedure can be
used in situations where there are multiple cathodic reactions
by simply adding terms for the additional reactions. Please
see the illustration below in the section on “Multiple
Reactions” for additional information.

Experimental Measurement of
Corrosion
In practice, experimental measurement of the corrosion
behavior is more common than prediction of that behavior
from the fundamental kinetic properties of the system. The
corrosion potential is the natural potential of the system
and can be measured easily against a reference electrode.
Common reference electrodes used for this purpose
include Ag/AgCl, Cu/CuSO4 (CSE), and to a lesser extent
SCE and SHE. Placement of the reference electrode is not
critical for measurement of the corrosion potential of
uniformly corroding systems because the net current is
zero and, therefore, there is no ohmic drop due to current
flow. Note that the measured value of Vcorr depends on
environmental variables, such as composition and temper­
ature, and should not be treated as a constant.

Measurement of the current is more problematic since
the net current at the corrosion potential is zero, and it
represents the sum of anodic and cathodic currents. The
average corrosion rate can be determined directly for some
samples by measuring the weight loss of the sample.

A corrosion-related polarization curve can also be
measured by varying the potential of the sample both
above and below the corrosion potential and measuring
the current. In order to vary the potential and measure the
current, the setup is modified as shown in the inset of
Figure 16.5. The sample functions as the working electrode
and a counter electrode is introduced. Appropriate ohmic
corrections should be made to these measurements to
account for the position of the reference electrode. The
measured current represents the sum of both the cathodic

Figure 16.5 Relationship between the total current and the anodic
and cathodic currents for a corrosion sample at different potentials.
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and anodic currents as illustrated in Figure 16.5. Note that
the combined curve approaches the anodic curve at poten­
tial values significantly above Vcorr and the cathodic curve
at potential values significantly below Vcorr. Thus, it is
possible to extract information about the individual
reactions from these data. Care should be exercised, how­
ever. Movement away from the corrosion potential may
introduce additional reactions that did not occur at an
appreciable rate at the corrosion potential. Remember,
although the polarization data in Figure 16.5 look like
the data from a single reaction, Vcorr does not represent an
equilibrium potential, and the system does not approach
equilibrium. If we assume Tafel kinetics and a single
cathodic and anodic reaction, the following expression
can be written for the combined current in terms of Vcorr

and icorr. This equation is similar in form to the Butler–
Volmer equation:

αaF �αcFi � icorr exp �V � Vcorr� � exp �V � Vcorr� :
RT RT

(16.7a)

ln 10� � ln 10� �� icorr exp �V � Vcorr� � exp �V � Vcorr� :
ba bc

(16.7b)

The limitations of Equation 16.7 should be considered
when fitting data to this expression. Also, remember that
this type of analysis is strictly valid only for systems
undergoing uniform corrosion of the surface.

Equation 16.7 is the basis for a commonly used
corrosion technique called linear polarization resistance.
Linearization of Equation 16.7b about the corrosion poten­
tial yields

icorrln 10 �ba � bc � 1� � j j
i � �V � Vcorr� � �V � Vcorr�:ba bc Rpj j

(16.8)

Rp is defined as the polarization resistance:

ba bcj j
icorrln 10 �ba � j j � Rp:� � bc �

The units for the polarization resistance are Ω ?m2; alter­
natively, the use of the current instead of the current
density would yield a resistance in ohms. If the Tafel
coefficients are known, then the corrosion current density
(or current) can be calculated from the polarization resist­
ance as follows:

ba bc 1j j
icorr � : (16.9)

ln 10 �ba � bc Rp� � j j�
This calculation requires that the Tafel coefficients are
known. Equation 16.9 is a form of the Stern–Geary
equation.

Mass-Transfer Effects
Whereas Tafel kinetics is frequently well-suited to the
analysis of corrosion rates, there are situations where a
process other than kinetics controls the rate. One important
example is that of oxygen reduction. Since the solubility of
oxygen in water is quite low, the reduction of oxygen
becomes limited by the mass transport of oxygen to the
surface at high overpotentials as shown in Figure 16.6 for
laminar flow over a flat plate. Note that the overpotential
for the cathodic reduction of oxygen increases as the
absolute value of the potential decreases. Once the limiting
current is reached, oxygen reduction is no longer a function
of potential (see Section 3.3). The limiting current, how­
ever, is a function of factors that influence the rate of mass
transfer, such as the velocity of the fluid (Re) as illustrated
in Figure 16.6.

In Chapter 3, we developed an expression for the
current density that included mass transfer and was appli­
cable for the entire range of potentials. This derivation was
possible because both the mass-transfer expression and the
kinetic expression were linearly dependent on a single
surface concentration; that made it possible to eliminate the
surface concentration and derive a single expression that
does not explicitly include the concentration at the surface.
Unfortunately, it is not always easy or possible to derive
such an expression when the dependence of the kinetic
expression on concentration(s) is nonlinear. This is the
case for oxygen reduction. Since it is critical to account for
both mass transfer and kinetics to accurately determine the
corrosion potential, we need a procedure by which this can
be done.

Figure 16.6 Oxygen reduction current at different flow rates for
fully developed laminar flow over a flat plate.



Before we discuss the procedure, let’s take a
moment to examine the physical situation. The kinetic
and the mass-transfer resistances are in series and, under
steady conditions, the kinetic rate must be equal to the
rate of mass transfer. The consumption rate of oxygen
becomes constant once the mass-transfer limit is
reached, even if we continue to change the potential.
How is it possible for the kinetic rate and the rate of mass
transfer to be equal if the potential continues to change
even after the mass-transfer limit has been reached and
remains constant? It turns out that an increase in the
potential driving force for the reaction is offset by a
reduction in the exchange-current density as the surface
concentration decreases. After the surface concentration
of oxygen decreases to 1% of the bulk value, the mass-
transfer limited rate does not change appreciably. In
contrast, the exchange-current density continues to
decrease with decreasing surface concentration at a
given potential until the kinetic rate is equal to the
rate of mass transfer. From a practical perspective, it
follows that we can use the mass-transfer expression
alone to calculate the oxygen transport rate once the
surface concentration is less than or equal to 1% of the
bulk concentration, without introducing significant
error. If the surface concentration is greater than that
value, we should use the kinetic and mass-transfer
expressions together to calculate the rate.

These physics are reflected in the following procedure:

1. Estimate the mass-transfer limited current for the flow
conditions of interest. Often this can be done with a
simple expression such as the mass-transfer portion of
Equation 3.32. The required mass-transfer coefficient
can be determined as illustrated below.

2. Approximate the voltage at which the limiting current
is reached. This step can be done with the Tafel
expression by assuming that the surface concentration
is 1% of the bulk value, and that the current is equal to
99% the limiting current. We will refer to this potential
as V99.

3. Solve for the corrosion current and potential assuming
that the system is mass-transfer controlled. In other
words, find the potential at which the anodic current is
equal to the limiting current of the cathodic reaction
(or vice versa if the anodic curve is the one that is
mass-transfer limited).

4. Evaluate the answer.

(a) If the potential found in #3 is less than V99, then
the potential from #3 is the corrosion potential,
and the corrosion current is equal to the mass-
transfer limited current.

(b) If the potential from #3 is greater than V99, then
redo the calculation using the kinetic expression
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Figure 16.7 Illustration of corrosion potential determination for a
cathodic reaction that is mass-transfer limited.

and the mass-transfer expression together, since
the corrosion current will be less than the mass-
transfer limited current. Note that both equations
should be used since the surface concentration
may be different than the bulk value because of
mass transfer, and this will affect the calculated
rate.

The two situations are illustrated graphically in
Figure 16.7. The vertical portion of the cathodic curve
is the mass-transfer limited region where the current is
independent of the potential. Two anodic curves are
shown: (a) one that intersects in the mass-transfer limited
region and (b) one that intersects in the region where rate
effects also contribute (>V99). The procedure is provided in
Illustration 16.3:

ILLUSTRATION 16.3

A metal corroding in an oxygen-containing environ­
ment has a Tafel slope of 60 mV per decade, an
exchange-current density of 1× 10�6 A�cm�2, and
an equilibrium potential of �0.4 V(SHE). Water
(pH= 6) flows over the metal, and the area of interest
can be represented as fully developed laminar flow
over a flat plate. The water is saturated with oxygen,
and you may assume that the bulk concentration of
oxygen remains essentially at saturation. Oxygen re­
duction is the only significant cathodic reaction that
takes place on the surface, and you may assume that
the Nernst equation can be used to estimate its equi­
librium potential. Other parameters are as follows:
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Length of plate= 100 cm

ReL= 10,000

νwater � 0:01 cm2 ? s�1, kinematic viscosity

cO2;sat � 1:25 � 10�6 mol ? cm�3 (100 kPa partial
pressure O2, 25 °C)

DO2 � 2:0 � 10�5 cm2 ? s�1, diffusivity

Tafel slope for oxygen= bO2 � �130 mV per decade

T= 25 °C

i0;ref � 2:2 � 10�9 A ? cm�2 (O2 at saturation)

i0;O2 proportional to the square root of the oxygen
concentration at the surface

1. The first step is to estimate the mass-transfer
limited rate for oxygen. To do this, we need to
determine the mass-transfer coefficient. For fully
developed laminar flow over a flat plate, the
relevant correlation is

Shav � 0:664Re1=2Sc1=3;

Shav � 0:664Re1=2 ν

DO2

1=3

� 527;

kc � ShavDO2

L
� 1:05 � 10�4 cm ? s�1:

We can now estimate the mass-transfer limit­
ing current for oxygen from Equation 3.32:

iL � nFkc cO2;bulk � cO2;surface

� nFkccO2;sat � 5:08 � 10�5 A ? cm�2:

2. We can now determine V99.

i0;O2 � io;ref
cO2;surface

cO2;sat

1=2

� 2:20 � 10�9 A ? cm�2 0:01� �1=2

� 2:20 � 10�10 A ? cm�2;

i � 0:99iL � 5:03 � 10�5 A ? cm�2:

For the oxygen reaction (acidic): O2 � 4H��
4e� ! 2H2O.

UO2 � 1:23 � RT

nF
ln

1
cO2;surface

cO2;sat
cH�� �4

� 0:845 V SHE� �:
V99 � UO2 � bO2 log i=i0;O2 � 0:149 V:

Note that we have assumed that the concentra­
tion of oxygen in the water is linearly

proportional to its partial pressure (i.e., Henry’s
law behavior).

3. We next solve for Vcorr assuming that oxygen is
mass-transferlimited.Thisstepisdonebysettingthe
anodic current equal to the mass-transfer limiting
current of the oxygen. The only unknown is Vcorr.

i � iL � i0;aexp
ln 10� �
ba

Vcorr � Ua� � ;

Vcorr � �0:298 V;

where ln (10)= 2.303 and is needed because the
Tafel slope is V per decade. In the corrosion field,
it is more common to write

Vcorr � Ua � ba log i=i0;a ;

which yields the same value for Vcorr.

4. Finally, we evaluate this corrosion potential
against V99. In this case, the calculated corrosion
potential is less than V99. Therefore, our assump­
tion that the oxygen reaction is mass-transport
controlled is correct for this problem, since the
rate of oxygen consumption is mass-transfer lim­
ited at values of the potential below (more nega­
tive than) V99. The Vcorr value that we calculated is
the correct value, and the problem has been
successfully completed. If the calculated value
of Vcorr had been greater than V99, we would
have needed to include a contribution from the
Tafel equation for oxygen in our calculations,
requiring simultaneous solution of the kinetic
expression for oxygen, the mass-transfer relation­
ship for oxygen, and the kinetic expression for
anodic reaction, assuming that the anodic reaction
is not mass-transfer limited. The resulting equa­
tions would have required numerical solution to
yield the correct value for Vcorr.

Multiple Reactions
In real systems undergoing uniform corrosion, it is possible
to have multiple cathodic reactions. It is also possible to
have multiple anodic reactions, but this involves different
metals and an extra level of complexity as the assumption
of uniform corrosion no longer applies. We will discuss
multiple anodic reactions later in this chapter when we
examine galvanic corrosion.

The situation with multiple cathodic reactions is
shown in Figure 16.8. Here, the two cathodic reactions
have been added to give a total cathodic curve. The total
cathodic reaction rate from the sum of the two reactions
must be equal to the anodic reaction rate. Therefore,
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Figure 16.8 Multiple cathodic reactions for the corrosion of
copper metal by copper(II) ions in acid.

Vcorr is defined by the point at which the anodic curve
intersects the total cathodic curve. Note that the loga­
rithm of the total cathodic current at a given potential is
not just the sum of the logarithms of each of the two
cathodic reactions since log(i1)+ log(i2)≠ log(i1 + i2).
Also note that in the case illustrated, corrosion of copper
metal by copper(II) ions, the anodic and cathodic cur­
rents intersect near the edge of the Tafel region for the
anodic curve. Intersection outside of the region where
the Tafel approximation is valid is possible when the
overpotential for the cathodic reactions is much greater
than that for the anodic reaction and is evident by a Vcorr

value that is close to the equilibrium value for the anodic
reaction.

The procedure for calculating the corrosion potential for
multiple cathodic reactions is illustrated below, and is just an
extension of that used for the case of single reactions. Note
that the problem is set up in terms of current since the
currents must be added to give the total current.

ILLUSTRATION 16.4

The etching of copper takes place by corrosion in acid
solution containing copper(II) ions (M. Georgiadou
and R. Alkire (1993) J. Electrochem. Soc., 140, 1340).
In this illustration, we study a solution of 0.5 M CuCl2,
0.5 M KCl, and 0.5 M HCl. Copper(II) ions react
homogeneously to form complexes with chloride
ions in solution. For simplification, we will only
consider one such complex, CuCl+. Copper

dissolution takes place by the following anodic
reaction:

Cu � 3Cl� ! CuCl2�3 � e�; Uθ � 0:233 (1)

We consider two cathodic reactions:

Cu2� � 3Cl� � e� ! CuCl2�3 ; Uθ � 0:441 (2)

CuCl� � 2Cl� � e� ! CuCl2�3 ; Uθ � 0:419 (3)

The anodic and both cathodic reactions produce
the same Cu(II) ion complex. The ionic composition
of the initial solution, which includes the complexes
formed in solution, is as follows:

Cl� Cu2� CuCl� CuCl3
2� K� H�

1.5510 M 0.1067 M 0.3822 M 0.0223 M 0.5 M 0.5 M

The kinetic expressions for each of the above
reactions are as follows:

i1 A ?m�2 � 200
cCl�

1 M

1:5 cCuCl32�

1 M

0:5

exp
0:5F
RT

V � U1� � � exp
�0:5F
RT

V � U1� � :

i2 A ?m�2 � 1:0
cCl�

1 M

1:5 cCu2�

1 M

0:5 cCuCl3
2�

1 M

0:5

exp
0:5F
RT

V � U2� � � exp
�0:5F
RT

V � U2� � :

i3 A ?m�2 � 0:5
cCl�

1 M

1:0 cCuCl�

1 M

0:5 cCuCl2�3

1 M

0:5

exp
0:5F
RT

V � U3� � � exp
�0:5F
RT

V � U3� � :

The equilibrium potentials can be estimated from
the Nernst equation:

U1 � Uθ
1 � RT

F
ln

cCl�� �3
cCuCl3

2�
� 0:1014 V:

U2 � Uθ
2 � RT

F
ln

cCuCl3
2�

cCl�� �3cCu2�
� 0:5151 V:

U3 � Uθ
3 � RT

F
ln

cCuCl3
2�

cCl�� �2cCuCl�
� 0:5146 V:

At Vcorr, the total current is equal to zero.
Therefore, we can substitute the above relationships
into the following equation and solve for V, the only
unknown:

ik � i1 � i2 � i3 � 0:
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Use of an equation solver yields Vcorr= 0.161 V. Note
that if we had used the Tafel expressions rather than
the full BV expressions, we would have used the first
term of reaction 1 (positive) and the second term of
reactions 2 and 3 (both negative).

16.4 LOCALIZED CORROSION

In the previous section, we assumed that the corrosion
occurred uniformly over the entire surface and that the
surface area for the anodic reaction and cathodic reactions
was the same and equal to the total surface area of the
sample. Localized corrosion is very different. In localized
corrosion, the anode and cathode are separated, and the
anode is typically smaller than the cathode. Corrosion
involving small anodes is important industrially because
a large cathode-to-anode ratio can lead to fast dissolution
of a small area of the metal, leading to leakage or rupture.
Numerous different kinds of localized corrosion have been
identified, with examples shown in Figure 16.1.

Many factors influence localized corrosion, and a
complete treatment of all of these is beyond the scope
of this text. For example, properties of the metal such as
grain and grain-boundary composition and structure, the
amount and properties of alloying components, and the
presence of inclusions or defects influence its corrosion
behavior. The dynamics of passive film formation and
breakdown are also important in determining the initiation
and stability of corrosion. Our objective in this section is to
analyze localized corrosion using the fundamental relation­
ships of electrochemical engineering. Specifically, we will
examine how thermodynamics, kinetics, and transport
influence the rate of corrosion, and how an understanding
of the electrochemical behavior can lead to the develop­
ment of engineering strategies to mitigate corrosion.

Let’s use the corrosion pit illustrated in Figure 16.9 to
elucidate some of the characteristics of localized corrosion.
The anodic reaction takes place on the inside of the pit
where the metal is dissolving. The environment inside the
pit is different from that external to the cavity; this local
environment prevents the pit surface from passivating and
is essential for the pit to remain active. The area outside of
the pit is protected by a passive layer. The cathodic reaction
takes place primarily outside of the pit and typically
involves a larger area as mentioned above.

In contrast to uniform corrosion, the anode and cath­
ode are separate areas of the same metal. However, the
overall current must still balance (the magnitude of the
anodic current integrated over the surface must be equal to
that of the cathodic current also integrated over the entire
surface). If this is not the case, the system will adjust itself
until charge is conserved and the current is balanced. This
adjustment is rapid relative to the timescales associated
with either the development of concentration gradients
inside the pit or the growth (change in size) of the pit.
In order for the corrosion process to proceed, there must be
current flow between the anode and the cathode. Using our
normal convention, current flows from the anode to the
cathode in solution, and electrons flow from the anode to
the cathode in the metal. Because the resistance of the
solution is typically much higher than that of the metal, the
potential loss due to current flow in the metal can be
neglected and the metal is essentially at a constant
potential.

You can prove the validity of assuming a constant
metal potential to yourself by calculating the current
density that would be required to produce an appreciable
voltage drop in a metal. The potential drop in solution is an
important aspect of localized corrosion; this is a voltage
loss that was not present in uniform corrosion where the
anodic and cathodic reactions occur simultaneously on the
same surface. The current in solution is driven by a
potential drop from the anode to the cathode. Therefore,
the potential of the solution inside the pit is higher than that

Figure 16.9 Schematic diagram of corrosion pit. Current flows from the inside of the pit to the outside, driven by a potential difference in
solution. The potential is greater in the pit than outside the pit.
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of the surrounding cathodic area. Most of the potential drop
in solution occurs in and near the pit where current
densities are highest. In conjunction with Figure 16.9,
let’s consider the following questions:

Is the potential measured inside the pit with a very
small reference electrode greater or less than that
which would be measured with the same reference
electrode outside of the pit? The measured potential
is ϕM � ϕref . Since ϕM is the same at both locations
and ϕref ;pit > ϕref ;outside, the measured potential
inside the pit is less than that outside of the pit.

Doesn’t the potential inside the pit favor the cathodic
reaction? Why then does the cathodic reaction occur
mostly outside of the pit? The potential inside the pit
actually does favor the cathodic reaction relative to the
potential outside of the pit. There are several reasons
why the cathodic reaction occurs mostly outside of the
pit. First, the cavity itself provides additional transport
resistance, which can prevent cathodic reactants such
as oxygen from reaching the surface. Also, the envi­
ronment inside of the pit will influence the equilibrium
potential, which may offset the effect of the potential
difference. Perhaps most important, the kinetics of
possible cathodic reactions are typically much slower
than those of the anodic reaction inside the pit. There­
fore, the large cathodic area available outside of the pit
is needed to provide sufficient cathodic current.

What keeps a corrosion pit active?The driving force for
pitting corrosion is the difference in the equilibrium
potentials of the anodic and cathodic reactions. In
environments where active dissolution of the metal is
not favored, for example, due to stable passive layers,
the local environment inside the pit is also critical for
active dissolution since it is that local environment that
prevents the re-passivation that would otherwise occur.

The local composition difference between the inside
and outside of a corrosion pit is characteristic of localized
corrosion where geometry typically facilitates its develop­
ment. As mentioned above, this composition difference is
critical to maintaining the stability of localized corrosion.
In particular, oxygen depletion in restricted areas can pro­
mote corrosion because the surface is not passivated. For
example, stainless steels, which rely on oxygen to maintain
passivity, behave very differently in aerated and oxygen-free
environments. Intuitively, you might expect that corrosion
would be worse in oxygen compared to air. For pitting
corrosion, the higher partial pressure of oxygen makes it
more difficult for a break in the passivation layer to occur. As
a result, pitting corrosion is worse in air. In addition,
concentration differences contribute to the transfer of cur­
rent from the anode to the cathode. Avoidance of geometries
that significantly restrict transport and facilitate localized
corrosion is important from a mitigation standpoint.

Galvanic Corrosion
Galvanic corrosion is a form of localized corrosion that can
occur when two different metals are in contact and exposed
to a common electrolyte. It is included under localized
corrosion because the metals corrode at different rates and
corrosion is favored near the location where the metals are
in contact. Because of the high electrical conductivity of
the metals, the two metals are at the same potential.
Consider zinc and iron in electrical contact and exposed
to the same electrolyte solution. The potential of the two
metals equalizes by moving some of the higher energy
electrons in the zinc to the iron. This situation is equivalent
to applying a negative potential to the iron (a potential
below its equilibrium potential) and a positive potential to
the zinc (a potential higher than its equilibrium potential),
resulting in an increase in the dissolution rate of zinc and a
decrease in that of iron.

The rates of cathodic reactions also influence the
final potential of the metals undergoing galvanic corro­
sion. The cathodic reaction(s) can occur on the surfaces
of both metals, and the relative rate of reduction on the
different metal surfaces will depend on effects of kinetics
and mass transfer. As for the metal potential in our
example, it will remain below the equilibrium potential
of iron as long as the dissolution rate of zinc is suffi­
ciently rapid to match the cathodic reaction rate. Where
high rates of cathodic reaction are possible, both metals
will corrode, but at different rates. Because the net current
on the active metal is typically anodic, and the net current
on the less active metal is cathodic, there must be current
flow from one metal to the other and in solution between
the two metals. The potential drop associated with current
flow in the metals themselves is tiny because of high
conductivity of the metal. In contrast, the potential drop
in solution is significant and plays an important role in
determining the local reaction rates of both the anodic
and cathodic reactions, which will not be uniform. The
direction of current flow in solution is from the zinc to the
iron; hence, the potential of the solution is higher at the
zinc electrode. As described previously for pitting corro­
sion, this means that the potential measured against a
reference electrode will be lower at the zinc electrode
than at the iron electrode.

To illustrate, we consider the situation where flat
pieces of zinc and iron are in contact and exposed to a
salt solution. Figure 16.10 shows a two-dimensional, semi-
infinite representation: the zinc is 1 cm wide and the iron is
4 cm wide. To the right of the iron is an insulator. The left
boundary can be thought of as an insulator or an axis of
symmetry. As a first approximation, we neglect concen­
tration effects and solve for the secondary current distri­
bution; that is, Laplace’s equation for the potential in
solution is solved. This calculation requires expressions
for the current density as a function of potential for the
dissolution of iron and zinc, as well as kinetic expressions
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Figure 16.10 Potential field for galvanic coupling of Zn and Fe.
Source: Data adapted from Abootalebi 2010.

for hydrogen evolution and oxygen reduction on each of
the two metal surfaces. Tafel expressions suffice since we
are well away from the equilibrium potentials for the
reactions of interest except for iron. The reverse reaction
or iron is not significant because of the negligible concen­
tration of iron ions in solution. Since mass transfer in
solution is not modeled explicitly, the rate expression(s) for
oxygen reduction should include mass-transfer effects as
oxygen is undoubtedly mass-transfer limited. Following
our convention, the potential of the metal is ϕ1, and the
potential of the solution is ϕ2. The metal potential is
arbitrarily set to zero and the derivative of the solution
potential is prescribed on the boundaries.

On the Fe electrode:

@ϕ2iy � iO2 � iH2 � f ϕ2 � �κiFe � � � :
@y

Similarly, at the Zn electrode:

@ϕ2iy � iO2 iH2 f ϕ2 � κiZn � � � � � � :
@y

The current, and therefore derivative of potential, is
assumed to be zero at all other boundaries. The position of
the outside boundaries is not critical as long as they are
sufficiently far from the surface that they do not signifi­
cantly distort the potential field. Solution of Laplace’s
equation with these boundary conditions yields the poten­
tial field shown in Figure 16.10. The closer the spacing of
the contour lines are, the steeper the gradients in potential
and the higher the current density. Note that the current
density is highest at the intersection of the two metals.
Figure 16.11 shows the average rates of dissolution of the
zinc and iron before and after galvanic coupling of the two
metals. These results show clearly that the dissolution rate
of zinc increased significantly due to coupling with iron,

Figure 16.11 Average dissolution rates: (1) without galvanic
coupling, (2) coupled with a solution conductivity of 0.2 S�m�1, and
(3) coupled with a solution conductivity of 0.02 S�m�1.

while that of the iron dropped to essentially zero. The
impact of lower solution conductivity (0.02 S�m 1 rather
than 0.2 S�m 1) is also shown, where the increased resist­
ance of the solution resulted in a significantly lower
average current. The local current densities along both
the zinc and iron electrodes are shown in Figure 16.12 for
both values of the solution conductivity. The net current
density on the zinc electrode is anodic, and that on the iron
electrode is cathodic, and the current flow in solution is

Figure 16.12 Local current density for galvanically coupled Zn
�1and Fe at solution conductivities of 0.2 and 0.02 S�m .
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from the zinc electrode to the iron electrode. In both cases,
the current is highest as the intersection of the metals is
approached. In the case of the lower conductivity, the
current distribution is more nonuniform and the average
dissolution rate is lower. Importantly, the local dissolution
rate of zinc at the junction of the two metals is actually
higher; therefore, the lower average current density may
actually be more problematic due to the high local disso­
lution rate of zinc.

You, as a student, should be able to qualitatively
rationalize each of the results from this simulation. Illus­
tration 16.5 is designed to help you do this.

ILLUSTRATION 16.5

Based on the material presented above and your
understanding of electrochemical systems, please
address the following questions related to galvanic
corrosion:

Question 1: What is the total current (integrated
across the surfaces of both metals)?
The total current integrated across both surfaces must
be zero. The metal potential will adjust itself until
this is the case, just as it did with uniform corrosion.

Question 2: Why is the corrosion rate of zinc
higher when coupled with iron?
The addition of iron in contact with the zinc
increases both the cathodic area and, since hydrogen
kinetics are much faster on iron than on zinc, the rate
at which the cathodic reaction can take place on the
area available. The increased rate of the cathodic
reaction is balanced by an increase in the corrosion
rate of zinc.

Question 3: What role does the size of the electro­
des play?
An increase in the electrode area increases the total
current that can be driven by a given overpotential.
Therefore, an increase in the surface area of the iron
significantly impacts the magnitude of the cathodic
current. This effect does not continue indefinitely and
a size will be reached above which the corrosion rate
does not continue to change, but is limited by the
potential drop in solution. An increase in the zinc
area would decrease the dissolution rate per area of
the zinc, which results in a decrease in the zinc
consumption rate (thickness per time).

Question 4. Are differences in the kinetics of the
cathodic reactions on the two metal surfaces impor­
tant? Would higher cathodic reaction rates on iron
make the zinc corrosion better or worse? Why?

Yes, differences in the kinetics of the cathodic
reaction(s) on the two metals can be essential, and
these differences are important in the iron–zinc
system. For example, hydrogen evolution is very
slow on zinc, but much faster on iron. Therefore,
electrical contact with iron provides not only addi­
tional area for the cathodic reaction but also area
where the cathodic reaction is much faster.

Question 5: Why is the dissolution rate of iron
lower when coupled with zinc?
The zinc dissolution rate is sufficiently rapid to
provide the anodic current needed to balance the
total cathodic current on the zinc and iron surfaces.
Because of this, the potential at which the anodic and
cathodic currents are balanced is near or below the
equilibrium potential of iron, leading to little or no
iron dissolution (corrosion).

Question 6: Why is the iron dissolution rate
higher for the lower conductivity solution?
Because there is current flow from the zinc to the
iron, the potential in the solution is lower adjacent to
the iron than it is adjacent to the zinc. Also, the
potential in solution at the surface of the iron is
highest near the zinc–iron boundary, and lower as
you move away from that boundary. Since the
potential of the zinc metal and iron metal are the
same, a lower solution potential is equivalent to a
higher overpotential. If the overpotential exceeds the
equilibrium potential of the iron, the iron will
corrode. Iron corrosion is more likely as you move
away from the zinc–iron interface. Eventually, you
get far enough away from the zinc that its influence
is no longer felt. This happens sooner for a low-
conductivity solution.

Question 7: Why are the local corrosion rates
nonuniform when the metals are coupled?
The rates are nonuniform because of the nonuniform
potential in solution that drives the current flow from
the zinc to the iron electrode. See the answer to the
previous question for more information.

Question 8: Do cathodic reactions take place on
the zinc electrode?
The overpotential values along the zinc electrode are
actually more favorable for the cathodic reaction
than those at the iron electrode. So yes, cathodic
reactions can occur on the zinc electrode. Remember,
however, that the kinetics for the cathodic reaction at
the zinc electrode are less favorable. The zinc
dissolution is sufficient to balance the cathodic
reactions on the zinc and on the iron.
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Question 9: What roles do the equilibrium poten­
tials for iron and zinc play?
The difference between the equilibrium potentials of
zinc and iron is actually quite important. A greater
difference between these potentials means that we
can have a higher driving force for zinc corrosion at
potentials that remain below the equilibrium poten­
tial of iron, which reduces the probability of iron
corrosion.

Question 10: Would the corrosion rate change if
the solution were stirred? Why or why not?
Before answering this question, we note that none of
the analysis in this illustration factored in the role of
concentration gradients. In situations where the
corrosion rates are sufficiently high such that con­
centration gradients can develop, stirring the solution
may make a difference by changing the local
conductivity. Stirring will also make a significant
difference in situations where the cathodic reaction
(e.g., oxygen reduction) is mass-transfer limited as
described previously in this chapter. Mass transfer
was accounted for in an approximate way in our
simulation through use of a rate expression that
included transport limitations for oxygen. While this
expression does permit incorporation of mass-trans­
fer effects to some degree, it is not sensitive to
changing flow conditions (e.g., stirring).

As a closing comment, Evans diagrams can be
used to gain some physical insight into galvanic
coupling of metals, as traditionally presented in
corrosion texts. However, the assumption of uniform
corrosion rates on metal surfaces implicit in such an
approach is clearly not correct, making it incomplete
and frequently inadequate.

16.5 CORROSION PROTECTION

The topic of corrosion protection and mitigation is broad
and includes many different approaches to a multitude of
corrosion-related problems. For example, subtopics
include materials design and selection, component design
for corrosion avoidance, use of inhibitors to reduce corro­
sion rates, and a wide variety of surface treatments and
coatings. Clearly, comprehensive treatment of this topic is
beyond the scope of this book.

Electrochemical methods for addressing corrosion are
more consistent with the objectives of the text and include
the following: cathodic protection, anodic protection, and
e-coating. The most important of these is cathodic

protection, which is used extensively for protection of
structures from corrosion. Electrophoretic coating or E-
coating is widely used by the automotive industry and
others for coating parts in order to provide, among other
things, corrosion protection. In E-coating, it is the coating
process itself that is electrochemical in nature. This impor­
tant industrial process will not be treated in this chapter.
Here, we provide a brief description of anodic protection
and then spend the balance of the section on the funda­
mentals of cathodic protection.

Anodic Protection
Anodic protection is illustrated in Figure 16.13 and is
applicable to metals that have an active to passive transi­
tion (Figure 16.3), such as iron, nickel, chromium, tita­
nium, and their alloys. Simply stated, the strategy involves
increasing the potential in the anodic direction in order to
move the metal of interest from an active (a) to a passive
state (b). This shift can be accomplished with use of a
potentiostat to set the potential of the metal to a value in the
passive region. For the example shown in the figure, the
anodic corrosion current is reduced by almost two orders of
magnitude by increasing the potential above the corrosion
potential as shown. At the same time, the cathodic current
is reduced even more. The potentiostat provides current to
make up the difference between the current from the small
cathodic reaction at the applied potential, ic, and that
required to balance the passive current of the metal, ia, so
that the magnitude of total cathodic current is equal to that of
the anodic current. This applied current is much less than

Figure 16.13 Illustration of using anodic protection to reduce the
rate of corrosion for metals that passivate.



that required for cathodic protection where the potential is
moved in the negative direction in order to protect the metal,
and a relatively large external anodic current is required to
balance the high cathodic current at the new potential. The
lower required current and corresponding reduced operating
costs represent the principal advantage of anodic protection.
However, such protection requires a higher initial capital
investment because the instrumentation needed to set the
potential is more expensive than that required to apply a
current for cathodic protection. As with galvanic corrosion,
there is current flow between the anode and the cathode. The
change in potential due to this current flow is not included in
Figure 16.13. Still, the diagram represents the situation fairly
accurately since the current density in the passive region is
low; therefore, ohmic losses are not significant.

Another way to implement anodic protection is by
changing the cathodic reaction so that the cathodic curve
intersects the anodic curve in the passive region, rather than
in the active region. This method is not always possible, but
could avoid the need for the potentiostat. Let’s take a minute
to think about this curve and how it might be altered. The
most common cathodic reaction is the reduction of oxygen.
Given the sluggishness of the oxygen reduction reaction,
Tafel kinetics apply. As seen in Figure 16.13, when the
potential is plotted against the logarithm of cathodic current
density, a straight line results.

Changing the exchange-current density for oxygen
reduction is one way to shift the cathodic curve. Often,
the exchange-current density is proportional to the con­
centration of oxygen; and therefore varying the amount of
oxygen in the system shifts the cathodic curve. At first, this
action seems counterintuitive. However, it is analogous to
the example above where a current was applied to raise the
potential in the anodic direction. In this instance, the
oxygen concentration is raised to increase the cathodic
current and to ensure that the metal is passivated. The
approach is depicted in Figure 16.14. The cathodic curve
labeled (a) is the original state, with a high corrosion
current. The cathodic curve is raised by increasing the
oxygen concentration (b), moving the potential into the
passive region with a much lower corrosion current. Some
care is needed when taking this approach—We could make
the problem worse. Reflect that the rate of reduction of
oxygen is often mass-transfer limited rather than controlled
by kinetics. Given the low solubility of oxygen in water,
this circumstance doesn’t come as a surprise. The result is
that the current associated with the cathodic curve will not
increase indefinitely. The effect of mass transfer is shown
with curve (c). Note that because of the limiting current, it
is possible to be in a condition of high anodic (corrosion)
current. Not only is it important to shift the curve up, but
the mass-transfer limit must also be large enough to ensure
that the metal remains passivated. It may be necessary to
increase the mass-transfer limiting current as well as shown
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Figure 16.14 Importance of mass transfer on passivating the metal.

in curve (d). This increase could be accomplished by
raising the flow rate or agitation of the fluid. A similar
shift can be made by coupling the metal to be protected
with metals that facilitate the cathodic reaction without
adding a significant anodic component.

Anodic protection can be very effective in reducing
corrosion in systems where it can be applied. It is particu­
larly effective in aggressive environments where cathodic
protection would require very large currents and would
lead to breakdown of the solvent (i.e., water) to form
hydrogen gas. However, relative to cathodic protection,
which can be applied to nearly all metals, anodic protection
is used much less commonly.

Cathodic Protection
Cathodic protection is used routinely to protect sea vessels,
oil platforms, and other ocean structures, buried pipelines,
and storage tanks. The concept is straightforward—lower
the potential of the metal you are trying to protect in order
to reduce or eliminate corrosion. Cathodic protection takes
its name from the fact that the potential of the protected
metal is moved in the cathodic direction in order to
decrease its dissolution rate. Ideally, we would like to
reduce the potential enough to put us into the immunity
area of the Pourbaix diagram (see Figure 16.2). In order to
reduce costs, we may settle for just lowering the corrosion
rate rather than eliminating it completely.

Cathodic protection is implemented in one of two
ways: (i) use of a sacrificial anode or (ii) use of an external
power supply to apply a cathodic current to the metal to be
protected. Both of these methods have associated opera­
tional expenses either to replace sacrificial anodes that
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have been consumed or to provide the electricity and
hardware needed to apply the cathodic current.

Before describing these two strategies, we briefly
discuss the relationship between cathodic protection and
cathodic current. Figure 16.15 is an Evans diagram that
shows the anodic and cathodic curves for a metal that
undergoes corrosion. Without protection, the system is
characterized by the corrosion potential and corrosion
current as shown. With cathodic protection, we reduce
the potential of the metal below the corrosion potential,
which lowers (V1) or eliminates (V2) dissolution of the
metal, depending on whether the cathodic potential is
above or below the equilibrium potential for the metal,
U. However, what happens to the cathodic reaction as we
reduce the potential? As shown in the diagram, the rate of
cathodic reaction goes up with decreasing potential. Also,
secondary cathodic reactions may become important. For
example, hydrogen evolution may have been insignificant
at the corrosion potential, but may become important as the
potential is lowered. Note that hydrogen evolution may
contribute to hydrogen embrittlement on some metals such
as high-strength steels.

Even though it is the potential that we are trying to
drop, cathodic protection is often discussed in terms of the
magnitude of the applied cathodic current, iapp. In essence,
we need to provide sufficient current to drive the cathodic
reactions at the desired protection potential. If this is not
done, the potential will be higher and the metal will not be
protected. Description of cathodic protection in terms of
current rather than potential is not problematic since the

Figure 16.15 Evans diagram showing corrosion potential and the
reduction of corrosion current with a reduction in potential.

two are related. Note that in contrast to anodic protection,
the applied current can be large. Therefore, electrode
spacing, electrical conductivity, transport conditions, and
geometry may be important in relating current and poten­
tial. Hence, the relationship between the cathodic current
and the potential of the metal varies from system to system
and, where possible, direct measurement of the potential is
used to verify the extent of protection.

Sacrificial Anodes
Use of a sacrificial anode is implemented by coupling the
metal to be protected with a more active metal; that is,
one with a lower equilibrium potential. It is an intentional
application of galvanic corrosion where the active (sac­
rificial) metal is permitted to corrode in order to reduce
the potential of the metal to be protected. Thus, all of the
physics discussed above with respect to galvanic corro­
sion apply to sacrificial anodes. In particular, sacrificial
anodes must be electrically connected to the metal they
are protecting. The sacrificial anodes dissolve preferen­
tially, and the cathodic reaction takes place primarily on
the metal that is being protected. Therefore, there are
separate anodic and cathodic regions, with current flow­
ing between them.

Since the resistance to current flow in the metal is
typically much smaller than the solution resistance, the
effective area protected by a sacrificial anode is a function
of the electrical conductivity of the electrolyte solution. A
higher conductivity means lower losses in solution and
greater protection. In contrast, a lower conductivity trans­
lates into a reduced area of protection and requires multiple
sacrificial anodes on a single structure to be placed more
closely together. The current distribution around a sacrifi­
cial anode is not uniform as we saw above for the coupling
of zinc with iron. Therefore, it is possible to have on the
same structure areas that are overprotected and areas that
are underprotected. Typical metals used for sacrificial
anodes include zinc, aluminum, and magnesium. These
metals are frequently alloyed with other minor components
to give the desired dissolution properties. Figure 16.16
illustrates the use of sacrificial anodes seen as light-colored
blocks on the hull and rudder of the ship.

Design of a cathodic protection system that incorpo­
rates sacrificial anodes involves choosing the type, num­
ber, size, and spacing of the anodes. This process is
frequently approached empirically. First, the current den­
sity needed to protect the metal of interest is chosen based
on experience for the intended environmental conditions,
and the total current required is determined by multiplying
the protection current density by the total area of the metal
to be protected. Next, the required anode surface area can
be determined from knowledge of the dissolution rate of
sacrificial anodes in the target environment. The final size
and number of anodes reflect a balance between having a



Figure 16.16 Use of sacrificial anodes to protect against ship
corrosion.

sufficient number of electrodes to provide adequate pro­
tection over the whole surface and the practical issues
associated with installing and periodically replacing a large
number of electrodes. Additional anodes can often be
added to provide protection in areas when the initial system
design was inadequate. Mathematical models and even
physical models can be helpful in optimizing large, com­
plex systems. This is particularly true for systems where
the conductivity of the electrolyte is low and current
densities are highly nonuniform.

Impressed Current Cathodic Protection
(ICCP)
Cathodic protection can also be implemented with use of
an external electrode and a DC power supply as illustrated
in Figure 16.17, where the external electrode is the anode

Figure 16.17 Impressed-current cathodic protection used to
reduce corrosion of an underground tank.
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and the structure to be protected is the cathode. The power
supply drives the current necessary to protect the cathode.
In situations where the anode is attached directly to the
structure being protected (e.g., a ship), it is critical that it be
electrically insulated. The desired reaction at the anode is
oxygen evolution. In practice, voltages of 100 V and high
current densities are possible. Operational costs can be
substantial since continuous current flow is required to
maintain protection.

Several different types of anode materials are avail­
able, including consumable anodes (e.g., scrap iron),
semiconsumable anodes (graphite or high-silicon iron),
or inert electrodes (e.g., lead alloys, platinized metals, or
mixed metal oxide electrodes). Consumable electrodes,
where the anodic reaction leads to dissolution of the
electrode, are less expensive, but require regular replace­
ment and typically cannot sustain high current densities.
Inert electrodes offer the advantage of higher currents
and longer lifetimes, but at a higher capital cost. Mixed
metal oxide electrodes, based on technology borrowed
from the chlor-alkali industry, operate at high current
densities, are available in a variety of shapes and sizes,
and cost less than platinized anodes, making them a
popular electrode choice. The use of lead alloys (e.g.,
lead–silver) as a lower cost “inert” electrode has dimin­
ished due to concerns with the use of lead and improve­
ments in alternative electrodes. Table 16.1 shows the
characteristics of several anode materials for seawater
applications.

Oxygen evolution is the most common anodic reaction
at inert electrodes:

2H2O ! O2 � 4H� � 4e� (16.10)

Chlorine may be produced at anodes in saline solution,
presenting a potential problem in confined areas:

2Cl� ! Cl2 � 2e� (16.11)

The design of an ICCP system involves choosing the
number and location of external anodes. The data in

Table 16.1 Characteristics of ICCP Anodes for Seawater
Applications

Current density Consumption
�2) �1Material range (A�m rate kg�A�1�yr

Scrap steel <1 9

Silicon iron 10–30 0.2–0.5

Graphite 10–20 0.3–0.5

Lead silver 200–300 0.1

Platinized anodes 250–2000 10�5

Mixed metal oxide 250–600 0.5–4× 10�6
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Table 16.1 can be used to provide an initial estimate of the
anode surface area required as illustrated below.

ILLUSTRATION 16.6

A current density of approximately 0.1 A�m�2 at the
metal surface is required in order to protect steel in
seawater applications. Estimate the anode surface area
required to protect an undersea steel pipe with an outer
diameter of 0.6 m and a length of 100 m.

Surface area of the pipe:
πdL= π(0.6 m)(100 m)= 188.5 m2

Total current required for protection:
(0.1 A�m�2)(188.5 m2)= 18.85 A

Choose a mixed-metal oxide anode operating at a
current density of 500 A�m�2

Required anode area:
(18.85 A)/(500 A�m�2)= 0.0377 m2

Because of the large difference in the current
density at the anode and cathode, the difference in
size is over three orders of magnitude. This size
difference has some important implications for elec­
trode placement as discussed briefly below.

Because the current density at the anode is so much
larger than that at the cathode (structure to be protected),
most of the potential drop in the system occurs near the
small anode. The potential drop near the anode decreases
with distance away from the anode as 1/rn, where r is a
characteristic radius of anode and n is generally between
1 (cylindrical decay) and 2 (spherical decay), depending
on the geometry of the system. Therefore, almost the
entire potential drop occurs within 10–15 radii of the
anode, which has important implications for anode place­
ment. First, the current distribution at the cathode will be
very nonuniform if the anode is closer than ∼10 radii to
the structure. Second, once the distance between the
anode and cathode is at least 10–15 radii, further move­
ment away from the cathode will not substantially
increase the overall potential drop and power require­
ments of the system. However, placement of the anode
further away can improve the level of protection by
making the cathodic current density more uniform over
the surface of the structure. There are practical factors,
independent of the distribution of current, that limit the
placement of anodes. Design of ICCP systems has tradi­
tionally been done empirically. However, mathematical
models can be of great help in exploring options and
overall system optimization and have found increased use
in recent years.

Each of the two primary methods of cathodic protec­
tion has advantages and disadvantages. The following are
the advantages of sacrificial anode systems:

1. Installation is simple.

2. Do not require a power supply.

3. Overprotection is easy to avoid.

4. Less prone to cause interaction with neighboring
structures.

5. Moderately easy to obtain a uniform potential across
the structure.

The most severe limitation associated with sacrifi­
cial anodes is the small potential driving force available,
which limits use of this strategy to conductive environ­
ments or well-coated systems. The need to replace a
large number of anodes on a regular cycle is also a
disadvantage.

The following are the advantages of an ICCP system:

1. A large driving force to protect even large, uncoated
structures in high resistivity environments.

2. Comparatively few anodes are needed.

3. A controllable system that can be adjusted to accom­
modate changes.

Disadvantages include the need for a large, specialized
power supply, considerable variation of the potential over
the surface, the possibility of considerable overprotection,
the possibility of reversing electrical connections and the
resulting enhancement of corrosion, and the significant
costs associated with operation.

Cathodic protection can be used effectively in con­
junction with coated surfaces to prevent localized corro­
sion at defects in the coating. The presence of a coating
greatly reduces the current required to protect the target
structure since the coating inhibits both cathodic and
anodic reactions at the surface. However, cathodic reaction
at defects can increase the pH locally and damage suscep­
tible coatings. In addition, hydrogen evolution due, for
example, to overprotection can lead to hydrogen embrit­
tlement in high-strength steels and can contribute to local
damage of the coating.

Stray currents from CP systems can actually enhance
corrosion as illustrated in Figure 16.18. As shown in the
figure, ICCP is used to protect the hull of the ship.
Normally, the current moves through the seawater
from the anode to the cathode. However, when docked
at the pier, it may be easier for the current to move a
shorter distance to the metal structure, enter the metal via
a cathodic reaction, be conducted through the pier, and
then re-enter the seawater via a local anodic reaction. It is
the local anodic reaction that is problematic as this is a
corrosion reaction that causes dissolution of the pier.



Figure 16.18 Stray currents lead to increased corrosion of pier.

Thus, the ICCP system protects the steel hull, but
enhances corrosion in the unprotected pier. This, of
course, is undesirable and problematic, and the impact
of stray currents must be considered when designing
cathodic protection systems. Difficulties are even more
problematic for resistive environments, such an
unprotected pipeline near the tank in Figure 16.17. Stray
currents are most often associated with ICCP systems
where electrode separation is typically greater and volt­
ages are higher.

CLOSURE

Corrosion of metals and its prevention are important topics
for electrochemical engineers. Corrosion is largely an
electrochemical phenomenon and critical aspects of corro­
sion are described well with the fundamentals of thermo­
dynamics, electrode kinetics, and transport. This chapter is
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focused on those aspects. The Pourbaix diagram is a useful
starting point for analysis of corrosion. The practicing
engineer should understand the regions of immunity,
passivity, and corrosion for their application. The Evans
diagram clearly shows the balance of anodic and cathodic
reactions for uniform corrosion so that the corrosion
potential and corrosion current can be identified. Anodic
and cathodic protection schemes are available to reduce the
rate of corrosion to tolerable levels. The level of corrosion
that is acceptable is ultimately an economic question.
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PROBLEMS

16.1 Please address the following qualitative questions:

(a) What is corrosion and why does it occur?

(b) What is the driving force for corrosion?

(c) How would you expect temperature to affect the rate of
corrosion for a structure in the ocean? Describe in detail
the aspects of corrosion that would be affected by
temperature and how temperature might affect those
aspects.

16.2 An aqueous solution at pH= 5 contains 0.1 M ferric ion.
From a thermodynamic perspective, is there a driving force
for corrosion if this solution flows through nickel tubing?
Support your answer quantitatively. Would you expect
corrosion to occur?

16.3 Magnesium is being used as a structural material in cars, for
example, because it is light and has good structural properties.
However, there is concern regarding corrosion. Is that con­
cern warranted? Please support your response quantitatively.

16.4 Using Gibbs energy values, determine the standard poten­
tial for the reaction represented by line 10 of Figure 16.2.
Derive an expression for the equilibrium potential of the
reaction represented by line 10 in Figure 16.2 as a function
of pH. What assumption was made to get the values shown
in the figure? What impact would a change in this assump­
tion have on the equilibrium potential?

16.5 Using the Pourbaix diagram for nickel (Figure 16.2), is the
corrosion of nickel in aqueous solutions more likely to be
problematic in highly acidic or highly basic solutions?
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Please justify your response. You should consider the
stability of water.

16.6 There is a large driving force for the corrosion of zinc in
deaerated aqueous solution, where the primary cathodic
reaction would be hydrogen evolution. However, zinc is
stable in such environments. The following kinetic param­
eters apply: for the zinc reaction, αa= 1.5 and i0= 0.10
A�cm�2; for hydrogen evolution, αc= 0.5 and i0= 10�9

A�cm�2. Assume Tafel kinetics, and calculate the
following:

(a) The corrosion potential

(b) The corrosion current for zinc

(c) The corrosion rate of zinc in mm�yr�1


Why is the corrosion rate of zinc so low?


16.7 The following data are available for the corrosion of iron in
acid solution where oxygen does not make a significant
contribution to its rate of dissolution. The following param­
eters apply: bFe= 118 mV, bhydrogen= 120 mV, i0,Fe= 0.002
A�m�2, and i0,hydrogen= 0.10 A�m�2. Use 0.0 and �0.44 V
for the equilibrium potentials for the hydrogen and iron
reactions, respectively.

(a) Calculate the corrosion potential and current

(b) Calculate the dissolution rate in mm�yr�1

(c) Calculate the iron current, hydrogen current, and total
current as a function of potential, and plot all three
values on the same diagram.

16.8 The following data describe the corrosion of iron in sea­
water, where both oxygen and hydrogen contribute to the
cathodic reaction. Assume Tafel kinetics for both the iron
dissolution reaction and the hydrogen evolution reaction
(HER). The expression for oxygen reaction includes an
approximation of the mass-transfer limitations.

Reaction U [V] io Expression
�2][A�m

Fe ! Fe2� � 2e�

2H2O � 2e� !
H2 � 2OH�

O2 � H2O � 4e� !
4OH�

�0.44 αa= 0.5 0.014

�0.42 αc= 0.5 1× 10�6

0.815 αc= 1 1× 10�16

i � i0 exp �αaF�V � U�=
RT�
i � �i0exp��αcF�V � U�=
RT�
i � �i0�1 � i=ilim�
exp��αcF�V � U�=RT�

ilim � 0:3 A ? m�2

i0,Pb= 1 A�m�2, and i0,H2= 1× 10�6 A�m�2. Use �0.41 and
�0.126 V for the equilibrium potentials for the hydrogen
and iron reactions, respectively.

16.10 In solutions where a passivation layer is not formed on zinc,
the corrosion potential is found to be very close to the
equilibrium potential for zinc. What can you infer about the
kinetics for the anodic (dissolution of zinc) compared to the
kinetics for the cathodic (hydrogen evolution or oxygen
reduction) reactions?

16.11 What is the corrosion potential, corrosion current density, and
corrosion rate (mm�yr�1) of a copper pipe in laminar cross
flow? The velocity of the fluid over the 3 cm diameter pipe is
2 m�s�1. The solution is at pH= 8 and is saturated with oxygen
(10 g�m�3). The following reactions and parameters apply,

Cu ! Cu2� � 2e�; U � 0:337 V; i0 � 5 � 10�5 A m�2

O2 � H2O � 4e�!4OH�; U � 0:76 V; i0 � 1 � 10�7 A m�2

Your friend Eugene Engineer claims that H2 evolution
should also be considered in the calculation. Do you agree?
Justify your response quantitatively.

16.12 The following composite corrosion polarization curve is
measured for Fe in deaerated acid solution by changing the
current and measuring the corresponding potential. From
the semi-log plot, please determine the following:

Please determine:

(a) The corrosion potential and corrosion current.

(b) The relative importance of the oxygen reaction (fraction
of cathodic current from oxygen reduction).

(c) Plot the individual currents and the total current as a
function of potential on the same diagram.

16.9 Find the corrosion potential and corrosion potential for lead
in neutral solution. Under the conditions oxygen does not
make a significant contribution to its rate of dissolution. The
following parameters apply: bPb = 60 mV, bH2= 240 mV,

(a) The corrosion potential relative to SHE

(b) The corrosion current

(c) The Tafel slope of the anodic reaction

(d) The Tafel slope of the cathodic reaction

Make sure to state any assumptions that you make.

16.13 In Illustration 16.4, the dissolution of copper by copper(II)
ions in acid chloride solution was explored. That example
considered two cathodic reactions. It turns out that there are
at least four possible cathodic reactions that involve addi­
tional species formed as a result of homogeneous reaction.
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The additional reactions are as follows:

2�CuCl2 � Cl� � e� ! CuCl3 ; Uθ � 0:431@ (4)

2�CuCl3
� � e� ! CuCl3 ; Uθ � 0:435 (5)

Accounting for two additional equilibrium reactions,
the concentrations are as follows:

2� 2�Cl� Cu2� CuCl� CuCl3 CuCl2 CuCl� CuCl43

1.23 M 0.067 M 0.1897 M 0.02 M 0.1517 M 0.071 M 0.0071 M

the solution at one electrode to that at the other. The sum of
the cathodic and anodic currents on the two electrodes
together must equal zero. Report the potential of each
electrode versus a Ag/AgCl reference electrode located at
the electrode surface. Also report the specific anodic and
cathodic currents for each electrode.

16.15 Describe the difference between immunity and passivity.
Explain the relationship between these conditions and
anodic and cathodic protection strategies for corrosion
mitigation.

The kinetic expressions for the two additional
reactions are as follows:

0:50:5 0:5 cCuCl2�cCl� cCuCl2�2 3A ?m � 0:5i4 1 M 1 M 1 M

0:5F �0:5F
exp �V � U4� � exp �V � U4�:RT RT

0:5 0:52� cCuCl3�cCuCl3�2A ?m � 1:0i5 1 M 1 M
0:5F �0:5F

exp �V � U5� � exp �V � U5� :
RT RT

(a) Plot the Evans diagram similar to the one in the
illustration, but with all four cathodic reactions and a
line for the total cathodic reaction. Use this plot to
estimate (rough only) the corrosion potential of the
system.

(b) Calculate the corrosion potential and the corrosion
current density for the completed set of five reactions,
one anodic reaction and four cathodic reactions using
the full BV expressions.

(c) Repeat part (b) using Tafel expressions rather than the
full BV expressions. Please comment on any differ­
ences between the two results. Is this what you
expected? Why or why not?

16.14 A simplified cell, which results in a uniform current density
during corrosion of the full surfaces, can be used to examine
galvanic corrosion. If the two metals are not connected,
each metal corrodes independent of the other. However, if a
highly conductive wire is used to connect the two metals,
they become galvanically coupled and their corrosion rates
change dramatically. Examine corrosion of iron and zinc
using the parameters from Figure 16.10.

The conductivity of the solution is constant and equal to
0.08 S�m�1. The electrodes are infinite plates separated
by a distance of 3 cm.


Please calculate the following:


(a) The uncoupled corrosion potential (SHE) and corrosion
current density (A�m�2) for each of the two metals.

(b) The rate of corrosion for the coupled system.

You will need to account for the ohmic losses in
solution, which will allow you to relate the potential of

16.16 Where does the cathodic reaction occur during pitting
corrosion? Why does it occur there? What implications
does this have for the growth of multiple corrosion pits on a
surface?

16.17 Why does galvanic coupling increase the corrosion rate of
the more active metal?

16.18 The corrosion rate of magnesium increases dramatically
when it is coupled with iron, even if the area of the iron is
just a fraction of that of the magnesium. Please explain why
this might be so.

16.19 Explain why cathodic current is required in order to cath­
odically protect metal structures.

16.20 Does a sacrificial anode represent anodic protection or
cathodic protection? Please explain.

16.21 You have been assigned to develop a system to protect a
stationary sea oil drilling platform located in 400 m deep
water. Based on your understanding of sacrificial anodes:

(a) What costs are associated with (i) installation of a
sacrificial anode system, and (ii) operation of a sacrifi­
cial anodic protection system?

(b) Repeat part (a) for ICCP systems.

(c) Based on your answers to (a) and (b), which strategy do
you expect to be more expensive? Which would be
easier to implement?

16.22 You desire to use ICCP to protect a low-carbon steel surface
from corrosion (area= 20 m2). Assuming a uniform current
density on the steel surface, the pH of the solution is 8. For all
potentials of interest, the reduction of oxygen is diffusion
limited, ilim= 0.2 A�m�2 For iron dissolution αa= 0.5,
i0,Fe= 0.002 A�m�2, UFe=�0.64 V, and for hydrogen
αc= 0.5, and i0,H2= 0.05 A�m�2.

(a) What value of the impressed current would be required
to reduce the corrosion rate to 0.1 mm�yr�1? The kinet­
ics are known and given below.

(b) What is the corresponding potential of the electrode
(versus SCE)?

(c) Often �850 mV versus SCE is specified as the potential
required for protection of steel in seawater. Please
comment on this value based on your results.

16.23 ICCP is to be used to protect a steel dock structure in
seawater. The surface area of the structure is 15 m2. The
anodes available are platinized Ti with an OD of 2.5 cm and
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a length of 1 m. Specific kinetic data and conductivity data
for your system are not available.

(a) Please recommend an appropriate anode configuration.

(b) If electricity is $0.05/kWh, how much would it cost to
operate this system for a year (assume continuous
operation for the entire year and no losses in rectifying
the electricity)? Assume a potential drop of 20 V.

(c) What factors might influence your placement of the
ICCP anodes?

16.24 Data are shown for the passivation of iron in a phosphate
solution at a pH= 9.7. (Adapted from Corrosion Science,
19, 297 (1979). The solution is deaerated, hydrogen evo­
lution is cathodic reaction. It is desired to protect 1 m2 of
iron to a corrosion rate of 1 mm�yr�1. Compare the current
required for anodic versus cathodic protection.
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Appendix A

Electrochemical Reactions
and Standard Potentials

Electrochemical reaction Standard potential, Uθ

1 F2 � 2e� ! 2F� 2.87
2 PbO2 � SO4

2� � 4H� � 2e� ! PbSO4 � 2H2O 1.685
3 Cl2 � 2e� ! 2Cl� 1.3595
4 O2 � 4H� � 4e� ! 2H2O 1.229
5 Br2�aq� � 2e� ! 2Br� 1.078
6 Ag� � e� ! Ag 0.7991
7 Hg2

2� � 2e� ! 2Hg 0.789
8 Cu� � e� ! Cu 0.521
9 O2 � 2H2O � 4e� ! 4OH� 0.401
10 Cu2� � 2e� ! Cu 0.337
11 Hg2Cl2 � 2e� ! 2Hg � 2Cl� 0.2676
12 AgCl � e� ! Ag � Cl� 0.222
13 Cu2� � e� ! Cu� 0.153
14 HgO � H2O � 2e� ! Hg � 2OH� 0.098
15 2H� � 2e� ! H2 0
16 Pb2� � 2e� ! Pb �0.126

2�17 PbSO4 � 2e� ! Pb � SO4 �0.356
18 Fe2� � 2e� ! Fe �0.440
19 Cr3� � 3e� ! Cr �0.74
20 Zn2� � 2e� ! Zn �0.763
21 2H2O � 2e� ! H2 � 2OH� �0.828
22 Cr2� � 2e� ! Cr �0.91
23 Mn2� � 2e� ! Mn �1.18
24 Al3� � 3e� ! Al �1.66
25 Mg2� � 2e� ! Mg �2.357
26 Na� � e� ! Na �2.714
27 K� � e� ! K �2.936
28 Li� � e� ! Li �3.045

Standard states, 25 °C, 100 kPa.: (a) gases, pure ideal gas, (b) liquids and solids, pure
substance, (c) aqueous, hypothetical 1 molal solution.

Electrochemical Engineering, First Edition. Thomas F. Fuller and John N. Harb.
 2018 Thomas F. Fuller and John N. Harb. Published 2018 by John Wiley & Sons, Inc.
Companion Website: www.wiley.com/go/fuller/electrochemicalengineering
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Appendix B

Fundamental Constants

Expressed in
Nomenclature Name Value Common units base SI units

R Universal gas constant 8.3144621 J�mol�1�K�1 m2�kg mol�1�s�2�K�1

NAV Avogadro’s number 6.022141× 1023 mol�1 mol�1

k Boltzmann’s constant 1.380649× 10�23 J�K�1 m2�kg�s�2�K�1

q Fundamental unit of charge 1.602177× 10�19 C A�s
F Faraday’s constant 96,485.34 C/equiv. A�s/equiv.
ϵ0 Permittivity of vacuum 8.854188× 10�12 F�m�1 m�3�kg�1�s4�A2

c Speed of light 2.99792× 108 m�s�1 m�s�1

h Planck’s constant 6.626070× 10�34 J�s m2�kg�s�1

Electrochemical Engineering, First Edition. Thomas F. Fuller and John N. Harb.
 2018 Thomas F. Fuller and John N. Harb. Published 2018 by John Wiley & Sons, Inc.
Companion Website: www.wiley.com/go/fuller/electrochemicalengineering
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Appendix C

Thermodynamic Data

Table C.1 Standard Enthalpy and Gibbs Energy of Formation from the Elements at 25 °C (298.15 K).

Chemical species Formula State ΔG [kJ�mol�1] ΔH [kJ�mol�1]

Acetic acid CH3COOH Liquid �389.9 �484.3

Acetic acid CH3COOH Aqueous �396.5 �486.1

Aluminum oxide Al2O3 Solid, α �1582.3 �1675.7

Ammonia NH3 Aqueous �26.6 �80.3

Ammonia NH3 Gas �16.4 �45.9

Bromine Br2 Gas 3.1 30.9

Carbon dioxide CO2 Gas �394.359 �393.509

Carbon monoxide CO Gas �137.2 �110.5

Cobalt(II) oxide CoO Solid �214.2 �237.9

Formaldehyde CH2O Gas �102.5 �108.6

Formic acid CH2O2 Liquid �361.4 �425.0

Hydrogen bromide HBr Gas �53.4 �36.3

Hydrogen chloride HCl Gas �95.3 �92.3

Hydrogen peroxide H2O2 Liquid �120.4 �187.8

Hydrogen peroxide H2O2 Gas �105.6 �136.3

Lead(II) oxide PbO Solid �187.9 �217.3

Lead(IV) oxide PbO2 Solid �217.3 �277.4

Lead(II, IV) oxide Pb3O4 Solid �601.7 �718.8

Lead sulfate PbSO4 Solid �813.302 �919.936

Lithia Li2O Solid �561.2 �597.9

Lithium hydroxide LiOH Aqueous �451.1 �506.9

Lithium iodide LiI Solid �270.3 �270.4

Lithium peroxide Li2O2 Solid �571.1 �632.6

Mercury(II) chloride HgCl2 Solid �178.6 �224.3

Mercury(I) chloride Hg2Cl2 Solid �210.8 �265.2

Methanol CH3OH Liquid �166.6 �239.2

Methane CH4 Gas �50.5 �74.6

Propane C3H8 Gas �24.3 �104.7

Silver oxide Ag2O Solid �11.21 �31.1

Silver sulfate Ag2SO4 Solid �618.4 �715.9

Sodium chloride NaCl Solid �384.1 �411.2

Sodium chloride NaCl Aqueous �393.1 �407.3
(continued )

Electrochemical Engineering, First Edition. Thomas F. Fuller and John N. Harb.
 2018 Thomas F. Fuller and John N. Harb. Published 2018 by John Wiley & Sons, Inc.
Companion Website: www.wiley.com/go/fuller/electrochemicalengineering
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406 Appendix C: Thermodynamic Data

Table C.1 (Continued )

Chemical species Formula State ΔG [kJ�mol�1] ΔH [kJ�mol�1]

Sodium hydroxide NaOH Aqueous �419.2 �470.1

Sodium oxide Na2O Solid �375.5 �414.2

Sulfur dioxide SO2 Gas �300.1 �296.8

Sulfuric acid H2SO4 Aqueous �744.530 �909.3

Water H2O Liquid �237.129 �285.830

Water H2O Gas �228.572 �241.572

Zinc oxide ZnO Solid �320.48 �350.46

Ion Formula State ΔG[kJ�mol�1] ΔH [kJ�mol�1]

Hydrogen H+ Aqueous 0 0

Aluminum Al3+ Aqueous �485.34 �531.37

Ammonium NH�
4 Aqueous �79.37 �132.51

Calcium Ca2� Aqueous �553.54 �542.83

Copper(I) Cu+ Aqueous 50.00 71.67

Copper(II) Cu2� Aqueous 65.52 64.77

Iron(II) Fe2� Aqueous �84.91 �89.12

Iron(III) Fe3� Aqueous �10.71 �48.53

Lead Pb2� Aqueous �24.39 �1.67

Lithium Li� Aqueous �293.3 �278.49

Magnesium Mg2� Aqueous �454.80 �466.85

Potassium K� Aqueous �283.26 �252.38

Silver Ag+ Aqueous 77.12 105.57

Sodium Na+ Aqueous �261.66 �240.12

Zinc Zn2+ Aqueous �147.03 �153.89

Bicarbonate HCO3
� Aqueous �586.85 �691.99

Bisulfate HSO4
� Aqueous �756.01 �887.34

Bisulfide HS� Aqueous 12.6 �17.7

Bisulfite HSO3
� Aqueous �527.8 626.2

Bromide Br� Aqueous �103.97 �121.54

Carbonate CO3
2� Aqueous �527.89 �677.14

Chloride Cl� Aqueous �131.26 �167.16

Fluoride F� Aqueous �278.82 �332.63

Hydroxyl OH� Aqueous �157.29 �229.99

Iodide I� Aqueous �51.59 �55.19

Nitrate NO3
� Aqueous �111.34 �207.36

Perchlorate ClO4
� Aqueous �10.8

Sulfate SO4
2� Aqueous �744.62 �909.3

Sulfide S2� Aqueous 79.5 30.1

Sulfite SO3
2� Aqueous �486.6 �635.5

Standard states: (a) gases, pure ideal gas at 100 kPa, (b) liquids and solids, pure substance at 100 kPa, (c) aqueous, hypothetical 1 molal solution
N. de Nevers (2012) Physical and Chemical Equilibrium for Chemical Engineers, John Wiley & Sons, Inc..
D.R. Lide (2000) CRC Handbook of Chemistry and Physics, Boca Raton, FL, CRC Press.
M. Pourbaix (1974) Atlas of Electrochemical Equilibria, NACE, Houston.
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Table C.2 Standard Molar Entropy of Substances at 25 °C (298.15 K) and 100 kPa

Species Formula State Entropy [J�mol�1�K�1]

Hydrogen H2 Gas 130.5

Chlorine Cl2 Gas 223.1

Oxygen O2 Gas 205.03

Iron Fe Solid 27.28

Water H2O Gas 188.7

Water H2O Liquid 69.91

Fe(II) Fe2+ Aqueous �137.654

Hydrogen H+ Aqueous 0

Chloride Cl� Aqueous 56.48

Hydroxyl OH� Aqueous �10.75

Whereas the Gibbs energy and enthalpy are from an arbitrary datum, entropy values are absolute and therefore nonzero even for
elements.
Dean, J.A. (1979) Lange’s Handbook of Chemistry, 12th ed., McGraw-Hill: New York, NY, pp. 9-4–9-94.
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Appendix D

Mechanics of Materials

D.1 STRESS AND STRAIN

A material subjected to a uniaxial load will deform. If
compressed, the length of the material is reduced; if placed
under tension, the length increases. The deformation or
linear strain of a material of length L is

δ
ϵ � ; (D.1)

L

where δ is the distance that the material deforms. Thus, this
normal strain is a dimensionless quantity. Normal stress
is simply the force of compression or tension in the
material; and stress and strain are related with Young’s
modulus of elasticity:

E � σ

ϵ
� stress

strain
: (D.2)

This modulus is a property of the material and has units of
pressure [Pa]. Figure D.1 shows the stress–strain relation­
ship for a brittle and a ductile material. At low strain, the
stress varies linearly, or said another way the modulus is
constant. Furthermore, when the stress is relieved, the
material returns to its original shape. Thus, Equation D.2
is equivalent to Hooke’s law for a spring and describes
proportional behavior. At some point the proportional
limit is reached, above this strain the slope is no longer
constant, but the behavior is still elastic, meaning that there
is no permanent deformation. If the stress is excessive, the
material can fail. For ductile materials, above the elastic
limit the material continues to deform, but the deformation
is permanent. This deformation is called plastic. Note that
brittle materials fracture with little deformation. In con­
trast, a ductile material may deform significantly before
failure. Failure of the material can depend on the applica­
tion and what is acceptable for the design: elastic limit,
yield point (where the material deforms without further
increase in stress), or yield strength (where a fixed amount
of permanent strain occurs, for example, 0.002).

Electrochemical Engineering, First Edition. Thomas F. Fuller and John N. Harb.

Poisson’s ratio, ν, is a second material property that
needs to be introduced. The cube shown in Figure D.2 is
put in tension along the x-axis. The length along the x-axis
in tension increases, and simultaneously the width trans­
verse to the axis in tension (y and z) decreases. Poisson’s
ratio is a means of describing how these two strains are
related.

ν � �transverse strain
axial strain

� �ϵtrans
ϵaxial

: (D.3)

Typical values for metals are around 0.3. A variety of
mechanical properties for different material relevant to this
book are shown in Table D.1. As will be seen shortly,
Poisson’s ratio is used in calculations of spring behavior in
the next section.

D.2 THERMAL EXPANSION

An applied force of compression or tension is not the
only means of inducing strain in a material. If
unrestrained, materials expand (with rare exceptions)
when the temperature is raised. The amount of change
depends on the material and is quantified by the
coefficient of thermal expansion (CTE), which is com­
monly defined as

1 dL
αL � : (D.4)

L dT

Here we restrict ourselves to expansion in one dimension
or linear expansion. CTE is another material property, and
typical values for αL are listed in Table D.1. The stress-free
thermal strain, ϵt, is just the change in length from a
temperature change:

ϵt � αL�ΔT�: (D.5)

 2018 Thomas F. Fuller and John N. Harb. Published 2018 by John Wiley & Sons, Inc.
Companion Website: www.wiley.com/go/fuller/electrochemicalengineering
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Figure D.1 Typical stress-strain behavior for brittle and ductile
materials.

To keep the material from expanding, a force would be
required, which is expressed in terms of the stress in the
material from Equations D.1 and D.2.

σ � EαLΔT: (D.6)

Thus, a stress is present in the material if it is constrained
and the temperature changed from the stress-free state. In
our rudimentary analysis, we will assume that one of the
components is much stiffer than the other. Think of
stiffness as the ability of the component to resist deforma­
tion. Stiffness is not simply a material property, but is
affected by the thickness and shape of the component. This
assumption means that one of the components, the support,

Figure D.2 Illustration of transverse and axial strain, quantified
with Poisson’s ratio.

completely resists deformation. The stress generated in
the other component is related to the difference in CTE
of the two materials:

Eiσi � �αs � αi��T � T0�: (D.7)
1 � νi

The subscript s refers to the support material, ν is Poisson’s
ratio, and T0 is the stress-free temperature. This highly
simplified analysis will give the engineer a starting point

Table D.1 Mechanical properties of select materials used in construction of fuel cell and springs

Strength, stress at
Material αL [K�1]× 10�6 Elastic modulus [GPa] Poisson’s ratio yield or failure [MPa]

Carbon steel 10.8 at (20 °C) 200 0.29 250 (yield)

Nickel 13 at 20 °C 177 0.31 150–480 (yield)

Stainless steel (304) 17.3 193–200 0.29 215 (yield)

Titanium 9.2 at 250 °C 80–125 0.31 880 (yield)

POCO graphite 8.4 11 0.27 69–207 (failure)

YSZ (8% doping) 10.5 (25–1000 °C) 220 0.22 416 (failure)

Porous LSM 12.4 130 0.36 –

Borosilicate glass 3.3–5.1 68–81 0.21 280 (ultimate)

Lanthanum chromite, 9.8 (25–1200 °C) 150 – 150 (ultimate)
calcium doped 15 %

Teflon 100–140 (100 °C) 0.40–1.8 0.46 9–30

Use of these tabulated values is appropriate only for solving problems in this book. Other advanced texts should be consulted for detailed design work.
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for understanding the importance of matching thermal
coefficients of expansion when mating different materials
together. Of most importance, note that if the two CTEs are
not matched, then strain will be present when the tempera­
ture is changed.

D.3 CREEP AND FRACTURE

Recall that below a certain level of stress, the deformation
is reversible; above this stress the deformation is perma­
nent. This point is called the yield point. Designs should be
such that the materials are in the elastic limits of the
material. Clearly, we want to design a component so
that the stress in the material is below the yield point.
The stress–strain curve shown in Figure D.1 is only part of
the story. Creep is another mechanism of failure. Creep is
the permanent deformation of a material subjected to
mechanical stress below its yield point. Yielding can occur
at stresses below the yield point if held there for sufficiently
long time or if held at elevated temperatures. Unlike
fracture, discussed previously, creep is a slow process.
Furthermore, some creep is generally acceptable as long as
it was anticipated in the design.

In making assemblies of electrodes or cells, it is
common to need a means of applying an axial load (normal
to the electrode surface). The reasons for this load are first
to hold the electrodes or cells together and second to reduce
contact resistance between components. There are a num­
ber of methods to apply compressive loads that are used in
electrochemical systems. The two idealized methods
would be constant strain or constant stress. These provide
a good framework for discussing creep and the stress–
strain–time relationship. Figure D.3 displays typical creep
behavior of a material under a constant tensile stress. The
strain increases with time and is divided into three stages.
The elastic strain occurs more or less instantly, this is the
initial extension. The first stage of primary creep is one
where the rate of creep decreases exponentially. This
period is followed by a second stage that is linear, and
of most relevance for long-term operation. In the third
stage, the extension increases exponentially due to necking
followed by fracture. We are often interested in compres­
sive stress, where tertiary creep is less important. There
isn’t a single parameter or mechanical property that
describes creep; in general, data like that shown in
Figure D.3 are needed.

Constant strain is the other way to think about creep.
This would be applicable if an electrochemical cell-
sandwich were designed with a fixed thickness. Imagine
that for a certain component that after a period of time, t1,
under constant stress as described above, the strain is now
held constant. In this case the stress will decrease with
time due to creep of the materials. This behavior is called

Figure D.3 Typical stages of creep under a constant tensile stress
below elastic limit.

stress relaxation and is shown in Figure D.4. This
relaxation could cause a large increase in contact resist­
ance, for example.

The actual behavior in a well-designed system is
unlikely to be solely constant stress or constant strain.
The disadvantage of constant strain is readily apparent. As
a result, springs are generally used to accommodate some
creep but keep the stress more constant. Systems that do
this are described as providing load follow-up. There are a
multitude of approaches. In the next two sections, we just
consider two types that are commonly used in batteries and
fuel cells: the conical disk and wavy spring. The main

Figure D.4 Stress relaxation with constant strain.
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advantage of these types of springs is that they can provide
a high axial force, but are relatively compact. Although
these two approaches are commonly used in industry and
research laboratories, some of the details may not be
readily accessible. Therefore, a few parts of the develop­
ment are included here.

Belleville Washers
A common method of providing load follow-up is with
Belleville washers. Figure D.5 shows the cross section that
act as springs when added to a tie-rod (see Illustration 10.8,
for instance). t is the thickness of the spring material. The
cupped or cone-shaped washers are stacked together so that
the desired spring properties are achieved. Because of the
conical shape, a single washer has a known spring con­
stant, analogous to Hooke’s law. When washers are
stacked in the same direction, the spring constants add
in parallel, resulting in a stiffer assembly. When stacked in
alternating directions, the spring constants add in series,
resulting in an assembly with greater deflection for the
same force. Thus, the spring constant can be tuned as
needed. The downside is that extra space is needed for the
load follow-up system, but this approach is relatively
compact. The relationship between deflection, s, and force,
F, is a bit more complicated than Hooke’s law but can be
expressed in terms of the geometry and material properties
of the metal. Here friction is ignored.

4Et4 s h0 s h0 s
Fx � � 1 ; (D.8)�1 � ν2�αD2 t t t t 2t

D
where δ � ; h0 � H � t;

d

and

δ � 1 2

1 δ
α � � :

π δ � 1 2
δ � 1 ln δ

The relationship between force and deflection given by
Equation D.8 is shown in Figure D.6. These washers are
generally used in the linear range for low values of

Appendix D: Mechanics of Materials 411

deflection where Hooke’s law is closely approximated.

F 4Et3 h0 h0K � � � 1 : (D.9)
s �1 � ν2�αD2 t t

A stack or assembly of washers can be comprised of one or
more groups. A group is where the washers are adjacent
and oriented in the same direction; and each group contains
ni washers. Referring to Figure D.6, the first sequence is
(1–1–1–1–1–1–1-1); and the second is (8). For an arrange­
ment of g groups of washers, the total spring constant is

K
Kstack � g 1

: (D.10)

ni

ni is the number of washers in the ith group. Thus, for
Belleville washer in Figure D.6, Equation D.9 is used to
find the spring constant for one washer. K= 5755 N/mm,
which is the slope in Figure D.6. We can then compare this
to Kstack for the two assemblies shown:

Kstack � K
g 1

� K

8
� 719

N
mm

:

i 1

Thus, for this arrangement, the stack is eight times less stiff
than a single washer, and the stacking is referred to as in
parallel. In contrast, for the other arrangement,

K kN
Kstack � � 8K � 46 :

1 mm
8

This stacking is referred to as a series arrangement.

i

Figure D.5 Belleville washer in unloaded state.
Figure D.6 Force deflection relationship for single Belleville
washer. Alternate and same direction stacking are shown.
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Figure D.7 Dimensionless spring constant for wave spring with
λ= 0.65. Wave washer shown with N is two.

Wave Washers
Another method of applying axial load is with a wave
spring washer shown in Figure D.7. A single wave or
conical washer is commonly used in the assembly of coin
cells for battery and electrochemical capacitor testing. For
relatively small deflections, there is a constant of propor­
tionality between force and deflection. This spring con­
stant, Kmin, depends on the dimensions of the washer: inner

and outer diameters, thickness, and number of waves. The
materials properties are also important. The relationship
and analysis is complex, but for our purposes we can use
the graph in Figure D.7 that provides a dimensionless

2

spring constant.

Kdim � KminD2
m

Et3
; (D.11)

where Dm is the mean diameter,

Dm � D0 � Di
; (D.12)

and t is the thickness of the spring material (not the
uncompressed height). The values plotted are for a fixed
value of λ, the ratio of flexural to torsional rigidity, equal
to 0.65. Whereas the modulus is a function of the
material, rigidity depends on the structure of the object.
The dimensionless spring constant is shown as a function
of μ, which is

D0 � Diμ � : (D.13)
D0 � Di

The force needed to deflect the washer by distance δ is

Fx � Kminδ: (D.14)

FURTHER READING

Dragoni, E. (1988) A contribution to wave spring design. J. Strain
Anal., 23, 145.

Wells, J.W. (1970) Wave springs. Machine Des., 42 (20), 113.
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absorption
and quantum yield, 369
coefficient, 366, 367
efficiency, 367, 369, 372
losses, 367
of photons, 366

acceptors, 357
activation energy, 44
activity, 23, 33

coefficient, 33–34, 35–36
additives, for electrodeposition, 311
adion, 302
aluminum production, 4, 323

energy balance, 342
Hall-Herault process, 338

anode, 1
battery, 151
sacrificial, 396, 397

anodic protection, 394
anodic scan, 122
Archimedes number, 79
Arrhenius expression, 47

back of electrode, 108
balancing

active, 188
battery pack, 187
passive, 188

band
bending, 360, 363
conduction, 356–357
gap, 355–356, 359, 366–368, 373
valence, 356–357

battery
charging, 184
chemistries, 154
coin cell, 152, 193

configuration, layout, 176
cylindrical, 183, 184, 188, 191
heat generation, 164, 165, 189
module, 176
primary, 152
pulse power test, 185
reserve, 153
scaling, 178
secondary, 152
spirally wound, 183, 188
state of charge (SOC), 157
state of health (SOH), 186
string, 175
theoretical capacity, 156
thermal management, 188

battery electric vehicle (BEV), 282
battery management system (BMS), 186
Belleville washer, 245, 411
binary electrolyte, 35, 67
bipolar

design, 228
plate, 230

Bode plot, 134
Boltzmann factor, 32
boundary layer, 76
brighteners, 312
Bruggemann equation, 98, 328
Butler-Volmer kinetics, 46

C-rate, 159–160
calomel electrode, 28
capacitance, 42, 251

differential, 251
capacitor

conventional, 252
double layer, 251, 252
electrolytic, 252

capacity
battery, 156–164, 282, 283
EDLC, 267, 269, 270, 286, 287
fade, 167
offset, 161
turnover, 283

capillarity, 102
capillary pressure, 102
cathode, 1

battery, 151
cathodic protection, 395–399

impressed current (ICCP), 397–399
sacrificial anodes, 396, 397

cathodic scan, 122
CCCV charging, 184
cell balancing

active, 188
passive, 188

cell potential, 10, 17
cell resistance, 12, 121, 161
cell stack assembly (CSA), 197
central ion, 31
cermet, 214
characteristic frequency, 263
charge coefficient, 184
charge density, 32, 270, 273, 361
charge depleting mode, 289, 290
charge number, 9
charge retention, for batteries, 167
charge separation, 42, 251, 254, 256,

273, 368
charge sustaining mode, 289
charge-transfer resistance, 83, 130, 317
charge-transfer coefficient, 46
charging time

double layer, 118
EDLC, 262

Electrochemical Engineering, First Edition. Thomas F. Fuller and John N. Harb.
 2018 Thomas F. Fuller and John N. Harb. Published 2018 by John Wiley & Sons, Inc.
Companion Website: www.wiley.com/go/fuller/electrochemicalengineering
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charging, pulse, 184
chemical potential, 30–31, 208
chlor-alkali, 10–12, 21–23, 323–325
chronoamperometry, 116
coefficient of thermal expansion

(CTE), 244
coin cell, 152, 183
cold cranking amps (CCA), 164, 182
complex variables, 131
concentration overpotential, 79
concentration profile, 64
conductance, 73
conduction band, 356–357
conductivity

effective, 98, 328
electrolyte, 11
semiconductor, 356–358
solid, 99

conservation of charge, 66
conservation of mass, 65
contact angle, 102
contact resistance, 241
control volume, 65
convection

forced, 75–79
natural, 76

conversion reaction (reconstruction), 153
corrosion

galvanic, 391–394
localized, 390
pitting, 390
types, 380
uniform, 383

corrosion potential, 383
influence of mass transfer on, 386

Cottrell equation, 71, 116
coulomb, 6
coulombic efficiency, 166
counter electrode, 113
creep, 245
critical cluster size

for electrodeposition, 305
critical overpotential

for electrodeposition, 305
current, 6

efficiency, 58
interruption, 120
limiting, 55
sign convention, 44–45
superficial, 45, 57

current collector, 94, 108
resistance, 180

current density, 9, 66
current distribution, 81–85

impact on electrodeposition, 312–314
porous electrode, 98
primary, 84
resistive substrates, 316–318

secondary, 85
tertiary, 85

cutoff frequency, 264
cutoff potential, 160

and capacity fade, 168
and cell balancing, 188
and maximum power, 283

cycle life, 168–169, 283
cyclic voltammetry, 122
cylindrical cell, 184

Daniel cell, 2, 151–152
Debye Huckel

estimation of activity coefficients, 35
limiting law, 35
theory, 31

Debye, length, 31–32, 42, 255
deflection, 411
degree of hybridization, 289
depletion layer, region, zone, 360–362
deposit morphology, 310
depth of discharge, 157–158
derived units, 5–6
diaphragm cell, 324–328
dielectric constant, 252
diffuse layer, 42
diffusion, 63

layer, 42
length, 117
time constant, 120

dilute solution
activity coefficients, 35
theory, 64

dimensionally stable anode, 329
dimensionless number, 75, 82, 317
direct band gap, 366
discharge, 151
discharge time, 175
disk electrode, 136–139, 142–143
displacement reaction, 153
dissolution-precipitation

mechanism, 153
divergence, 65
donor or donor atom, 356
dopant

levels, 358
types, 356–357

doping
acceptors or acceptor atoms, 357–358
and extrinsic conductivity, 356
donors or donor atoms, 356–358
of semiconductors, 356–358

double layer, 41–43
capacitance, 42, 119–123, 130, 140,

143, 255–258
capacitor, 251
charging time, 118

drift current, 365

driving schedule, 279
dryout, 209

effective transport properties, 98
effectiveness factor, 105
efficiency

coulombic, 166
energy, 167
faradaic, 9
fuel, 225

processing, 235
mechanical, 226
photoelectrochemical cell, 372
power conditioning, 226
system, 224

thermal, 224
thermal voltage, 225
voltage, 166

fuel cell, 225
elastic limit, 408
elasticity, modulus of, 408
electric field, 42, 63, 66

and binary electrolyte, 68
and excess supporting electrolyte, 69

electrical conductance, 65
electrochemical

cell, 1
impedance spectrospcopy (EIS), 129
potential, 30–31
reaction, 16
reactor design, 331–337
surface area (ECSA), 128
system, 1

electrochemical double layer
capacitor (EDLC), 254

activation controlled leakage
model, 271

energy and power, 267
equivalent resistance model, 264, 266
for hybrid vehicles, 286–287
impedance of, 263–266
porous electrode model, 261–262
zero order leakage model, 271

electrode, 1
back, 108
counter, 113
flow by, 105
flow through, 105
front, 108
inert, 3
negative, 151
positive, 151
reference, 27, 113
working, 113

electrolysis
electrorefining, 339
electrowinning, 338
to produce inorganic chemicals, 337



BINDEX 01/31/2018 11:33:33 Page 415

Index 415

to produce organic chemicals, 339
water, 343–345

electrolyte
binary, 34, 67
density, 76
excess supporting, 69

electrolytic cell, 11, 24
electron volt, 359
electroneutrality, 66
electroorganic synthesis, 339–340

direct, 339
indirect, 339

electroosmotic drag, 207
electroplating, 299
electropolishing, 90
electrorefining, 68, 339
electrowinning, 338
endplate, 230
energy

bands, 355–357
density, 163
efficiency, 167
gap, 355, 366
scales, 359

engine map, 288
enthalpy of formation, 21, 224–225
equilibrium

constant, 25
dynamic, 15

equivalent, 6
circuit, 118
diameter, 89
ionic conductance, 72–73

equivalent distributed resistance
(EDR), 264

equivalent series resistance (ESR),
266

Euler’s formula, 130
Evans diagram, 383–384
excess supporting electrolyte, 69
exchange current density, 45

concentration dependence, 47
temperature dependence, 47

fanning friction factor, 236
faradaic

current, 254
efficiency, 8
reaction, 8

Faraday law, 6, 7
Faraday’s constant, 6
Fermi energy level, 359–360
ferricyanide-ferrocyanide, 47–49, 126
Fick’s law, 63
fill factor, 372
flat-band potential, 362
flooded agglomerate model, 103–104,

205–206
flooding, 209

flow-by electrode, 105
flow-through electrode, 105–107
flowfield, 235
flux

molar, 9
foil gain, 252
forced convection, 75
formation reaction, 153
forward bias, 365
fracture, 244
free convection, 77
front of electrode, 108
fuel

processing, 223
starvation, 236

fuel cell
direct methanol, 195
flowfield design, 235–237
hybrid vehicle, 291–293
PEM, 206
polarization curve, 198
solid oxide, 211–215

fugacity coefficient, 33
full hybrid, 288
full-cell reactions, 3

gallery space, 156
galvanic cell, 11, 24
galvanic intermittent titration technique

(GITT), 146
galvanostatic, 11, 113
Gartner equation, 369
gas diffusion layer (GDL), 230
gas effect parameter, 329
gas evolution, 77–79, 328–330
gas holdup, 79
Gauss’s law, 32
Gibbs energy

and cell potential, 17–18
and maximum work, 17
and standard potential, 19–20

Gibbs energy of formation, 20, 224
Grashof number, 76
Grotthuss mechanism, 207
growth of nuclei

during electrodeposition, 308–310

half-cell, 1
half-cell reactions, 1
Hall-Herault process, 338, 342
Haring-Blum cell, 313
heat conduction, 188–189
heat generation, 165
Helmholtz inner plane, 41
Helmholtz outer plane, 41
hemispherical electrode, 141
Henderson equation, 27
Henry’s law, 87
HgSO4 reference electrode, 39

higher heating value (HHV), 224
hole, 355
homogeneous reaction, 65
Hooke’s law, 408
Hull cell, 90, 314
hydraulic diameter, 76
hydrogen electrode, 28

ideally polarizable electrode, 254
impedance

definition, 131
mass transfer, 134
of simplified Randles circuit, 131

Impressed current cathodic protection
ICCP, 397–399

impurities, 167, 271, 299
indirect band gap, 367
industrial electrolysis, 323
infinite dilution, 73
inner Helmholtz plane (IHP), 41
inner-sphere reaction, 49
insertion reaction, 155
insulator, 85, 251, 355–356
intercalation, 155
interconnect, 215
interlayer, 214
ionic strength, 35
IR compensation, 139, 141
IR correction, 141
IR drop, 141
irreversible

losses, 165
reactions, 125–126

Joule heating, 165
junction, 365

kinetics
linear, 52
Tafel, 49

Koutecky Levich plot, 138

Laplace’s equation, 66–67
lead-acid battery, 24, 154, 155, 159,

164, 166, 168, 287
leakage current, 270
levelers, 311
Levich plot, 138
light absorption, 366
limiting current, 55
linear kinetics, 52
linear sweep voltammetry, 122
liquid junction, 27
lithium-ion cell and battery, 73–74, 154,

156, 159, 161, 162–163, 168,
190

lower heating value (LHV), 224
Luggin capillary, 140
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majority carrier, 357
Marcus theory, 49
mass activity of catalyst, 210
mass transfer, 54, 63

and concentration overpotential, 80
and supporting electrolyte,

69–70
battery electrodes, 74, 155
coefficient, 75–79
correlation, 75–79
fuel-cell electrodes, 201
limited porous electrodes, 105–106

membrane electrode assembly, 243
membrane transport, 86
mercuric oxide electrode, 29
microelectrodes, 141
migration, 63
minority carrier, 357
mixed ionic electronic conductor

(MIEC), 205
mixed potential, 199

corrosion potential as example,
383–385

mobility, 71
module, 176
modulus of elasticity, 244–245, 408
monopolar design, 228
Mott-Schottky

equation, 362
plot, 362

n-type dopant, 357
Nafion, 206
negative electrode, 151
Nernst Einstein relation, 71
Nernst equation, 22
Nernst-Planck equation, 63
nominal voltage, 160
nonfaradaic current, 119, 254
normal hydrogen electrode (NHE), 28
nucleation, 303

2D, 304
3D, 303
instantaneous, 308
progressive, 308

nuclei growth, 308
Nyquist plot, 132

Ohm’s law, 9
ohmic

correction, 57, 140–141
drop, 12, 56, 115
resistance, 65

open-circuit, 2, 15
potential, 12, 15

osmotic coefficient, 33
outer Helmholtz plane (OHP), 41
outer-sphere reaction, 49

overpotential, 46, 80
concentration or mass transfer, 79
kinetic or surface, 46

oxidation, 1
oxygen electrode, 200
oxygen vacancy conduction, 212

p-type dopant, 357
parallel hybrid, 279
partition coefficient, 87
passive region, 383, 394–395
penetration depth, 100–101

EDLC, 262
permeability, 87
permittivity, 32, 251
Peukert equation, 162
pH, 26
photoelectrochemical cell, 370–375

efficiency, 372
fill factor, 372
photoelectrolytic, 373
regenerative, 373
tandem cell, 374

planform area, 229
plug-in hybrid electric vehicle

(PHEV), 291
point of zero charge, 255
Poisson’s equation, 32
Poisson’s ratio, 244, 409
polarization, 12, 80
polarization curve, 12, 210
pore size distribution, 97
porosity, 96
porous electrode, 94

current distribution, 98
resistance, 101
Tafel kinetics, 109
with fluid flow, 105

potential
drop, 141
effect of temperature, 22
Galvani, 30
standard, 18
thermodynamic, 16

potentiostat, 115
potentiostatic, 12, 113
Pourbaix diagram, 25, 382
power density, 163
primary current distribution, 83
prismatic cell, 183
proton exchange membrane

(PEM), 206
pseudocapacitance, 271
pulse charging, 185

quantum yield, 369
quasi-reversible

reaction, 125–126

Ragone plot, 163–164
Randles equivalent circuit, 118, 163
reaction

irreversible, 126
quasi-reversible, 126
reversible, 126

reaction order, 45
reaction zone, 205
rechargeable energy storage system

(RESS), 277
reconstruction reaction, 153
recycle ratio, 234
recycle streams, 234
redox reaction, 44, 122
redox-flow battery, 348–349
reduction, 1
reference electrode, 27, 113

Ag/AgCl, 29
Ag/Ag2SO4, 29
calomel, 28
Hg/HgO, 29
hydrogen, 28
use of, 139–141

reference state
activity and fugacity, 33–34
infinite dilution, 34

reformation, 195, 223
regenerative braking, 281
relative permittivity, 252
reorganization energy, 49
reserve battery, 153, 154, 167
resistance

cell, 121
internal, 161–162, 176–178
kinetic, charge transfer, 82
ohmic, 65

resistive substrate, 316
resistivity, doped semiconductors, 358
reversible

reactions, 16, 27, 126
system, 16
work, 16, 35

Reynolds number, 76
rotating disk electrode (RDE), 136–139
rotating ring disk electrode, 136
run-time, 163, 283

sacrificial anode, 396
salt bridge, 151
Sand equation, 117
saturation level, 103
scale up, 182, 282, 337
Schmidt number, 75
sealing, 242
secondary current distribution, 83
self-discharge, 153, 167
semiconductor, 355–356
separator plate, 230
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series hybrid, 285
Shepherd equation, 162
Sherwood number, 75–79
shuttle mechanism

for self discharge, 167
side reaction, 8
silver sulfate reference electrode, 29
silver zinc battery, 152, 154
silver/silver chloride electrode, 29
solid oxide fuel cell (SOFC), 211–215
solubility product, 25
space-charge voltage, 360
specific capacitance, 270
specific energy, 163
specific fuel consumption (SFC), 288
specific interfacial area, 96, 108
specific power, 163
spiral growth, 302
spirally wound cell, 183
standard hydrogen electrode, 18
standard potential, 18

activity correction, 33
effect of temperature, 21
simplified concentration effect, 22

standard state, 16, 34
start-stop hybrid, 284, 285
starting lighting ignition (SLI), 181
state of charge (SOC), 157
state of discharge (SOD), 157–158
state of health, 186
stoichiometric coefficient, 7
strain, 408
stress, 408

relaxation, 245
stripping analysis, 127

supercapacitor, 258
superficial area, 108
supporting electrolyte, 69
surface overpotential, 46
surface roughness, 46
surface tension, 102
switching potential, 122
symmetric electrolyte, 255
symmetry factor, 45
system of units, 5

tabs, current collection, 180
Tafel

approximation, 50
kinetics, 50–51
plot, 50, 200
slope, 50, 200

tertiary current distribution, 83
theoretical capacity, battery, 157
thermal conductivity, 188
thermal expansion, 244
thermal management, battery, 188–189
thermoneutral potential, 165
three-electrode setup, 114
three-phase boundary, 103, 205
throwing power, 313
tie rod, 243
time constant

diffusion, 74–75, 120
double layer charging, 118, 120

tortuosity, 97
transfer coefficient, 46
transference number, 72
transistion time, 118
transpassive region, 383

transport problem types, 66
transport properties, 71–72

effective, 98
triple-phase boundary, 205
tubular SOFC design, 215

ultracapacitor, 258
utilization, 231

fuel, 233
system, 234

oxidant, 231
sweep, 232

vacancy, 212
vacancy diffusion, 212
valence band, 356–357
vehicle dynamics, 295
vehicle mechanism of conduction, 207
vehicle model, 279
void volume fraction, 96
Volmer-Tafel mechanism, 49
voltage efficiency, 167

Wagner number, 83, 313, 317
Warburg impedance, 134
waste water treatment, 106
water balance, fuel cell, 238
water electrolysis, 343–345
wave washers, 412
working electrode, 113

yield point, 408
Young’s modulus, 408
yttria stabilized zirconia (YSZ), 211
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