
Editor’s preface
Volume 41-Advances in Physical Organic Chemistry

The capacity for chemists to work and make progress has arguably remained con-
stant through the years. However, the scope of the research programs of individual
chemists is in general contracting in comparison to the rapidly expanding field of
chemistry. At the same time, our work is becoming increasingly focused on making
progress in well-developed areas of research, and on intractable problems that have
escaped solution over the years. All of this has been accompanied by an increase in
the linkage between the seemingly diverse research projects that we study. Physical
organic chemistry suffers when the research of its proponents becomes overly fo-
cused and of restricted interest. The health of the field requires an awareness of the
links between research on seemingly unrelated problems, and the fostering of in-
teractions between chemists with related interests in structure, kinetics and mech-
anism. The chapters in this volume represent the great diversity of interests of their
authors, which range from organic, inorganic and organometallic reaction mech-
anisms, to the mechanism for enzyme catalysis. This willingness of these authors to
contribute to this monograph reflects well on the breadth of physical organic chem-
istry. This editor has great admiration for readers with the capacity he lacks of easily
grasping all of the concepts presented in these chapters. He does hope that each of
these chapters has something to offer to all of our readers.

John P. Richard
University at Buffalo
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Lüdemann, H.-D. 17

Le Borgne, G. 60

le Noble, W.J. 2–3, 7, 23

Lebuis, A.-M. 134, 137

Lee, B. 66

Lee, H.S. 240–241

Lee, J.K. 284–285, 311

Lee, J.R. 278

Leffek, K.T. 247

LeVanda, C. 184

Lever, A.P.B. 16

Levy, Y. 358

Lewandowicz, A. 335

Lewis, E.D. 220

Li, D. 111

Li, S. 111

Li, S.G. 278

Li, Y. 137, 162

Li, Z.-W. 24

Liang, N. 209

Liang, X. 296

Liehr, G. 32, 53–54

Liljas, A. 83–84, 88

Lin, H. 110–111, 173

Lin, J. 162

Lin, M. 111

Lincoln, S.F. 21, 23

Lindoy, L.F. 134, 137

Lindskog, S. 83–84, 86, 88

Linssen, A.B.M. 349

Lippard, S. 95, 99

Lippard, S.J. 79–80, 116, 118–123, 155–156,

160

Lippolis, V. 163

Lipscomb, W.N. 100, 102, 133

Liptay, W. 197

Liras, J.L. 278

Liu, C. 173

Liu, J. 5, 18

Liu, J.-C. 307

Liu, P. 173

Liu. T.Hiyama, J. 5, 18

Liu, Y. 173

Llorens-Cortes, C. 129

Lockard, J.V. 211

Looney, A. 89

Lopez, O. 298

Lotz, S. 59

Lowther, W.T. 128

Lu, H.P. 198

Lu, X.D. 277

Lu, Y. 162

Lucatello, L. 173

Lucero, C.G. 301

Luchinat, C. 83

Ludi, A. 23–24
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Stebler-Röthlisberger, M. 23–24

Stec, B. 133

Stikvoort, W.M.G. 163–165, 173

Stochel, G. 14

Stockler, W. 102

Stone, J.T. 107

Storrie, H. 95–97

Stranks, D.R. 3, 14, 29

Strater, N. 100, 102, 133

Straub, J.E. 319

Strehlow, H. 12

Streitwieser, A. 250

Stretwieser, A. 241

Stubbs, J.M. 304

Stufkens, D.J. 65

Su, X. 110–111

Suarez, D. 116

Sugata, T. 11

Sugiura, Y. 173

Suh, J. 80

Sumaoka, J. 173

Sun, H. 110–111, 173

Sun, W. 111

Sun, X.-Z. 15

Sung, N.D. 134

Sunko, D.E. 250

Surry, C. 286, 305

Sutclifie, M. 317

Sutin, N. 51, 184–186, 196, 198, 201, 207,

318

Sutton, B.J. 112

Sutton, P.A. 102

Suvachittanont, S. 21, 29

Suzuki, T. 133

Svensson, L.A. 83

Svingor, A. 326

Swaddle, T.W. 16–17, 22, 34, 51, 67

Swift, T.J. 17

Szajna, E. 133

Szele, I. 250

Szpoganicz, B. 128

Szylhabel-Godala, A. 254

Tabacco, S.A. 301

Tabata, Y. 15

Tabushi, I. 87

Tada, T. 143–144, 146

Tafesse, F. 137

Takabayashi, K. 350

Takamura, M. 107, 110, 113, 115–116, 124

Takasaki, B. 137

Takasaki, B.K. 103

Talbot, F.O. 311

Talkner, P. 319–320

Tanabe, H. 228, 246

Tanaka, K.S.E. 276, 279

Tanaka, M. 11, 17, 91

Tang, W. 111

Tapia, O. 92

Tarani, M. 173

Tate, A. 138

Taube, D.J. 52, 55

Taube, H. 52, 183

Taube, H.J. 5–6, 18

Tauzher, G. 38

Taylor, I.A. 112

Taylor, J.W. 219, 261

Tecilla, P. 144, 173

Tei, L. 163

Teki, Y. 195, 200, 206–207, 212

Telo, J.P. 211

Templeton, J.L. 52

Thaler, F. 23

Thompson-Colón, J.A. 188, 190

Thorpe, I. 354–355

Tobe, M.L. 5, 27

Tokairin, I. 91

Toleman, M.A. 112

Tomasi, J. 223, 230, 263

Tomic, M. 250

Tone, K. 133

Tonellato, U. 144, 173

Toniolo, C. 173

Topaler, M. 319

Torre, A. 220, 227

Tosacano, J.P. 307

Toteva, M.M. 278–279, 281, 287

Towrie, M. 15

AUTHOR INDEX376



Traylor, T.G. 55

Tregloan, P.A. 12, 16

Trieber, D.A. 200, 206

Trieber, D.W. 192, 211

Trieber II, D.A. 196

Tripp, B.C. 83–84

Trofimenko, S. 89, 95

Truhlar, D. 320, 354–355

Truhlar, D.G. 232

Tschanz, R. 11

Tse, D.S. 134, 137

Tsuji, Y. 278–279, 281, 287

Tucker, S.C. 232

Tunon, I. 217, 270

Turnquist, C.R. 261

Twigg, M.V. 29

Tyler, P.C. 336

Uddin, M.K. 173

Udodong, U.E. 299, 308

Ueno, T. 133

Ullah, J.H. 112

Ulrich, S. 25

Ungaro, R. 133, 163–164

Unno, M. 55

Unoura, K. 128–129, 131

Urzel, L. 14

Vahrenkamp, H. 80, 89, 95–98, 103–104,

107, 113, 140

Valentine, A.M. 112

Vallee, B.L. 82

Valtancoli, B. 110–111, 150–151, 154, 163

van der Graaf, T. 65

van der Zwan, G. 325

van Eldik, R. 2–3, 5, 8, 11–12, 14–15, 17,

22–23, 29, 32, 36, 38, 43, 45–47, 49, 51–60,

63–68

van Koten, G. 45

van Nuland, N.A.J. 349

van Outersterp, J.W.M. 65

van Rooyen, P.H. 59

Vance, F.W. 198, 207

Vanden-Eijnden, E. 359

van-Eldik, R. 85–86

Vanhooke, J.L. 137

Vasella, A. 276

Vasneva, N.A. 28

Veldman, N. 45

Venkatachalam, T.K. 137

Verma, C.S. 112

Vidovic, D. 124–125, 158, 160

Viggiano, A.A. 232

Vila, A.J. 112, 116

Vitullo, V.P. 246

Vliegenthart, J.F.G. 290

Voelkel, G. 17

Vogler, R. 80

Vontor, T. 292

Wagner, S. 350

Wahlgren, U. 23

Wahnon, D. 137

Waissbluth, M.D. 12

Wakita, Y. 91

Waldbach, T.A. 59

Wales, D. 359

Wall, M. 137

Walsh, T.R. 112

Walters, K.A. 198

Walz, R. 96–97

Walz, W. 98

Wan, T. 112

Wanat, A. 14

Wang, L.J. 309

Wang, M. 173

Wang, S.L.B. 57

Wang, X. 162

Wang, Y. 188, 190, 234–238

Wang, Z. 112, 116, 122–123

Warburton, P.M. 55

Wasden, C.W. 133

Waszczylo, Z. 246, 255, 257

Watson, J.N. 288, 293

Watts, A.G. 289

Weaver, M.J. 51, 199

Weaver, M.N. 211

Webb, S.P. 92

Weber, J. 23, 25

Weber, W. 14

Wehenkel, A. 289

Wehnert, A. 83, 88

Weinan, E. 359

Weinberg, N. 270

Weinberg, W. 358

Weis, K. 96–97, 104, 107, 140

AUTHOR INDEX 377



Weissman, S.I. 198

Weller, M. 8, 17

Wen-Fu, F. 63–66

Westaway, K.C. 217–220, 222–224,

227–230, 232, 234–238, 242–248, 250–257,

259–267, 269–270

Westheimer, F.H. 225–226

Weston, J. 80

Whalley, E. 3

Wherland, S. 51

White, P.S. 52

Whitfield, D.M. 308–309

Wick, D.D. 52

Wickramasinghe, W.A. 119

Wieland, S. 11–12, 63

Wight, C. 321

Wigner, E. 2

Wilcox, D.E. 133

Wild, J.R. 137

Wilgis, F.P. 218–219, 225

Wilkins, C.L. 250

Wilkins, R.G. 5, 17

Wilkinson, G. 27

Willey, J.F. 219

Willi, A.V. 225

Williams, B.S. 53–54

Williams, I.H. 217, 232, 269–270, 307

Williams, N.H. 134, 137, 149

Williams, P.A.M. 119

Williams, R.C. 261

Williams, R.D. 198, 207

Williams, R.J.P. 82

Wilson, K.R. 325

Wilson, K.S. 102

Wing, C. 349

Winkler, J.R. 183, 211

Winstein, S. 277

Winterle, J.S. 134, 137

Wiskur, S.L. 173

Wisniewski, A. 303

Withers, S.G. 276, 289, 295, 297

Woerpel, K.A. 301–302

Wolak, M. 14

Wolfe, S. 270

Wolfenden, R. 277

Wolff, J.J. 189–192, 211

Wolfsberg, M. 218

Wolynes, P. 357

Wommer, S. 112

Woods, R.J. 300

Woolley, P. 87, 138

Woon, T.C. 119

Worm, K. 168

Wright, P. 354

Wrighton, M.S. 63

Wu, Z. 299, 308

Wulff, W.D. 57

Wynne-Jones, W.F.K. 2

Xia, C. 173

Xia, J. 111

Xiang, Q. 173

Xie, R. 173

Xu, Y. 111

Xue, Y. 84, 88

Yamada, Y. 94–95

Yamaguchi, S. 91

Yamataka, H. 228, 246, 267

Yang, D. 111

Yang, J. 15, 289

Yang, J.S. 289–290

Yang, M.Y. 168, 172

Yang, X. 162

Yanigada, S. 50

Yankwich, P.E. 228

Yankwich, P.F. 228

Yano, Y. 17

Yashiro, M. 173

Yeagley, D. 296, 300

Yerly, F. 23

Yin, X. 111

Yohoyama, T. 155

Yoshikawa, Y. 143–144, 146

Youg, R.H. 196

Young, G. 277

Young, R.H. 197

Yu, A.D. 12

Yu, B. 16

Yu, K. 111

Yu, X. 173

Zagotto, G. 173

Zahl, A. 8, 17, 49, 51–54

Zakharov, L.N. 143

Zanchi, D. 110–111, 150–151

Zanchini, C. 110–111

AUTHOR INDEX378



Zavodszky, P. 326

Zbinden, P. 24

Zechel, D.L. 276

Zeppezauer, E. 92

Zeppezauer, M. 94, 112

Zevaco, T.A. 119

Zgierski, M.Z. 308–309

Zhang, G. 173

Zhang, J. 173

Zhang, M. 55

Zhang, T. 173

Zhang, X. 85–86

Zhang, Y. 285

Zhao, X.G. 232

Zhong, H.A. 49

Zhou, Z. 110–111, 173

Zhu, C. 211

Zhu, J. 286–287, 305

Zhu, S. 110–111

Zhu, Y. 162

Ziller, J.W. 301

Zimmer, L.L. 55

Zink, J.I. 211

Zou, X. 137

Zsolnai, L. 126

Zwanzig, R. 320

AUTHOR INDEX 379



SUBJECT INDEX
2-hydroxypropyl 4-nitrophenyl phosphate

(HPNP) transesterification, 139f,

144–145, 157, 161–165

calix[4]arene complexes examined for,

166f, 168f

4-Nitrophenyl acetate hydrolysis, 108

catalyzed by [(PATH)Zn–OH], 110f

catalyzed by aqueous hydroxide ion and

[([12]aneN4)Zn(OH)]+, 108f

Addition reactions, of thermal organo-

metallics, 57–59

chromium and tungsten pentacarbonyl

compounds, cycloaddition reactions, 57

metal pentacarbonyl a, b-unsaturated
Fischer carbene complexes, addition

reactions, 57–58

osmium cluster, addition to, 58–59

Adenosylcobalamin (AdoCbl), 31

Aeromonas proteolytica (ApAP), 128

co-catalytic zinc centers in, 128f

peptide hydrolysis by, mechanistic path-

way for, 129f

Alcohol oxidation, in Zn–OHn (n=1 or 2)

species reactivity 92–100

[(ebnpa)Zn––OCH3]ClO4 and [(ebnpa)Z-

n–OH]ClO4, preparative routes for, 99f

deprotonation of the zinc alcohol com-

plexes, 95, 96f

horse liver alcohol dehydrogenase, 93f

macrocyclic zinc complex, hydride trans-

fer catalyzed by, 94f

reaction with trifluoroethanol, 98f

structure/reactivity relationships, 95

tetrahedral zinc-alkoxide and aryloxide

complexes, equilibrium formation, 97

zinc alkoxide complexes, hydride transfer

reactivity, 98f

Amide hydrolysis, 100–133

active site zinc center in carboxypeptidase

A, structural features, 101f
393
amide hydrolysis in carboxypeptidase A,

mechanism for, 101f

carboxy ester hydrolysis reactivity of

mononuclear zinc complexes, 107–111,

see also separate entry

geometrical changes at the zinc center

during, 106

metal center role in, 104f

metal-mediated, 103

mononuclear zinc complexes, reactions

involving, 100–106

peptide hydrolysis, 128–133, see also

individual entry

phosphate ester hydrolysis, 133–173, see

also individual entry

zinc-mediated, 105

b-Lactam hydrolysis, 111–127, see also

individual entry

Aryl-bridged ligands, 136

B.Cereus, 113f

B. fragilis, 113f, 116, 122, 124

B. stearothermophilus, 326

Benderskii’s model, 321–326

Bigeleisen treatment, 218

Bimido ligand, 170f

bis(1-methylimidazol-2-ylmethyl)ethyla-

mine, 151f

bis(4-nitrophenyl) phosphate hydrolysis,

150f, 153f–154, 157, 159f

Bixon–Jortner (BJ) approach, 196

Bizinc cryptand complex, 135f

Bond Strength Hypothesis, 244, 247,

253–257

BPAN (2, 7-bis[2-(2-pyridylethyl)amino-

methyl]-1,8-naphthyridine ligand, 155

s- and p-Bridged dinitrogen-centered inter-

valence radical cations, electron transfer

reactions within, 183–212, see also under

electron transfer (ET) reactions



SUBJECT INDEX394
4-s-bond-bridged IV compounds in acet-

onitrile, 190t

4-s-bondbridged bis(hydrazine) IV radi-

cal cations, ESR rate constants for,

192t

6-s-bondbridged bis(diazenium) IV radi-

cal cations, ESR rate constants for,

193t

ion-pairing effects, 198–200

kopt calculation, from optical data using

adiabatic theory, 204–208

ls from lv, separation, 200–204
p-bridged systems, kET values deter-

mination for, 192–195

s -bridged systems, kESR values determi-

nation, 187–192

Carbapenems, 112f

Carbonic anhydrases (CAs), 83

active site features, 83f

a-type CA, catalytic mechanism, 84f

Carboxy ester hydrolysis reactivity of

mononuclear zinc complexes, 107–111,

see also 4-Nitrophenyl acetate hydrolysis

L2 ligand, 111

of [([15]aneN3O2)Zn(OH)]+, 111

of [(TpCum,Me)Zn–OH], 109f

Cephalosporins, 112f

Cephalothin, 121

sodium salt of, 119f

Chelate tetradentate tripodal ligands, 147

Chromium and tungsten pentacarbonyl

compounds, cycloaddition reactions, 57

cis-2,4,6-traminocyclohexane-1,3,5-triol-

containing ligands, 159f, 160

CO2 hydration, 83–92, see also Carbonic

anhydrases (CAs)

bridging bicarbonate complexes, 91f

catalytic reactivity, mechanism, 87

catalyzed by [([12]aneN3)Zn(OH)]+, 85f

mononuclear tetrahedral zinc hydroxide

and aqua complexes, 90f

supporting chelate ligands for, 88

Cobalt(III) complexes, 103f

Copper(I) complexes, 68

Cyanoimidazoylcobamide (CN(Im)Cbl), 32

b-Cyclodextrin-appended zinc complex,

138f
Cyclometallation in dirhodium(II) com-

pounds, 62–63

Dielectric continuum theory, 201

Diels–Alder reactions, 30

Dihydrofolate reductase (DHFR), 354–356

Dimethylbenzimidazole (DMBz), 31–36

Dimethylsulphide (DMS), 40–46, 116–125,

136, 160, 163, 200–202, 224

Dinuclear pallada- and platina-cycles,

monomerisation, 60–62

ebnpa-Ligated zinc methoxide and hydro-

xide complexes, 99

methanolysis equilibrium of, 100f

Eigen–Wilkins mechanism, 17, 29

Electron transfer (ET) reactions, 183–212,

see also under s- and p-bridged dinitro-

gen-centered intervalence radical cations

11 conformers, preparation, 190–192

18 linked bonds, interconversion of dia-

stereomeric conformations, 194f

9,10–anthracene-bridge compound 28+,

195

aryl-bridged bis(hydrazine) IV radical

cations, ESR rate constants for, 195t

bis(hydrazine) radical cations in, 201f

BJ treatment for ET within IV com-

pounds, 208–211

Class I compounds, 183

Class II compounds, 183

Class II IV compound, Marcus–Hush

classical two-state model, 184f, 185f

Class II IV compounds, 184

Class III compounds, 183

Class III IV compound, 184

Creutz–Taube complex, Class IV, 183

ET distance estimation, 197–198

hydrazines, ET reactions in, 188

IV band, determination of ET parameters

from, 196–198

IV bandwidth, 196–197

low-bridge-oxidized excitation energies,

effecting, 211–212

neutral forms of Hy2Ar+ studied for, 194f

solvent effects in, 201

Enzymatic systems, rate-promoting motions

in, 328–342



SUBJECT INDEX 395
basin hopping in the conformation space,

357–358

conformation space, searching, 356–359

conformational fluctuations, 353–359

correlated protein motions, 342–353,

see also under protein motions

horse liver alcohol dehydrogenase

(HLADH), 328–330

human purine nucleoside phosphorylase

(hPNP), 335–342, see also separate

entry

lactate dehydrogenase, 330–335

string method for finding reaction path-

ways, 358–359

topological structure of conformation

space, 356–357

Enzyme dynamics effect, on catalytic activ-

ity, 315–359

enzymatic systems, rate-promoting mo-

tions in, 328–342, see also separate entry

proton transfer and rate-promoting vi-

brations, 317–328, see also separate

entry

Enzyme lactate dehydrogenase (LDH),

316

Essential dynamics (ED), 347–353

Fermi’s golden rule, 321

Franck–Condon factor, 209

H(bppmp) ligand, 133f

Hamiltonian equation, 320, 323–326

Heterobimetallic compounds, 59–60

Hexa-aqua osmium(II) species, 24

Hexa-aqua ruthenium(II), 23

High pressure containers, for organometal-

lic reactions, 5, 10

‘pill-box’ optical cell, 9f, 14

narrowbore probeheads, 20f

piston-cylinder high pressure apparatus,

7f

Horse liver alcohol dehydrogenase

(HLADH), 93f, 328–330

Human purine nucleoside phosphorylase

(hPNP), 335–342

charge fluctuations, 341–342

dynamics, 338–340

energetic barrier, 340–341

nomenclature, 336
QM/MM model, 337

with marked residues, 352f

Hush equations, 197

Hush-type IV band, 193

Hydrazines, ET reactions in, 188

Hydrostatic pressure, 1

Hydrotris(pyrazolyl)borate-ligated zinc

complexes, 98

Imidazole (CN(Im)Cbl), 36, 37f

Imidazole/carboxylate-donor ligand, 170f

Infrared (IR) spectroscopy, 8

Ion-pairing effects, 198–200

Isomerisation reactions, 49–50

Kinetic isotope effects (KIEs), 217–270,

see also under SN2 reactions

incoming group KIEs, 225

leaving group KIEs, 219–225

primary KIE, 219–230

secondary KIEs, 230–251

secondary a-deuterium KIEs, 230–249

secondary b-deuterium KIEs, 249–251

substituents, the solvent, ion pairing and

enzymes effect determination using,

251–270, see also individual entry

theory, 217–251

L24 ligand framework, 151

L25–L27 ligands, 155f

L28–L30 ligands, 156f

L33 ligand, 162f

L34 ligand, 163, 165f

L35 ligand, 163, 165f

L38–L40 ligands, 171f

L41 and L42 ligands, 172f

Lactate dehydrogenase (LDH), 330–335

binding site of, 331f

reactive trajectories in, 343–344

b-Lactam hydrolysis, 111–127

[([12]aneN4)Zn–OH]+ with penicillin G,

116f

[(TpAr,Me)Zn–OH] with, 115f

[(TpPh,Me)Zn–OH] reactivity with deriva-

tives of penicillin and cephalosporin,

114f

[(TpPh,Me)Zn–OH] reactivity with un-

activated b-lactams, 114f



SUBJECT INDEX396
[Zn2L3(m-OH) (NO3)2] formation in

water, 121f

bimolecular reaction of [([12]aneN4)Z-

n(OH)]NO3 with, 124f

catalyzed by [Zn2L3(m-OH)(NO3)2] in wet

DMSO, 123f

mechanistic pathways, 112

nitrocefin hydrolysis, 116–117

pyrazolate-bridged binuclear zinc hydro-

xide complexes, 125f

Langevin equation, 319–320

Ligand substitution, in thermal organo-

metallic reactions, 26–49

cobalamin (CNCbl), 31f, 31–34

cobalt, 31–38

iridium, 38–43

iron, 29–31

manganese, 28–29

molybdenum, 29–31

platinum, 45–49

rhenium, 44–45

rhodium, 38–43

titanium, 26–27

tungsten, 43

vanadium, 27–28

Liptay equation, 197

L-leucine–p-nitroanilide (LNA) hydrolysis,

131

mediated by phenanthroline-containing

polyamine ligand, 132f

Marcus–Hush (MH) theory, 184f, 187–192

Marcus–Levich–Dogonadze theory, 318,

320

Maxwell thermodynamic equality, for or-

ganometallic reactions, 21

Metal pentacarbonyl a, b-unsaturated
Fischer carbene complexes, addition re-

actions, 57–58

Metalloaminopeptidases, 128–133

Metal-to-ligand charge transfer (MLCT)

band, 63–65

Mulliken–Hush theory, 197

N- and N/O-donor ligands, macrocyclic,

152f

N-benzylnicotinamide cation, 95

Nicotinamide adenine dinucleotide (NAD),

328
Nitrocefin hydrolysis, 116–122

catalyzed by [Zn2(BPAN) (m-OH)( m -

O2PPh2)](ClO4)2, 118f

catalyzed by [Zn2L3(m-OH)-(NO3)2] ver-

sus [Zn2L3(m-OD)(NO3)2], 121–122

pH-dependence of, 119f

N-p-nitrophenyl- L-leucine, 131f

Nuclear magnetic resonance (NMR) spec-

troscopy, 8, 16–18

wide bore probe head for HPNMR, 19f

OBISDIEN chelate ligand, 130f

Organometallic reactions, activation vo-

lumes for, interpretation and mechanistic

significance, 1–69

basic principles and theory, 1–5

conventional time-range reactions, 6–10

experimental, 5–22

general considerations, 5–6

mixing methods, 10–12

partial molar volumes from density mea-

surements, 18

radiation-induced reactions, 12–16,

see also separate entry

range of values and correlation of DV#

with DS#, 18–21
rapid reactions, 10–12

relaxation methods, 12

safety considerations, 21–22

thermal organometallic reactions, vo-

lumes of activation for, 22–63 see also

separate entry

thermodynamic functions in, 1–3

Osmium cluster, addition to, 58–59

Oxazetidinylacetate adducts, 126f

Oxidative addition and reductive elimina-

tion reactions, 52–55

P. diminuta, 137

Penicillins, 112f

Penicillin G, 121, 125

peptide hydrolysis, 128–133

Gly–Gly hydrolysis, 130f

Phenanthroline-containing polyamine

macrocyclic ligand, 132f

Phosphate ester hydrolysis, 133–173

[(tapa)Zn(H2O)]2+ and [(tapa)Zn

(H2O)]2+, 149f

alkaline phosphatase catalysing, 134f



SUBJECT INDEX 397
bis(4-nitrophenyl) phosphate, 140

bis(4-nitrophenyl)phosphate catalyzed

hydrolysis, 164f

by bizinc crypt and complex, 135f

dianionic ICIMP and trianionic BCIMP

ligands, 162f

Htdmbpo and Hbdmbbppo ligands, 169f

involving an internal alkoxide nucleo-

phile, reaction pathway, 141f

macrocyclic and linear polyamine ligands,

145f

phosphate diester and triester hydrolysis,

137–173

phosphate monoester hydrolysis, 133–137

phosphate triester hydrolysis reactivity of

[(TpR,Me)Zn–OH] compounds, 142f

tris(4-nitrophenyl) phosphate reaction,

143f

tris(pyrazolyl)borate-ligated zinc hydro-

xide complexes, 140

p-Nitrobenzaldehyde, 94

Polyamine macrocyclic ligand, 132f

Protein motions, correlated, 342–353

atomic description of relevant catalytic

motions, 344–347

concerted vs. stepwise transfers, 346

donor–acceptor axis and compression

reaction coordinate, 346–347

essential dynamics (ED), 347–353

experimental site-directed mutagenesis,

352–353

mobile residues in the active site, 350–352

substrate binding in PNP, 349–350

transition path sampling (TPS), 342–347

Proteins, dynamic and statistical phenom-

ena in, 316

Proton transfer and rate-promoting vibra-

tions, 317–328

Benderskii’s theory of promoting vibra-

tions, 321–322

four objections to promoting vibrations,

326–328

Hynes’ theory of promoting vibrations,

320–326

promoting vibration and dephasing, 327

promoting vibration and turnover rate,

327–328

promoting vibrations, computational sig-

nature of, 325–326
promoting vibrations, experimental sig-

nature of, 326

protein dynamics, 326–327

ps-timescale motions, 328

quantum theory of proton transfer,

317–320

rate-promoting vibrations, 320–325

vibrations in condensed phase, theory of

promoting, 322–325

Pulse-radiolysis-induced reactions, 66–69

Pyrazolate-based chelate ligands, 158

binuclear zinc complex of, 161f

Pyridinium triflate, 122

Radiation-induced organometallic reac-

tions, volumes of activation for, 63–69

carbon monoxide activation, 65

photo-induced homolysis reactions, 65

photo-induced reactions, 63–66

pulse-radiolysis-induced reactions,

66–69

radiation-induced reactions, 12–16

electrochemical methods, 16

high pressure electrochemical cell, 17f

photo-induced methods, 12–15

pulse radiolysis, 15–16

volumes of activation for, 63–69, see also

individual entry

Redox reactions, 50–52

S-adenosylmethionine, 268f

Shilov-type system, 49

S-methyldibenzothiophenium ion, 268f

SN2 reactions, transition states structure

determination, using kinetic isotope ef-

fects, 217–270, see also kinetic isotope

effects (KIEs)

enzyme catalysis effect on, 267–270

isotopically labeled atom transfer, in

transition state, 225–230

solvation rule for, 266

solvation rule for, 266

substituents, the solvent, ion pairing and

enzymes effect in, 251–270

theory and experimental results to model,

262–267

a-carbon KIEs measured for, 228t



SUBJECT INDEX398
Solvolysis, 27

Stenotrophomanas maltophilia, 113f

Stopped-flow (s.f.) methods, to kinetic

studies, 11

high pressure s.f. unit, 13f, 14f

Substituents, the solvent, ion pairing and

enzymes effect determination using KIEs,

251–270

changes at the a-carbon, 257–260
changing the leaving group, 251–254

changing the nucleophile, 254–255

effect of ion pairing of the nucleophile,

255–257

solvent effects, 260–262

Tetrahydrothiophene (THT), 44

Thermal organometallic reactions, volumes

of activation for, 22–63

addition reactions, 57–59, see also indivi-

dual entry

CO binding reaction, 56f

cyclometallation in dirhodium(II) com-

pounds, 62–63

dinuclear pallada- and platina-cycles,

monomerisation, 60–62

for arene–osmium compounds, 24

for dihydrogen–amine complexes of os-

mium, 24

isomerisation reactions, 49–50

ligand substitution, 26–49, see also indivi-

dual entry

metal exchange in heterobimetallic com-

pounds, 59–60

oxidative addition and reductive elimina-

tion reactions, 52–55

radiation-induced organometallic reac-

tions, volumes of activation for, 63–69,

see also individual entry
reactions of small molecules, 55–57

redox reactions, 50–52

solvent exchange, 23–26

Thermoanaerobacter brockii, 94

Thermolysin, 102

Time-Resolved Infrared (TRIR) spectro-

scopy, 15

Transition path sampling (TPS), 317,

342–347

Transition state theory (TST), 316

Triazacyclononane-containing ligands, 170

Tripodal tetradentate ligands, 147f, 148f

Unrestricted Hartee-Fock (UHF) calcula-

tion, 191

UV/visible spectrophotometry, 8

Zero-point energy (ZPE) factors, in SN2

reactions, 218, 226, 230, 232

Zinc-containing metalloenzymes, 79–173,

see also under Zn–OHn (n=1 or 2) species

Zn–OHn (n=1 or 2) species reactivity,

kinetic and mechanistic studies, 79–173

alcohol oxidation, 92–100, see also indivi-

dual entry

amide hydrolysis, 100–133, see also in-

dividual entry

CO2 hydration, 83–92, see also individual

entry

divalent zinc and Zn–OHn species, prop-

erties, 80–81

four-coordinate Zn(II)–OH2 complexes,

81f

N4- and N3O-ligated Zn–OH2 complexes,

82

Zinc aqua (Zn–OH2) species, 80

Zn(II) in catalysis, roles for, 81–82

Zwanzig Hamiltonian equation, 320, 323



Cumulative Index of Authors
Abboud, J.-L.M, 37, 57

Ahlberg, P., 19, 223

Albery, W.J., 16, 87; 28, 139

Alden, J.A., 32, 1

Alkorta, I, 37, 57

Allinger, N.I., 13, 1

Amyes, T.L., 35, 67; 39, 1

Anbar, M., 7, 115

Antoniou, D., 41, 317

Arnett, E.M., 13, 83; 28, 45

Ballester, M., 25, 267

Bard, A.J., 13, 155

Basner, J., 41, 317

Baumgarten, M., 28, 1

Beer, P.D., 31, I

Bell, R.P., 4, 1

Bennett, J.E., 8, 1

Bentley, T.W., 8, 151; 14, 1

Berg, U., 25, 1

Berger, S., 16, 239

Bernasconi, C.F., 27, 119;

37, 137

Berreau, L.M., 41, 81

Berti, P.J., 37, 239

Bethell, D., 7, 153; 10, 53

Blackburn, G.M., 31, 249

Blandamer, M.J., 14, 203

Bond, A.M., 32, 1

Bowden, K., 28, 171

Brand, J.C.D., 1, 365
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1 Introduction

It is widely accepted that the catalytic properties of enzymes are a consequence of
binding energy differences between reactants and transition state (TS), arising from
the arrangement of residues in the active site. There are two versions of this concept,
both of which have experimental support. In the TS binding picture,1 the config-
uration that binds most strongly to the enzyme is assumed to be at the top of the
uncatalyzed barrier to reaction. This binding releases energy that stabilizes the
TS, lowering the energetic barrier to reaction. In the ground state destabilization
picture2 the role of the enzyme is to make the reactants less stable, leading again to a
lower barrier to reaction.

In the last few years it has been suggested by us and other groups that enzyme
dynamics may play a role in catalysis. We do not claim that these dynamical effects
contribute more to catalysis than the standard binding energy effects, but that
they should be taken into account in the interpretation of, for example, kinetic
isotope effects (KIE) measurements3 and that they may provide insight to some
puzzling data. In particular, our work on the relation between catalysis and enzyme
dynamics originated in the effort to understand some unusual properties of the
315
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following three systems:
1.
 It is now widely accepted that for some enzymes (e.g., liver alcohol dehydrogenase,
thermophilic alcohol dehydrogenase, etc.) proton transfer proceeds through quan-
tum tunneling. The high activation barriers in these systems were consistent with
tunneling. However, the KIE were modest, when tunneling would seem to imply
high KIE.
2.
 The enzyme lactate dehydrogenase (LDH) catalyzes the interconversion of lactate
to pyruvate. There are two isoforms in the body to accommodate different
substrates. Despite the fact that the active site is identical in these two isoforms,
one favors the production of lactate and the other production of pyruvate.
3.
 Crystal structures of human purine nucleoside phosphorylase with several TS
analogs showed an unusual geometric arrangement of three oxygens, lying in a
close stack. One may question whether this geometry serves a catalytic purpose.

We will show that the answers to all the three of these puzzles involve the dynamics
of the enzyme. There has recently been a disagreement among some authors
regarding the meaning of the term ‘‘dynamical’’, with some suggesting that the
term should be reserved for non-equilibrium motions, while others would use it for
equilibrium motions. For clarity, we will define the meaning we give to the term
‘‘dynamical’’ in this review.

Let us assume that a variable A(t) is coupled to the reaction coordinate and that
(A) is its mean value. If a measurement of some property P depends on (A), but not
on the particular details of the time dependence of A(t), then we will call it a
‘‘statistical’’ dependence. If the property P depends on particular details of the
dynamics of A(t) we will call it a ‘‘dynamical’’ dependence. Note that in this defi-
nition it is not the mode A(t) alone that causes dynamical effects, but it also depends
on the timescale of the measured property P. Promoting vibrations (to be discussed
in Sections 2–4) are a ‘‘dynamic’’ effect in this sense, since their dynamics is coupled
to the reaction coordinate and have similar timescales. Conformation fluctuations
that enhance tunneling (to be discussed in Section 5) are a ‘‘statistical’’ effect: the
reaction rate is the sum of transition state theory (TST) rates for barriers corre-
sponding to some configuration, weighted by the probability that the system reaches
that configuration. This distinction between dynamic and statistical phenomena in
proteins was first made in the classic paper of Agmon and Hopfield.4

We will discuss three kinds of motions:
1.
 ‘‘Rate-promoting’’ quasi-harmonic motions, a fast sub-ps effect we and other
have proposed (Section 3).
2.
 Other kinds of sub-ps motions that involve correlated motions of several residues
(Section 4).
3.
 Conformation fluctuations (Section 5).

The structure of this review is as follows. In Section 2 we will review the concept of
‘‘rate-promoting’’ vibrations. We will first need to review briefly the theory of
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quantum hydrogen/hydride transfer, because it is the large proton mass (relative to
an electron) that makes the reaction rate very sensitive to motions that modulate its
transfer distance. We will then identify the experimental and computational signa-
tures of these promoting vibrations. We will close with investigating some objections
to the possibility of existence of such promoting vibrations. In Section 3 we will
apply the theory of Section 2 to the three enzymatic systems that we mentioned
earlier in the Introduction.

In Section 4 we will use two theoretical techniques (transition path sampling
(TPS) and essential dynamics (ED)) to analyze molecular dynamics trajectories. We
will explain how we were able to identify in atomic detail collective motions that
affect catalysis.

Finally, in Section 5 we will briefly discuss recent work by Truhlar, Brooks, and
Hammes-Schiffer on the relation of conformation fluctuations and catalysis in
dihydrofolate reductase (DHFR) and we will propose a new method for studying
much slower motions (such as conformation fluctuations) that may affect catalysis.

This review is not meant to be comprehensive of all work on enzyme dynamics
and catalysis. The emphasis will be on the work done by our group, mainly on fast
sub-ps enzyme motions, while other groups have studied mostly conformational
fluctuations. When necessary, we will provide brief descriptions and references to the
current work by other groups.
2 Proton transfer and rate-promoting vibrations

We first identified rate-promoting vibrations in enzymatic systems where proton
transfer proceeds via quantum tunneling (in this theoretical section, we will use the
terms hydrogen, hydride, proton as if they were equivalent). In order to understand
why systems with proton tunneling are good candidates for identifying promoting
vibrations, we must review the modern theory of quantum charge transfer in con-
densed phase, which will be the subject of this section.

Excellent recent reviews of the experimental work in tunneling in enzymes have
been written by Scrutton,5 Romesberg and Schowen,6 and Kohen.7
QUANTUM THEORY OF PROTON TRANSFER

The reaction rate of proton transfer in condensed phases depends on several para-
meters: temperature, potential barrier height, transfer distance, reactant frequency,
strength of coupling to the environment. For different values of these parameters,
different physical mechanisms dominate which have been described by different
theoretical models, in the chronological order they were studied, the parameter re-
gions were:

Region I: The dynamics is over the barrier (as described by TST) or just below the
barrier (small quantum corrections).

Region II: The dynamics takes place by tunneling from excited energy states in the
reactant well (moderate to large quantum effects).
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Region III: The dynamics takes place by tunneling from the ground state in the
reactant well (large quantum effects).

Special care must be taken if one attempts to draw conclusions from the tem-
perature dependence of the rate, because the rate has Arrhenius form in all the three
regions, but the activation energy has different meaning in each regime.

Region I: Small quantum corrections

This region is often studied with the methods described in the book by Bell,8 even
though it is not really correct to use gas-phase approaches in condensed phase
reactions. An assumption is made that there are several energy levels below the top
of the barrier and that over the barrier transfer is described by classical dynamics.
The TST result for the transfer rate is:

k ¼
kBT

2p
1

Z0
e�bV (1)

where b ¼ 1/kBT is the inverse temperature and Z0 is the partition function for an
oscillator of frequency oH. If we describe the motion at the reactant well quantum
mechanically (QM), then

1

Z0
¼ 2sinh

boH

2

� �
(2)

If boH/251, one arrives at the familiar textbook TST result for the transfer rate,
k ¼ (oH/2p) exp(�bV). However, a typical frequency for a proton–carbon bond
vibration is 3000 cm–1, so in the present case the opposite limit boH/2b1 is relevant.
In this limit 1/Z0Cexp(boH/2) and the semiclassical result for the rate is obtained by:

k ¼ AHe
�bðV�oH=2Þ (3)

Equation (3) predicts a KIE (assuming AH ¼ AD):

ln
kH

kD
¼

b
2
ðoH � oDÞ ¼

b
2

1�

ffiffiffiffiffiffiffi
mH

mD

r� �
oH (4)

For C–H bond cleavage, Equation (4) predicts a KIE equal to kH/kD�7 at room
temperature. In the limit where the semiclassical theory is valid, experimentalists
measure the Schaad–Swain exponent, ln(kH/kT)/ln(kD/kT). In the special case that the
pre-Arrhenius factor AL is the same for all isotopes (which is not true in most cases)
then semiclassical theory predicts for this exponent a value 3.26. Deviations from this
value are often interpreted as signs of increased tunneling, but in our opinion this line
of argument is based on an oversimplified model of quantum transfer in condensed
phases. Note that in tunneling reactions where the ratio AH/AD6¼1, the semiclassical
theory predicts an exponent that is not equal to 3.26 and is temperature dependent.

Region III: Large quantum effects
When the energetic barrier is very high, tunneling takes place from the ground

state. In this limit, the Marcus–Levich–Dogonadze theory9 has been used in the
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study of electron transfer in solution and biomolecules. It is assumed that the en-
vironment can be described by a 1-dimensional (1-D) coordinate (a questionable
assumption when details of environment dynamics are important) and one exploits
the fact that in the deep tunneling limit the tunneling matrix element D can be used
as a small parameter in a perturbative approach and find a transfer rate equal to:

k � D2e�bðErþ�Þ2=4Er (5)

where Er is the reorganization energy of the environment, e is the exothermicity and
D is the tunneling matrix element. Note that the quantum result Equation (5) pre-
dicts an Arrhenius form for the rate, similarly to the TST result. In this theory, the
KIE is equal to kH=kD � D2

H=D
2
D, which in the deep tunneling limit has a value of

the order 103–104, much larger than the measured KIE in biological systems. How-
ever, we will see later in this section that the Marcus theory approach, while valid for
electron transfer, has to be modified for proton transfer.

Region II: Moderate quantum effects
This is the case when tunneling takes place from excited states, but not close to the

barrier top, and had eluded solution for decades because there is no small parameter
available (as in the previous two cases). Finally, this problems was numerically
solved in the mid 1990s10 and the solution was analytically verified with a different
method by our group.11

It is instructive to have a feeling for when and how the semiclassical theory fails.
In Table 1 we compare some exact results10 with the predictions of the semiclassical
model Equation (3). There is a range of values for the exact result, because the rate
depends on friction (an effect that cannot be captured in the semiclassical model).
We note that when the reactant frequency becomes large, the semiclassical theory of
the rate fails (we should note that despite the failure in predicting the rate, the
semiclassical model gives reasonably good prediction for the KIE).

We will briefly describe how it became possible in the 1990s to describe QM this
region of moderate quantum effects. One assumes that the classical charge transfer
problem is adequately described by the Langevin equation:12

m€s ¼ �
dV ðsÞ

ds
�

Z t

0

dt0gðt � t0Þ_s þ F envðtÞ (6)

where s is the reaction coordinate and V(s) is the potential energy surface (PES). The
influence of the enzymatic environment in Equation (6) is represented by the random
force Fenv(t), which is related to the friction g(t) through the fluctuation–dissipation
theorem.13
Table 1 The ratio of rates kexact/ksemiclassical

o/R/kBT Exact Semiclassical

3.2 0.8–1.8 1.5
4.8 2.0–3.8 2.3
9.6 30–1000 12.9
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A most important result in rate theory was the proof14 that the classical dynamics
of s governed by the Hamiltonian equation:

H ¼
p2

s

2ms

þ V ðsÞ þ
X

k

P2
k

2mk

þ
X

k

1

2
mko2

k qk �
cks

mko2
k

� �2

(7)

is described by Equation (6). The harmonic oscillators ok constitute a fictitious
effective environment that is constructed to generate the correct friction kernel g(t).
We must emphasize that there is no approximation in using harmonic oscillators to
describe an anharmonic environment, since these oscillators are an effective medium
that is really a Fourier decomposition of the friction kernel g(t), and are only in-
directly related to protein dynamics. The approximation lies in assuming that the
Langevin equation is a good approximation for describing the classical charge
transfer. The advantage of casting the problem in terms of the Hamiltonian Equa-
tion (7) is that there are many tools for solving quantum Hamiltonians that have
harmonic terms, while there are no methods for solving the quantum version of the
Langevin equation.

The beautiful point of this formulation is that the Marcus–Levich–Dogonadze
result Equation (5) is the solution of the Hamiltonian Equation (7) in the deep
tunneling limit. In addition, the solution of the Hamiltonian Equation (7) in the
classical limit reproduces the TST result, corrected for recrossings of the barrier and
for memory effects.12 These results mean that the Zwanzig Hamiltonian provides a
unified description of proton transfer reactions in all the three parameter regions
defined earlier in this section.

Finally, we should mention that the approach described above is not the only
possible for studying quantum proton transfer in condensed phases. Truhlar and
coworkers have followed a different methodology, based on variational TST, sum-
marized in detail recently by Truhlar.15 An advantage of that methodology is that its
inputs are related naturally to quantities that are obtained in quantum chemistry
calculations. On the other hand, because of its phenomenological character, one
cannot easily understand when its approximations are justified.
RATE-PROMOTING VIBRATIONS

The theory outlined in the previous subsection is appropriate for electron transfer,
but has to be modified for proton transfer. In this section we will describe the
physical justification and mathematical formalism that incorporates these effects.

Hynes’ theory of promoting vibrations

In the early 1990s, in their studies of proton transfer in solution using Marcus’ rate
theory Equation (5), Hynes and coworkers16,17 noticed the following limitation. If Q

is the tunneling distance, it can be shown that the tunneling matrix element that
appears in Equation (5) has the form D�e�aQ. For typical electron transfer reactions
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a C1 Å–1, while for typical proton transfer reactions aC30 Å–1. This means that
while electron transfer rates are insensitive to variations of the tunneling distance Q,
proton transfer rates, because of the large value of a, depend strongly on motions
that possibly reduce the transfer distance Q.

Hynes assumed that the deviation dQ of the transfer distance from its equilibrium
value has a harmonic time dependence, dQ ¼ dQ0 cos(Opvt), and calculated the rate
using Fermi’s golden rule (i.e. the same level of approximation as Marcus’ theory).
He found for the rate:

k ¼ D2
0 e�bEM e2a

2=bMpvO2
pv (8)

where D0 is the tunneling splitting that corresponds to the equilibrium transfer
distance, EM is the activation energy of the ordinary Marcus theory and Mpv, Opv

are, respectively, the mass and frequency of the promoting vibration.
In the previous section we mentioned that Marcus’ theory is not a plausible model

for describing proton transfer because it predicts a KIE kH=kD ¼ D2
H=D

2
D, that is

very large, since the tunneling splittings decrease exponentially with the square root
of the mass. This problem is remedied by Hynes’ work, since the KIE in the presence
of a promoting vibration becomes:

kH

kD
¼

D2
H

D2
D

exp �
a2D � a2H
bMpvO

2
pv

( )
(9)

Since a scales like
ffiffiffiffi
m

p
, the exponential in Equation (9) reduces significantly the KIE.

Recently, Hynes reviewed18 his approach, with emphasis on applications to enzymes.
Benderskii’s theory of promoting vibrations

Hynes’ formulation is intuitively very appealing, but there are some drawbacks. The
environment is described by a 1-D coordinate and the promoting vibration is an
artifact that was introduced to modulate the tunneling splitting. In a series of papers
on gas-phase proton transfer,19–21 Benderskii had examined the same effect, tun-
neling rate modulated by fluctuations of transfer distance, using a Hamiltonian
formalism. We will briefly summarize his approach.

Let us assume a symmetric double well PES, V(s) ¼ as4�bs2. Its barrier height is
b2/4a and the transfer distance

ffiffiffiffiffiffiffiffiffiffi
2b=a

p
: Let us assume that a harmonic mode Q(t)

is coupled to s through a term cs2Q. Effectively, the parameter b of the original PES
is replaced by b�cQ(t). As Q(t) oscillates, the transfer distance also oscillates around
its equilibrium value. In addition, when the transfer distance decreases, the barrier
height is lowered. In summary, the simple, symmetric with respect to s, functional
form cs2Q of the coupling reproduces the desired behavior of a PES whose barrier is
lowered as the transfer distance decreases.

Benderskii managed to solve this problem in the deep tunneling limit using the
instanton method. Roughly speaking, an instanton is the most probable among the
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Fig. 1 The PES surface in Benderskii’s model. The dark circles are the reactant/product
minima and the open circle is the saddle point. The double line is the MEP. The solid line is
the instanton tunneling path for H, and the dashed line for D. Because D is heavier, it tunnels
closer to the saddle point where the barrier is lower. As a result, the KIE is relatively low, even
though the reaction proceeds through tunneling.
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possible classical trajectories when one solves the problem QM. We summarize
Benderskii’s results in Fig. 1.

The double line represents the minimum energy path (MEP), which is the reaction
path assumed by TST. The single line represents the instanton trajectory for proton
tunneling and the dashed line the instanton trajectory for deuteron tunneling. The
heavier deuteron tunnels closer to the MEP, where the barrier is lower. These dis-
tinct instanton paths are the reason for the lowering of the KIE by the promoting
vibration that we mentioned earlier.

There are other important features in this seemingly simple diagram. The instan-
ton trajectories cross the TS parallel to the s-axis, which means that tunneling is
happening instantaneously in the timescale of the promoting vibration. But this does
not mean that the frequency of the promoting vibration does not play a role! In fact,
the result depends on the ratio of the promoting vibration frequency over the barrier
frequency Opv/ob. We have to distinguish between the following limits:22
�
 When 2Opv/ob51, we are in the ‘‘fast-flip’’, or ‘‘sudden approximation’’, or ‘‘cor-
ner-cutting’’, or ‘‘large curvature’’ limit, where the reaction coordinate follows
theMEP, but before it reaches the saddle point it tunnels along the s coordinate in
a time that is short compared to the timescale of the Q vibration.
�
 When 2Opv/obb1, we are in the ‘‘slow-flip’’, or ‘‘adiabatic’’, or ‘‘small curvature’’
limit, where the Q vibration adiabatically follows the s coordinate and transfer
takes place along the MEP path (i.e. at the saddle point).

Therefore very fast promoting vibrations do not affect the rate, and we should
expect to see an effect when 2Opv/ob51, i.e. when Opv is smaller than roughly
500 cm–1, which explains why we mentioned earlier that we studied sub-ps motions.

Theory of promoting vibrations in condensed phase

The formulation of promoting vibrations by Benderskii is very satisfactory because
it formulated the problem in a Hamiltonian language. On the other hand, the Hynes
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formulation, even though it uses an ensatz for the promoting vibration, has the
advantage that includes interaction with the environment (with the limitation of the
Marcus model, i.e. that the environment is represented by a single degree of free-
dom). We can incorporate these two theories into the Zwanzig Hamiltonian equa-
tion (7) and obtain a theoretically satisfying framework for the description of proton
transfer in condensed phases, coupled to a promoting vibration.22

We add a term cs2Q þ 1
2
MQ O2

pv in Equation (7), to obtain the Hamiltonian:
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(10)

This incorporates the advantages of Benderskii’s and Hynes’ ideas, and in ad-
dition contains a more realistic description of the environment. One important
difference is that Hynes and Benderskii studied systems in which the oscillator Q was
a bond vibration, while in Equation (10) Q(t) can be any variable that modulates the
PES, for example, it can be a distance between the donor and a nearby residue that
changes in time because of equilibrium fluctuations of the enzyme.

To establish a relationship between the Hamiltonian equation (10) and the actual
enzymatic system one performs a molecular dynamics simulation to obtain the force
F(t) acted upon the reaction coordinate. Then the force autocorrelation function
/F(t)F(0)S, which is proportional to the friction kernel g(t), is related to the
parameters of the fictitious medium of Equation (10) through

gðtÞ ¼
1

kBT
hF ðtÞF ð0Þi �

XN

k¼1

c2k
mko2

k

cosðoktÞ (11)

This equation permits the mapping of the computed force F(t) to the parameters
of our Hamiltonian.

To obtain some insight into the behavior of the solutions of the Hamiltonian
equation (10), we performed a numerical simulation of a model system:23 we
assumed that V(s) is a symmetric double well, we coupled s to 1000 harmonic
oscillators ok with frequencies ranging from 10 to 1000 cm–1, and symmetrically to
one oscillator Opv. Even though the simulation is completely classical, we obtained
instructive results that illustrate several of the points we have mentioned in this
section.

The next two figures show results for proton transfer in a symmetric double well
potential that has barrier height equal to 6 kcalmol�1 and transfer distance 1 Å; the
proton is coupled symmetrically to an oscillator of frequency 300 cm�1. In Fig. 2
we show the progress of the reaction coordinate from reactants to products. The
very fast oscillations are bond oscillations in the reactant/product wells. The slower
oscillation that envelopes the bond oscillations is the promoting vibration. Note that
the promoting vibration is fast enough that the time the barrier is lowered is not long
enough for a reactive event to occur, i.e. it requires several oscillations of the pro-
moting vibration for the charge transfer to occur. Once the crossing over the barrier
happens though, it is practically instantaneous in the timescale of the promoting
vibration.



0 1 2 3 4
time (ps)

-2

-1

0

1

2

s 
(Å

)

Fig. 2 An example of a reactive trajectory. The TS is at the s ¼ 0 line and the reactant/
product wells at the s ¼ � 1 lines.
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Fig. 3 A histogram of the values of the promoting vibration coordinate Q, as the reactive
trajectories cross the TS. The dashed line corresponds to the location of the saddle point.
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In Fig. 3 we plot a statistics of the values of the promoting vibration coordinate as
the reactive trajectories cross the TS. The saddle point in Fig. 1 corresponds to the
value of Q shown with a dashed line in Fig. 3. We note that the reactive trajectories
do not pass through the saddle point, but rather through a broad region centered at
the saddle point. This picture shows that the dynamics cannot be described by a
single TS. The deeper reason for this is that the assumption of separability fails:24

the promoting vibration is strongly coupled to the reaction coordinate in the TS
region and the frequency of the promoting vibration is comparable to the inverted
barrier frequency, so there is no separation of timescales.
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Finally, in our opinion, there is an open question in quantum theories of proton
transfer. The theories we have been discussing use a mean field potential as the PES.
This is undoubtedly correct when the environment relaxes quickly in the timescale of
the reaction. However, the transfer step in quantum tunneling is very fast, and it is
not certain that all the configurations that enter the mean field potential are sam-
pled. This point was first raised by Hynes25 and implemented in studying proton
transfer in solution by Hynes and Wilson.26
COMPUTATIONAL SIGNATURE OF PROMOTING VIBRATIONS

In a realistic system there are many other motions present, so there is no guarantee
that the effect of the promoting vibration will not be masked by other interactions
that are present in an enzyme. We need a diagnostic that when we perform a
computer simulation of the dynamics of an enzyme, will allow us to identify whether
a promoting vibration is present.

We have found27 such a computational signature in the framework of the
Langevin equation (6). Let us recall that if we compute from a simulation the force
F(t) on the reaction coordinate, then the friction kernel g(t) is proportional to the
autocorrelation of that force. We have shown that if we add a term cs2Q þ 1

2
MQO

2
pv

to the Langevin equation, and allowing the promoting vibration to be coupled to the
environment with coupling strength z, the friction kernel becomes

gpvðtÞ ¼ gðtÞ þ
4c2

MO2
pv

sðtÞsð0Þ cosð ~OpvtÞ þ
z

2 ~Opv

sinð ~OpvtÞ

" #
e�zt=2 (12)

Here g(t) is the friction of the original Langevin equation and ~Opv ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
O2

pv � z2=4
q

is the effective frequency of the promoting vibration, modified due to its coupling to
the environment.

Equation (12) provides the diagnostic we have been looking for. Note that the
correction to the friction kernel due to the promoting vibration is proportional to
s(t)s(0). Suppose we perform a simulation where we have imposed constraints
to keep the transferred proton fixed, so that the correction term is proportional to
s(0)2. If we keep the proton fixed near the TS, s ¼ 0, the correction term will be
very small. If we keep it fixed away from the TS (most simply, at the reactant or
product configuration), the correction term will be nonzero. In addition, if we take
the Fourier transform of Equation (12), the presence of the trigonometric terms in
the correction term will produce large peaks at the frequency of the promoting
vibration.

In conclusion, if we perform simulations with the transferred proton fixed near
and away the TS, and then take a Fourier transform of the calculated friction kernel,
if we see sharp peaks for the latter simulation that are absent when the proton is held
fixed near the TS, then we have evidence that a promoting vibration is present, and
the position of the peak is an indication of its frequency. In the next section we will
discuss examples of enzyme simulations where this diagnostic was successful.
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EXPERIMENTAL SIGNATURE OF PROMOTING VIBRATIONS

The discussion in this section has suggested a clear experimental signature for the
presence of promoting vibrations. Hynes’ formalism, Benderskii’s formalism and
our quantum calculations using the Hamiltonian equation (10) all predict a low
KIE, i.e. much lower than what one would expect for transfer through tunneling. In
fact, the initial resistance to accepting that tunneling can occur in enzymes was
exactly the low values of KIE. As mentioned earlier, Hynes has recently reviewed18

the topic of influence of promoting vibrations on KIE, but with a perspective
different than ours.

Furthermore, the tunneling rate depends exponentially on the reorganization
energy of the environment, which for an enzymatic system depends strongly on the
rigidity of the enzyme. This raises some intriguing possibilities for the interpretation
of certain experiments on thermophilic enzymes. Thermophilic enzymes show low
enzymatic activity at mesophilic temperatures, and the conservation of the active site
structure and chemical mechanisms suggests that the same chemical mechanism is
present at both thermophilic and mesophilic temperatures. One possible interpre-
tation focuses on the temperature-dependent motions of proteins, because exper-
iments have shown that the rigidity of thermophilic proteins is less at thermophilic
rather than at mesophilic temperatures.28

The work that is of interest with respect to promoting vibrations is a study29 of
hydrogen tunneling in alcohol dehydrogenase from Bacillus stearothermophilus. The
unusual features of this system are (i) the activation energy is smaller in the thermo-
philic regime, which in a naive interpretation would imply that tunneling is enhanced
with increasing temperature; (ii) the primary KIE is small and temperature-
independent in the thermophilic regime, but larger and temperature-dependent in
the mesophilic regime. We have shown30 that by assuming the presence of a pro-
moting vibration in the thermophilic regime, and assuming that it freezes out in the
mesophilic regime, one is able to reproduce all the trends mentioned earlier in this
paragraph. Reproducing trends is not definite proof, but at the very least it is a
reminder that the presence of a minimal dynamical element makes the problem
sufficiently complex, that conclusions derived by studying Arrhenius plots should
not be trusted.

Anomalous values of the secondary KIE have been interpreted as indications of
tunneling. The reader should consult the arguments regarding secondary KIEs in
reviews of experimental literature.6,7
FOUR OBJECTIONS TO PROMOTING VIBRATIONS

The real protein dynamics is not harmonic

‘‘Proteins are very anharmonic systems, so what is the justification of modeling the
protein environment as a set of harmonic oscillators in Equation (10)?’’ The real
approximation we have made is modeling the proton transfer by the Langevin
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equation (6). One expects this to be a good approximation for the short timescales
relevant for barrier crossing. Within the Langevin equation, the effect of the en-
vironment on the proton is captured through the friction kernel, which is the force
autocorrelation function. No approximation is made regarding this friction kernel, it
is what is obtained from a simulation. This time-dependent friction kernel can be
decomposed into Fourier components, which are the harmonic oscillators appearing
in Equation (10). That is, these oscillators are fictitious quantities introduced to
reproduce the exact form of the friction kernel, therefore no simplification regarding
the protein anharmonic dynamics is made.
The promoting vibration is quickly dephased

‘‘If we embed a harmonic oscillator in a medium, it will be very quickly dephased.

Therefore, the identification in an enzyme of a promoting vibration with a definite

frequency is not plausible.’’ Here, the misunderstanding is that the promoting
vibration is not a harmonic oscillator embedded in the enzymatic environment.

The motion of a protein on its PES can be described as anharmonic motions near
local minima (i.e. conformations), with rare hops between conformations. While the
system executes this motion, we can record, for example, the distance Q(t) between
two residues. If the Fourier transform of Q(t) is relatively peaked, then the distance
between these residues varied in time like a damped harmonic motion. The quantity
Q(t) is not an oscillator with energy levels, that is embedded in the enzyme, rather it
is an internal distance of, for example, residues that participate in the equilibrium
fluctuations of the enzyme.

In simple model calculations we can mimic this effect by writing a Hamiltonian
like Equation (10) in which Q(t) appears as an independent oscillator, but it must be
understood that this Hamiltonian is a simplified model designed to produce a fluc-
tuating PES, and Q(t) is a quantity that parametrizes this fluctuation. However, it is
true that one cannot assume beforehand that the distance Q(t) is harmonic, one has
to calculate it, Fourier transform it and check whether it is peaked at some fre-
quency, as we will do in the examples in the next section.

Parenthetically, we would like to use this opportunity to correct a misunder-
standing that is common in enzymatic literature. Highly anharmonic potentials do
not necessarily exclude harmonic dynamics! An example is water: the interatomic
potential is extremely anharmonic (hard spheres), but water supports harmonic
waves (sound). The resolution of the paradox is that the variable that describes
sound waves (density) is not the variable that enters the anharmonic interatomic
potentials, so it is possible for equilibrium fluctuations, like sound, to have harmonic
dynamics.
The promoting vibration is much faster than the turnover rate

‘‘The turnover rate for enzymes has timescales ms– ns, but the promoting vibration has

ps-timescale, therefore they can’t be related.’’ This argument is correct for some gas-
phase reactions, but it is not valid for condensed phase reactions.
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Let us look at a simple condensed phase reaction, electron transfer in liquids,
which is described by Marcus’ theory equation (5). As is well known, electron
tunneling takes place only when the interaction with the solvent symmetrizes the
PES. The reorganization energy required for the solvent to reach its configuration
that will symmetrize the PES of the electron, is the activation energy appearing in
Equation (5). Once the PES is symmetrized, the probability that the electron will
transfer is proportional to the square D2 of the tunneling matrix element. Therefore,
even for simple transfer reactions in condensed phases, several events of widely
varying timescales contribute to reaction and the turnover rate is not simply related
to the timescale of a single event.

The method was designed to identify ps-timescale motions

‘‘The reason this method identified promoting vibrations for some systems is that

by construction it searches only for fast ps motions, and therefore it cannot identify

e.g., slower conformational motions that possibly affect the reaction rate.’’ This crit-
icism is absolutely correct, if there are conformations that bring donor and acceptor
close together thus enhancing tunneling, they are outside the grasp of a method that
is based on Langevin equation. In Section 5 we will outline some ideas for searching
the conformation space for configurations that affect the reaction rate.
3 Examples of rate-promoting motions in enzymatic systems

We will now present examples of enzymatic systems where we applied the ideas
and formalism of the previous section, and we were able to identify rate-promoting
vibrations.
HORSE LIVER ALCOHOL DEHYDROGENASE

The first system in which we identified a promoting vibration was horse liver alcohol
dehydrogenase (HLADH).31 The active site and surrounding residues are shown in
Fig. 4. The suspicion that dynamics may play a role existed because two specific
mutations had been identified, Val203-Ala and Phe93-Trp, which significantly
affect enzyme kinetics. Both residues are located at the active site. Val203 impinges
directly on the face of the nicotinamide ring in the nicotinamide adenine dinucleo-
tide (NAD) cofactor distal to the alcohol substrate. Additionally, there is evidence
from molecular dynamics simulations,32 that Val203 forces the nicotinamide ring of
NAD+ into closer proximity to the substrate, thus facilitating the hydride transfer
to produce the corresponding aldehyde. These facts suggest that motions of these
residues may play an important role in catalysis.

In the previous section we found a computational signature for the existence of
promoting vibrations: fix the transferred proton at the TS and away from it, and
compare the magnitude of the Fourier transform of the forces on the proton, as it is



Fig. 4 Active site of HLADH: Val203, the NAD cofactor and the alcohol substrate.
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held fixed at different positions. Since the location of the TS is unknown, we tried
several intermediate positions and selected the one for which the spectral density is
smallest, i.e. a position of minimum coupling.

We shall present results from simulations for three configurations – reactants (R),
products (P), and minimal coupling (MC):
�
 The R configuration consists of NAD+ and the deprotonated benzyl alcohol
(PhCH2O

�).

�
 The P consists of NADH and benzaldehyde.

�
 In the third configuration MC, we have NAD+ and PhCH2O

� with the pro-R
hydrogen restrained so that it is equidistant from the hydroxyl a-carbon (hydride
donor) and the C4 carbon (hydride acceptor) in the nicotinamide ring.

We performed a 30-ps simulation and saved the time series for several distances
between atoms. In Fig. 5 we plot, for all three configurations, the Fourier transform
of the donor–acceptor distance. We see a peak at ca. 100 cm�1, common to all three
configurations, signifying that the two motions appear to be in resonance.

The Fourier transform of the force on the reaction coordinate is shown in the
right panel of Fig. 5. Again, the peak at ca. 100 cm�1 is common to both config-
urations. This is a strong indication that the motion of the transferred proton is
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Fig. 5 Left: the spectral density for the donor–acceptor relative motion in the wild type; it
monitors the donor–acceptor distance. Right: the spectral density for the reaction coordinate,
in the wild type. The three lines represent the reactants configuration (R), the products
configuration (P), and the minimal coupling configuration (MC).
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coupled to the relative motion between the alcohol and the nicotinamide ring. On
the scale of the graph, the spectral density for MC appears as the flat line close to the
horizontal axis, which shows that the spectral density is position-dependent, as
predicted by Equation (12). Furthermore, if we had shown the MC line in mag-
nification we would see that although the high frequency peaks in the P and C are
still present in MC, the peak at ca. 100 cm�1 is almost absent in MC. These results
strongly suggest that the reaction coordinate is coupled to an oscillation of fre-
quency ca. 100 cm�1.

In view of our earlier analysis, our results indicate that the reaction coordinate is
coupled to the alcohol-NAD motion, which in turn is coupled to Val203, whose side
chain impinges directly on the face of the nicotinamide ring. It is thus shown that in
HLADH this dynamic coupling is central to the catalytic process. Finally, we should
point out that Cui and Karplus33 used our concept of symmetrically coupled
vibrations and performed a simulation on HLADH following a different method,
and found results that are in agreement with the results presented here.
LACTATE DEHYDROGENASE

The next system we studied was the isoforms of human LDH. The first part of
the calculation was similar to HLADH. However, we encountered interesting com-
plications.

LDH catalyzes the interconversion of lactate and pyruvate with the coenzyme
NAD (see Fig. 6). This enzyme plays a fundamental role in respiration, and multiple
isozymes have evolved to enable efficient production of substrate in different mi-
croenvironments. Two main subunits, referred to as heart and muscle, are combined
in the functional enzyme as a tetramer, and subunit combinations range from pure
heart to pure muscle. The kinetic properties of the heart and muscle isoforms are



Fig. 6 Diagram of the binding site of LDH with bound NADH and pyruvate showing
hydrogen bonds between the substrate and key catalytically important residues of the protein.
The catalytic event involves the hydride transfer of the C4 hydrogen of NADH from the pro-
R side of the reduced nicotinamide ring to the C2 carbon of pyruvate and protein transfer
from the imidazole group of His-193 to pyruvate’s keto oxygen.
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distinct: the heart favors production of lactate and the muscle of pyruvate. Despite
this difference, the domain structure, subunit association, and amino acid content
of the active sites of the two isoforms are almost identical, leading to the puzzle
of what is the cause of their difference in activity. We propose that placement of the
TS, coupled with a promoting vibration, can influence kinetic control of hydride
transfer.

Results will be presented for the following configurations: the heart and muscle
isoform each with lactate and NAD+ bound; the heart and muscle isoform each
with pyruvate and NADH bound; two simulations of the heart isoform with lactate
and NAD+ bound where the hydride distance was restrained at a point between
donor and acceptor carbons. In the following figures, in the language of the previous
subsection, the reactant configuration for the heart isoform is the line ‘‘lactate’’ and
the product configuration is the line ‘‘pyruvate.’’ And vice versa, the reactant con-
figuration for the muscle isoform is the line ‘‘pyruvate’’ and the product configu-
ration is the line ‘‘lactate.’’

In Fig. 7 we show results for the heart LDH isoform: (1) the Fourier transform of
the force on the transferred hydride (left); (2) the Fourier transform of the relative
motion between the substrate C2 carbon and carbon C4N of the nicotinamide ring
of the cofactor NAD+/NADH (right). In Fig. 8 we show the corresponding figures
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Fig. 7 Wild-type heart LDH isoform: Fourier transform of the force on the reaction co-
ordinate (left) and Fourier transform of relative donor–acceptance distance (right).
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Fig. 8 Wild-type muscle LDH isoform: Fourier transform of the force on the reaction
coordinate (left) and Fourier transform of relative donor–acceptance distance (right).
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for the muscle LDH isoform. Similarly, to the HLADH simulation we found clear
evidence of the presence of a promoting vibration:
(1)
 The spectral density is much lower when the hydride is near the TS, as predicted
by Equation (12) (line MC in the Figure).
(2)
 The peaks of the Fourier transform of the force on the hydride, are in resonance
with the peaks of the Fourier transform of the relative donor–acceptor motion.
These results show strong evidence for the presence of a promoting vibration, but
they are symmetric for both isoforms, so they don’t resolve the paradox why one
isoform favors the production of pyruvate and the other of lactate. However, there is
a hint: in the left panels of Figs 7 and 8, the pyruvate peak is higher for the heart
isoform and the lactate peak higher for the muscle isoform. Recall that the height
of the spectral density is proportional to the force on the reaction coordinate.
According to Equation (12), what may lead to bigger force, is bigger s(t), i.e. bigger
deviation from the TS. Since the lines ‘‘lactate’’ and ‘‘pyruvate’’ in Figs 7 and 8
correspond to the hydride bound to the donor/acceptor (and vice versa for the other
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Fig. 9 Donor–acceptor distance for the wild-type human heart LDH isoform (left) and the
muscle isoform (right).
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isoform), it would be interesting to see what is the average distance of donor–ac-
ceptor in the two isoforms.

In Fig. 9 we show the results of a 30-ps simulation for the donor–acceptor
distance, i.e. the distance between the C2 carbon of substrate and carbon C4N of the
nicotinamide ring of the cofactor NAD+/NADH. Fig. 9 shows that the average
donor–acceptor distance is shorter for the heart isoform when lactate and NAD+

are bound, and for the muscle isoform when pyruvate and NADH are bound. We
propose that the different kinetic activity of the two isoforms is due to the reduced
donor–acceptor distance when lactate is bound to the heart isoform and pyruvate is
bound to the muscle isoform.

The next question is to identify residues near the active site that may modulate the
donor–acceptor distance. In Fig. 10 we show the active site and some nearby res-
idues. In the spirit of the previous results, in order to predict the degree that the
motion of these residues is correlated with the donor–acceptor motion, we can
calculate the Fourier transform of the autocorrelation of the residue motion, and
then order the residues according to the height of the peak of the spectral density.34

In Fig. 11 we show one result, the spectral densities for the motion, projected first
along the residue–donor axis and then along the donor–acceptor direction, of three
residues, two of them strongly correlated and one not correlated.

Finally, to bring our argument to its logical conclusion, we can test for the con-
sistency of our interpretation: we substituted residue 31, Valine, with a less bulky
one, Alanine. If our interpretation is correct, we expect that the Fourier transform of
the force on the hydride would have a higher peak in the wild type than in the
mutant, since the bulkier Valine is more efficient in pushing the nicotinamide ring of
the NAD+, and as a result the average donor–acceptor distance would be smaller
for the wild type than in the mutant. In Fig. 12, we show the results of the simu-
lation, which are consistent with our prediction. As we mentioned earlier, the peak
of the spectral density can be lowered either because the coupling to the reaction
coordinate is weaker, or because the reaction coordinate is fixed closer to the TS.
The right panel of Fig. 12 shows that the average donor–acceptor distance is larger
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Fig. 11 Spectral density of motion of three residues in the wild-type human heart LDH
isoform with lactate and NAD+ bound: residue 238 is the most strongly correlated residue, 31
is strongly correlated and substituted in the mutagenesis simulation, and residue 193, the
essential active site histidine, is poorly correlated.

Fig. 10 The structure of the heart isoform with lactate and NAD+ bound.
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Fig. 12 Left, spectral density for the reaction coordinate in the wild type and mutant human
heart LDH isoform with lactate and NAD+ bound: the solid line is the wild-type config-
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Effect of enzyme dynamics on catalytic activity 335
for the mutant result, therefore the lower peak of the spectral density in the left panel
necessarily means that the coupling is weaker for the less bulky Alanine.
HUMAN PURINE NUCLEOSIDE PHOSPHORYLASE

Up to this point, all the examples we discussed, concerned protein motions that
affect reactions that involve a light particle transfer. However, rate-promoting
enzymatic motions can also exist in other types of reactions. For example, we have
shown35 that such motions can influence catalysis by acting through electron density
fluctuations caused by geometrical changes. The system we investigated is human
purine nucleoside phosphorylase (hPNP), which catalyzes reversible bond cleavage
of 6-oxopurine nucleosides to form phosphorylated a-D-ribose products in the
presence of phosphate, as seen in Fig. 13.

The cleavage of the C-10–N-9 ribosidic bond (for atom terminology see Fig. 14)
occurs in a dissociative mechanism that forms a TS with a substantial oxycarbenium
ion character. The phosphate provides an electrostatic stabilization of this oxy-
carbenium ion, encouraging TS formation.36,37 As the N-ribosidic bond is cleaved,
electron density is expelled by the oxygen-stack compression towards the purine
ring, and improves electrostatic interactions with nearby residues and facilitates the
abstraction of a proton from a close-by proton donor, making the purine a better
leaving group and accelerating catalysis. In summary, oxycarbenium stabilization,
increased phosphate ionization and purine ring activation, contribute in concert to
catalytic acceleration. Crystallographic data of several hPNP complexes with TS
analogs, showed an unusual geometric arrangement of the atoms O-50, O-40, and OP,
lying in a close threeoxygen stack (Fig. 14), which was later corroborated by
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extensive experimental KIE analysis.38 We have shown35 that protein motions in
hPNP and its substrates cause the O-50, O-40, and OP oxygens to squeeze together
and push electrons towards the purine ring, stabilizing the oxycarbenium character
of the TS.

The starting point of our computations was the 2.5 Å resolution structure of hPNP
complexed with the TS analog ImmH and phosphate. Following standard compu-
tational procedures for enzymes we performed both classical molecular dynamics
simulations and hybrid quantum/molecular simulations.35

The enzymatic system was divided into two concentric zones. These consisted of
the QM region, containing the atoms being treated QM, and the molecular mechanics
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(MM) region, in which the atoms were treated with a MM potential. In the case
of the simulation of the E?S complex, the QM region contained the substrates
guanosine and phosphate, and the conserved catalytic water. For the E?I complex,
the QM region contained ImmG, phosphate and a catalytic water. The AM1 semi-
empirical Hamiltonian was employed as the QM potential, and the all-atom force
field of CHARMM22 was used to describe the atoms in the MM region.

For example, for the E?S complex, we chose the QM/MM model shown sche-
matically in Fig. 15. The residues N243 and E201 are actively involved in catalysis
by stabilization of the TS, but since they are not directly involved in the acid
catalysis, they were not included in the QM region due to computational limitations
of QM/MM methods. However, their contribution to the stabilization of the TS
structure is introduced by the QM/MM electrostatic term of the Hamiltonian. We
were interested in the last step of the reaction, the cleavage of the N-ribosidic bond
and protonation of the purine ring to yield the protonated guanine and phosphory-
lated a-D-ribose. It is essential that a good reaction coordinate be used in order
to represent the enzymatic reaction properly to obtain meaningful PESs. After in-
vestigating a variety of reaction coordinates, we found that a suitable reaction co-
ordinate to describe the phosphorolysis reaction was the interatomic C-10–N-9 and
C-10–OP distances (Fig. 15).
Fig. 15 QM/MM model used to obtain the PES. The reaction coordinate used to produce
these surfaces is shown with dashed lines in the figure.
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Results: dynamics

During the classical MD simulation we saved the values of the O-50–O-40 and
O-40–OP distances. We found that these distances are quite stable, deviating only up
to 0.3 Å from their average value. This implies that the O-50–C-50–C-40–O-40 dihedral
is not rotating freely as it does in aqueous solution, but is restricted by the enzymatic
environment. We show the time series for that dihedral in both the enzymatic en-
vironment and in aqueous solution in Fig. 16. We note that the mean value in each
case is different, and that there is a higher deviation from the mean value in solution,
verifying that this dihedral’s motion is restricted in the enzyme.

In Table 2 we show the average O-50–O-40 and O-40–OP distances and standard
deviations, for the WT and for several mutants of hPNP complexed with guanosine
and phosphate (the maximum fluctuation of the O-50–O-40 distance is 0.6 Å, there-
fore a difference of, for example, 0.2 Å in the average distance is substantial). For
each mutation the changes in compression of the oxygen stack were different. For
example, we found that for the H257G mutant, the average O-50–O-40 distance was
considerably higher than that of the WT, meaning that the residue H257 plays a role
in keeping the two oxygens compressed.

We now move to a dynamical analysis of the time series for these distances. In the
left panel of Fig. 17, we show the Fourier transforms of the O-50–O-40 distance
autocorrelation function, and of the O-50–O-40, O-40–OP distance–distance correla-
tion function. The spectra are very similar, indicating that O-50�O-40 and O-40–OP
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Fig. 16 O-50�C-50�C-40�O-40 dihedral (degrees) of the ribose ring during the WT classical
MD simulation in aqueous solution and in the E?S complex.

Table 2 Average O-50�O-40 and O-40�OP distances (Å) for the WT and mutated hPNPs

Distance WT E201G V260G H257G

O-50�O-40 2.8170.08 2.8870.11 2.7870.08 3.0470.08
O-40�OP 4.3470.10 6.5870.11 3.9070.11 4.6970.10
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unsolvated substrates. Note that the natural vibration of the oxygen centers, i.e. 285 cm�1, is
altered in the presence of the enzyme. Right: the power spectrum of the H257G mutant of the
E?S complex shows a distinct peak at 333 cm�1, very similar to the result for the solvated
substrate.
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oscillate at the same frequencies: 125 and 465 cm�1 in the enzyme environment. In
the right panel of Fig. 17, we compare the Fourier transforms of the classical and
mixed quantum/classical MD simulations, and find that they are similar.

Next we examine whether these vibrations are unique in the enzymatic environ-
ment or they are inherent in the substrates. In the left panel of Fig. 18 we compare
the calculation in the enzyme with a simulation of the substrates in aqueous so-
lution, in the absence of hPNP. The spectrum of the O-50�O-40 distance autocor-
relation function of the classical MD of solvated substrates showed a peak at
330 cm�1, and of the unsolvated substrates at 285 cm�1, i.e. distinct from the peaks
in the presence of the enzyme, revealing that hPNP is directly affecting the way in
which these oxygens naturally vibrate.

In order to assess the effect of the mutation of nearby residues on the three oxygen
stack electronic interaction, we performed classical simulations of mutated hPNPs.
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We studied whether changes in protein structure have an influence on the pattern of
spectra discussed above for WT hPNP. In particular, we mutated F200G, E201G,
H257G, H257A, V260G, and L261G. The spectrum of the O-50�O-40 motion for the
F200G, E201G, V260G, and L261G mutated hPNPs was very similar to that of the
WT. However, as can be seen in the left panel of Fig. 18, the H257G was very similar
to that of the unsolvated substrates, giving further evidence that H257 is responsible
for modifying the power spectrum in the E?S complex.

Results: energetic barrier

We turn our attention to the coupling of the rate-promoting motion we have been
describing, to the reaction coordinate. We used the hybrid QM/MM method de-
scribed earlier to obtain the PES for the phosphorolysis reaction for various E?S
complexes, for a range of O-50�O-40 and O-40–OP interatomic distances. We have
presented elsewhere35 detailed results for the activation energies (kcalmol�1) as a
function of oxygen interatomic distances of the E?S complex and the E?TS
complex. This is collection of structures covered a wide range of geometries, with
O-50�O-40 ranging from 2.78 to 3.64 Å and O-40�OP ranging from 3.35 to 4.30 Å.
Thus, these structures were sufficient to represent the different E?S geometries that
can be found in the PES.

To quantify this correlation between lower activation energy and compression of
the oxygen distances, we fitted the results for the activation energies to a function
that had up to quadratic terms, as seen in Fig. 19 (a parabolic fitting had smaller w2

than the also plausible linear fitting). The parabolic dependence of the activation on
energy on distance may have a simple interpretation: as the distances between the
oxygen increases the energy rises as carbocation stabilization is lost, but at shorter
distances, as we approach distances equal to twice the van der Waals radius, elec-
tron–electron repulsion will compete with the stabilization and there is a point where
there are no further reduction of the activation energy. From the values of the
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Fig. 19 Activation energies (kcal mol�1) versus the sum of O-50�O-40 and O-40�OP distances
(Å) for the E?S complex.
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curvature of the parabolic fittings we can obtain a spring constant, and by using a
mass equal to the reduced mass of O�O, we can obtain an effective harmonic
frequency associated with the parabolic fittings shown in Fig. 19. This effective
frequency was equal to 180 cm�1, in surprising agreement with the position of the
peaks of the spectra of the oxygen motions.

In conclusion, the protein motion that compresses the oxygen stack, is one of the
factors which makes the reaction possible, leading up to a 20% decrease in barrier
height.
Results: charge fluctuations

In addition, we have studied39 charge fluctuations in the ribose and purine groups
of the enzyme-bound ribonucleoside. If these fluctuations are resonant with the
oxygen-stack promoting motion, it would further validate the hypothesis that the
promoting motion pushes electrons across the ribosidic bond.

Partial charge calculations were employed to follow changes in electron density
in the substrate guanosine, using Gaussian98 at the B3LYP level of theory with
the 6-31G(d,p) basis set. Partial charges for each atom were calculated using the
CHELPG algorithm. Charges for the ribose and purine ring components of
the ribonucleoside substrate were calculated by adding up the partial charges of the
constituent atoms of each.

We generated time series for the partial charges, and as usual took the Fourier
transforms, shown in the left panel of Fig. 20. The two spectra nearly overlap,
demonstrating that the charge fluctuations in the ribose are resonant with the charge
fluctuations in the purine ring, with a dominant peak at 450 cm�1 and a smaller peak
at 160 cm�1. Recalling that the spectrum of the oxygen-stack compression motion
had peaks 125 and 465 cm�1, we note that the partial charge spectra are clearly
resonant with those of the oxygen motion.

In addition, we probed fluctuations across the N9-C10 ribosidic bond, since this is
the bond that is broken in this reaction. The spectra are shown in the right panel of
Fig. 20. They are resonant with each other and with the spectra for ribose and purine
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Fig. 20 Left: Power spectra for ribose and purine ring partial charge time series. Right:
Power spectra for atoms C10 and N9 partial charge time series.
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ring, and also feature peaks at 160 and 450 cm�1, i.e. they contain the signature peaks
of the oxygen-stack compression spectra. These results confirm that the oxygen-stack
compression is the cause of these partial charge fluctuations.
4 Description in atomic detail of correlated protein motions

In this section we will examine other kinds of correlated protein motions (with ps- or
ns-timescales) and methods that can identify them. The rate-promoting vibrations we
examined in the previous section are just one example of correlated protein motions.
Because promoting vibrations involve residues in the immediate vicinity of donor and
acceptor, it was relatively easy to identify them. In the more general case of extended
correlated motions, it would be a challenge to identify residues that take part in them.
In this section we describe two methods that have been successfully used for iden-
tifying atomic motions of interest, the TPS and the ED method. We will apply them
to two enzymes we already studied in the previous section, LDH and PNP.
TRANSITION PATH SAMPLING

TPS was originally developed for studying rare reactive events. The most difficult
problem in studying reactive events, which is hidden by the wide acceptance of TST,
is to define an appropriate reaction coordinate and find the location of the TS. In
addition, if one tries to simulate rare reaction events using a molecular dynamics
simulation, most of the trajectories that start from the reactants will not cross to
the products, and as a consequence the calculation becomes computationally not
feasible, because the time step that must be used in the MD simulation is much
smaller than the timescale of interest.

TPS40,41 addresses these problems by performing a Monte Carlo search in the
trajectory space. It can simulate rare events without the knowledge of a reaction
coordinate or the TS. TPS needs another algorithm (molecular dynamics) to gen-
erate trajectories, while TPS itself is an algorithm for searching the trajectory space.
The essence of TPS is that the chaotic nature of classical multi-dimensional systems
guarantees a fast Monte Carlo search of the trajectory space.

A brief description of the algorithm follows. Let us assume a transition between R
and P (i.e. reactants and products). Since R and P are long-lived states, they can
accommodate equilibrium fluctuations, and can be characterized by a variable,
called ‘‘order parameter’’, which can be used as a criterion for deciding whether
the system is localized in R or P. Let us further assume that we somehow know one
reactive trajectory that starts from R and ends in P. In the TPS algorithm we
randomly select a time slice along this reactive trajectory, we perturb slightly all
momenta at that time slice, and starting from that time slice and using the new
momenta, we propagate (‘‘shoot’’) forward and backward in time, examining
whether the new trajectory is reactive or not. In the usual Monte Carlo fashion, the
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new trajectory is accepted or not, according to some probability distribution.
Because of the ergodicity of classical dynamics, new trajectories are guaranteed to
quickly deviate from old ones, leading to a fast sampling of the trajectory space.
An ensemble of reactive trajectories in LDH

We have applied42 the TPS algorithm to LDH, i.e. to the enzyme in which we
identified a rate-promoting vibration, as discussed in the previous section. This work,
along with a paper by Schlick43 were the first that applied the TPS algorithm to a
realistic protein. By finding common features in all the harvested trajectories, one can
get insights for defining an appropriate reaction coordinate, and for identifying ex-
perimental targets for future studies. Recall that LDH catalyzes the interconversion
of the hydroxy-acid lactate and the keto-acid pyruvate with the coenzyme NAD. The
reaction involves a double transfer: a proton transfer between the active site histidine
and the C2 substrate oxygen and a hydride transfer between NC4 of the coenzyme
and C2 of the substrate (see Fig. 6). In fact, there was a controversy regarding
whether the transfer steps are concerted or sequential, that our study was able to
resolve. Since the reaction involves bond cleavage we must use a quantum potential
for describing the reactive potential surface. The details of our choice for the quan-
tum description are explained elsewhere.42 Below we briefly define the variables and
concepts that our TPS simulation used.

Definition of the order parameter. The first step in the TPS algorithm is to define an
‘‘order parameter,’’ i.e. a variable that describes whether the system is in the re-
actants, products or in an intermediate region, as shown schematically in Fig. 21.
The pyruvate and lactate regions were defined by the values of the appropriate bond
lengths.42

Decorrelation of trajectories. The goal of TPS is to generate reactive trajectories
that span the whole trajectory space. We must ensure that the ensemble of trajectories
Fig. 21 Schematic representation of the TPS algorithm. The shaded regions are identified by
the order parameter as reactants and products. The solid line is a reactive trajectory. A
‘‘shooting’’ move is shown: a time slice was chosen along the reactive trajectory, momenta
were perturbed, and then the system was propagated forward and backward in time, resulting
in a non-reactive trajectory shown with the dashed line.
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we generated do not lie ‘‘near each other’’ in the trajectory space. The variable that
monitors this is an autocorrelation function of the appropriate variable. This auto-
correlation function is shown in Fig. 22. As can be seen, the trajectories became
uncorrelated after about 30 successful iterations of the algorithm.

Results: atomic description of relevant catalytic motions

A compression of residues facilitates catalysis. We have identified a compression–
relaxation sequence of residue motions that facilitates catalysis. These are the res-
idues 31 and 65, located behind the cofactor and transferring hydride, and 106 and
195, located on the acceptor side behind the substrate, as seen in Fig. 23.

In Fig. 24 we plot various distances that reveal a compression of several residues
that occurs close to the reaction event. These are taken from a trajectory with a
concerted hydride and proton transfer. All graphs are plotted in the pyruvate to
lactate reaction direction.
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Fig. 22 Autocorrelation function for trajectories, plotted versus the number of reactive
trajectories that have been generated after a given trajectory. The figure shows a decorrelation
of reactive trajectories generated by TPS.

Fig. 23 Three snapshots of the compression of residues that leads to a reactive event.
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Fig. 24 Comparison of motions of donor–acceptor and surrounding residues reveals a
compression-relaxation motion. See text for description of the panels.
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The panels of Fig. 24 describe the following:
(a)
 Plots the distance of the hydride from the cofactor reactive carbon and the
distance of the proton from the histidine reactive nitrogen. At time ¼ 6100 fs the
atoms begin to transfer to the substrate.
(b)
 Plots the donor–acceptor distance for the hydride. The minimum distance of the
donor–acceptor distance, and the distance of residues Valine 31 and Arginine
106 from the active site are marked by solid circles. The hydride donor–acceptor
distance reaches its minimum at time ¼ 6132 fs. A similar plot can be drawn for
the proton transfer.
(c)
 Plots the distance of residues 31 and 65 from the active site. They are located
behind the cofactor and transferring hydride.
(d)
 Plots the distance of residues 31 and 106 from 4 to 8 ps. Residue 106, responsible
for polarization of the substrate carbonyl bond via hydrogen bonding, initially
compresses towards the active site reaching a minimum distance at 6043 fs
(marked by solid circle). By 6153 fs (marked by solid circle) residue 31 has
reached its minimal compression towards the active site.
The compression towards the active site revealed in Fig. 24 is what causes the
donor–acceptor distances for the hydride and proton transfers to reach their mini-
mum. When they reach their minimum, interactions across the donor, transfer-
ring atom, and acceptor are initiated. The events that occur next are critical for
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completion of the reaction. The continued compression of the donor side residues
towards the active site, are not only involved with bringing the donor–acceptor
distance closer together, but also with shifting the entire enzyme. While the do-
nor–acceptor distances increase again, it will be the motion of the surrounding
residues that ultimately determine whether the atoms transfer. In particular, the
compression of the donor side residues cause the acceptor side residues to relax away
and the reaction to complete.

Concerted vs. stepwise transfers. We now address the question of whether the
hydride and proton transfers are concerted, or whether the hydride transfer precedes
the proton in the pyruvate to lactate reaction direction. Our TPS study showed that
both mechanisms are possible. In Fig. 25 we show the distribution of the time lag
between the hydride and proton transfer for all reactive trajectories. We note that
both concerted and sequential transfers are possible, and that 74% of the trajectories
have a time lag greater than 10 fs, indicating that the majority of reactive trajectories
have sequential transfer steps.

Figure 26 compares two trajectories: one for concerted hydride and proton
transfers with one for sequential transfers, as seen in panel (a). In panel (b) we can
see that the donor–acceptor distance for the stepwise trajectory reaches its minimum
first, due to the earlier combined compression of residues 31 and 106. Why does the
proton take longer to transfer? If we look at panel (c) at the distance of residue 31
after it reaches its minimum, it jumps back away from the active site causing a delay
in the relaxation of residue 106, as seen in panel (d), and a delay in the increase of the
proton donor–acceptor distance. Soon after, panel (d) shows that residue 106 relaxes
away from the active site while the donor–acceptor distance increases, completing
the reaction.

Perturbation of the donor– acceptor axis and compression reaction coordinate. We
will now demonstrate the effects of disrupting the compression–relaxation of the
donor–acceptor axis residues close to the reactive event. For the perturbation we
used the coordinates and velocities of a time slice 160 fs away from the reactive event
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Fig. 25 Distribution of the time lag between the hydride and proton transfer.
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Fig. 26 Comparison of motions of donor–acceptor and surrounding residues reveals when
the double transfer is sequential and when it is concerted. See text for description of the
panels. The circles in the residue trajectories in the lower panels, highlight the moment the
transfer event happens.
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of a concerted transfer trajectory. The momenta of residue 31 were perturbed along
the residue-active site axis, 1 Å away from the active site.

Figure 27 contrasts the original reactive trajectory to the perturbed one, shown in
panel (a). Panel (b) shows that after a delay, the hydride donor–acceptor distance
begins to deviate from the original reactive trajectory, unable to reach its minimum
without the full compression of the donor side residues, i.e. 65 shown in panel (c) and
the perturbed 31 (not shown). Additionally, the absence of the compression prevents
the relaxation of the acceptor side residues, for example, of 106 shown in panel (d).
The donor–acceptor distance comes closer, since at that time residue 106 is still
compressing and the perturbed residue 31 has a weaker, delayed compression. Due to
this, the hydride starts to transfer. However, since the compression–relaxation tran-
sition does not occur, the reaction is not completed.
ESSENTIAL DYNAMICS

ED (or principal component analysis), is a method commonly used for identifying
large scale motions in proteins, e.g., protein folding or substrate binding. A sum-
mary of the method follows. Let ~R ¼ ðR1;x;R1;y; . . . ;RN ;zÞ be the positions of the
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Fig. 27 How perturbation of a residue makes a trajectory nonreactive.
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protein atoms. One assumes that the solution of Newton’s equation of motion can
be written in the following approximate form:

~RðtÞ ’
X3N

m¼1

amðtÞ~Zm (13)

One then tries to find the coefficients and basis functions am, ~Zm that provide
the best approximation (in a least-squares sense) of ~RðtÞ to the exact solution of
Newton’s equation of motion. This condition is satisfied by choosing the spatial
basis set ~Zm to be the eigenfunctions of the covariance matrix

Cij ¼ hðRi � hRiiÞ ðRj � hRjiÞi (14)

where h� � �i denotes time average over the entire MD trajectory. When a few eigen-
values of the covariance matrix are much bigger than the rest, the corresponding
eigenvectors dominate the dynamics. When sorted by their eigenvalues, the ED
modes are sorted according to their contribution to the total mean-square fluctu-
ation. These few dominant modes are designed to provide a good fitting to the
trajectory. In a protein, there may be concerted motions of groups of atoms (e.g.,
loop motions) which provide a significant number of covariant matrix elements Cij,
and therefore dominate the principal eigenvectors of the covariant matrix. In this
case, ED separates the conformational space into an essential subspace containing
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only a few dominant collective modes, and a remaining space which contains ran-
dom atomic fluctuations.44,45

In Section 3, we found that protein motions in hPNP accelerate the chemical step.
Now we will present an application of the ED method, used to identify protein
motions that increase turnover by creating substrate binding affinity. In particular,
we have studied46 the conformational change in the 241–265 loop, and identify
variations in its orientation, which is crucial in determining the substrate accessi-
bility to the active site.

Substrate binding in PNP

As a reference for the discussion below, in Fig. 28 show a plot of the active site
of PNP. We will present the experimental reasons that led us to focus our attention
on the 241–265 loop. If one assumes that each X-ray crystal structure represents
a possible conformation in solution, considering several crystals and their relative
atomic B-factors presents an experimental view of the conformational flexibility of
the protein at an atomic resolution. The relative B-factors of the Ca atoms of apo
hPNP, and hPNP complexed with the TS analog Immucillin-H show that the loop
residue E250 is the centroid of highly mobile region, while residues G63 and E183
are centroids of more localized mobile regions. Additionally, from the structural
differences between the crystal pairs of apo hPNP–hPNP � guanine (formation of the
Michaelis complex), and apo hPNP–hPNP � ImmH (formation of the TS analog
Fig. 28 Active site of hPNP with the TS analog ImmH and the phosphate nucleophile.
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complex), it has been questioned whether correlated motions exist to allow the
necessary conformational change of the 241–265 loop for substrate binding and
turnover. It is accepted that reorganization of this flexible loop, which makes up
part of the active site, is essential for allowing different substrates/inhibitors to enter
the active site.47 The loop displacement is conjectured to push the substrates towards
the active center favoring more reactive configurations. In Fig. 29 we show the
root-mean-square deviation of the Ca geometric difference between the apo
hPNP–hPNP � guanine, and the apo hPNP–hPNP � ImmH pairs. The same geometri-
cal difference trend appears for any combination of two apo hPNP structures
with six substrate/TS analogs, confirming the substantial loop rearrangement upon
substrate analog/TS analog binding.

We used principal component analysis to identify correlated motions in different
forms of hPNP, namely, its apo and complexed forms, and assess whether they
facilitate the 241–265 loop rearrangement prior to the subsequent phosphorolysis
reaction. We compared the principal components for the apo and complexed hPNP
simulations, and examined the different correlated motions for each form of the
enzyme, comparing directly to the crystallographic B-factors. Finally, via experimen-
tal site-directed mutagenesis, several residues implicated in the correlated motion were
mutated, and the kinetic constants kcat and KM (fingerprints of catalytic efficiency),
were measured to weigh the impact of these residues in the phosphorolytic efficiency.
Results: mobile residues in the active site

We performed molecular dynamics simulations for the APO, ES, and EI-APO
models. The objective of the EI-APO simulation is to capture putative concerted
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motions in hPNP during the loop conformational change taking place upon
going from an ‘‘E?I geometry’’ towards an ‘‘apo hPNP geometry’’, which revers-
ibly translates into existing motions in hPNP during substrate binding and TS
formation.

For the APO simulations, from the first few eigenvectors, we observed prominent
correlated motions in the neighboring residues F159 and P150, adjacent to the
purine substrate. Moreover, it is not surprising that G63 and E183 also show strong
motions, granted their large B-factors. Additionally, to a lesser extent, the active site
residues S33, H84, H86, and F200 display high mobilities. These concerted motions
were observed both in a 1-ns vacuum simulation and in a solvated simulation.
Overall, the most significant feature of the APO simulations is the correlated mo-
tions found in the spatially neighboring F159 and P150 residues.

In the case of the ES simulations, we found that there exist correlated motions
around the F200 and E250 residues, the latter being the epicenter of the loop
dynamics. To a lesser extent, residues S33 and P150 also showed concerted behavior.
It is not surprising that residues H183 and N121 are involved in dynamics granted
their high mobilities implied by its high B-factors. We found differences in the
concerted motions between the APO and ES models of hPNP: the APO model
presents concerted dynamics around the F159 and P150 residues, while for the
simulation of the Michaelis complex (ES), concerted motions are mostly found
around the active site residue F200 and loop residue E250. This in turn suggested
that dynamics in the apo enzyme is concentrated around the residues F159 and
P150, though once the substrate enters the active site, these become dormant, and
active site residue F200 and loop residue E250 (embracing the purine substrate),
come into action.

For the EI-APO simulations, the correlated motions were again found around the
neighboring residues F159 and P150, as well as around F200, E250, and S33. This
behavior resembles a combination of the APO and ES models. These results suggest
these residues are coordinated in the enzyme so that it can successfully accommodate
the substrate in the active site and achieve TS formation.

We observe that the three computational models (APO, ES, and EI-APO) present
distinct characteristics in their correlated motions. Some similarities are found, for
example, in the high mobilities of G63 and E183, in agreement with their high
crystallographic B-factors. However, other residues which had not been seen as
highly mobile based on their B-factors (namely F159, P150, H230, and F200), have
been found to have correlated dynamics. This implies that observation of crystallo-
graphic structures alone may not be enough to infer important dynamic behavior in
proteins, and that additional MD studies are needed to identify correlated dynami-
cal modes. Finally, we have been able to successfully recognize correlated motions
on the 241–265 loop, particularly present in the simulations of the Michaelis com-
plex, and in a lesser extent in the EI-APO simulations. This suggests that the loop
may have a favorable role in capturing the substrate as well as in the chemical step.
Fig. 30 highlights the residues that were identified by the principal component
analysis: note the presence of residues F159 and F200, whose involvement in binding
was not obvious from B-factors alone.



Fig. 30 hPNP with marked residues that show correlated motions: S33 (brown), H64
(brown), H86 (brown), P150 (magenta), F159 (blue), H230 (pink) and 241–265 loop (red).

Table 3 Experimental kinetic parameters for different mutants which show correlated mo-
tions in hPNP

Mutant WT F200G F159G H230G N121G

KM (mM) 76.8 1580 2260 145 64.9
kcat (s

–1) 32.4 3.8 2.3 2.6 33.0
kcat/KM (105s�1M�1) 4.2 0.024 0.01 0.1 5.0
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Experimental site-directed mutagenesis

The X-ray crystal structures indicate that all direct contacts between hPNP and the
substrates guanosine and phosphate are through amino acid side chains. Our site-
directed mutagenesis strategy replaced each residue with glycine in order to assess
the contribution of the residue’s side chain to substrate binding and/or catalysis.
Results from the kinetic studies (Table 3) indicate that substrate binding affinity was
most sensitive to the F159G and F200G mutations. In the phosphorolytic direction,
an increase of ca. 400-fold in KM (and modest change in kcat) is observed for the
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F159G mutant. Loss of the herringbone-type interaction between the b-face of the
ribose and the hydrophobic surface created by this residue is important for substrate
binding, thus essential for hPNP activity. Additionally, the H230G mutant showed
modest changes in both KM and kcat, unexpectedly given its long distance from the
active site. Finally, the N121G mutant, did not show any relevant change in catalytic
efficiency, regardless of proving substantial concerted dynamic behavior during the
Michaelis complex simulation.
5 Conformational fluctuations

The motions we examined in the previous sections had ps- or ns-timescales, therefore
they were accessible with ordinary molecular dynamic simulations. However, it is
well known that conformation fluctuations are sometimes coupled to the reaction
coordinate. From a computational point of view, such effects are practically
impossible to study directly. To understand the reason, let us recall the shape of the
energy landscape of a protein (a description of the modern energy landscape view of
biomolecules can be found in the recent textbook of Wales48). It consists of a very
large number of local minima (conformations), separated by barriers whose height
ranges from moderate to high (left panel of Fig. 32). The time evolution of the
system in this landscape consists of relatively long periods of oscillations in the local
minima, separated by hops between conformations (Fig. 31).

The rate-promoting vibrations we examined earlier are fluctuations within a
single conformation. The problem we want to address is, whether there are some
conformations which favor catalysis, for example, because in them the average
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Fig. 31 A 100 ps MD trajectory of PNP, plotted in the plane of the two largest principal
components. The two darker regions, where the trajectory fluctuates locally, are two con-
formations. If we are interested in sampling many conformations, the long time the system
spends in local fluctuations in a given conformation, is a waste of resources.
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donor–acceptor distance is shorter. To study this problem, we would like to have
our molecular dynamics trajectory visit as many conformations as possible. How-
ever, the system spends most of its time in fluctuations within a conformation local
minimum, and only rarely hops to a different conformation minimum. Therefore,
MD simulations may be useful for studying other problems, but they are not a
practical tool for searching the conformation space. However, there are other tech-
niques that may be useful. In the rest of this section, we will first briefly review recent
work on conformation fluctuations that enhance tunneling in DHFR; we will close
with a computational scheme we propose for studying this class of problems.
DIHYDROFOLATE REDUCTASE

DHFR catalyzes the reduction of 7,8-dihydrofolate (DHF) to 5,6,7,8-tetrahydrofo-
late (THF) through the oxidation of the coenzyme NADPH. DHFR has been
studied extensively due to its role in maintaining intracellular pools of THF, which is
an important component of several metabolic pathways. The reaction catalyzed by
DHFR is thought to involve transfer of a proton followed by a hydride to DHF.

It has been shown through nuclear magnetic resonance (NMR) studies49,50 that
the catalytic cycle involves conformational changes of the M20 loop. This mobile
loop is close to the active site and is assumed to play an important role in binding of
the cofactor and substrate to DHFR. Also, mutational studies have identified distal
residues51 that affect catalysis. These studies strongly suggest that conformational
changes are related to catalysis.

In addition, classical MD simulations52 have identified correlated domain motions
in the reactant DHF complex but not in product complexes, indicating they are
related to catalysis. These domains are in the same regions highlighted by the NMR
studies.

We will only present a very brief review of theoretical studies on this system and
refer to reader to publications of the groups that have studied it.53–55 Since the
catalytic step involves a hydride transfer, a major difficulty is how to treat quantum
effects. These works followed different paths.

Truhlar, Gao, and Garcia-Viloca53 use a geometric reaction coordinate, the
difference between acceptor-hydrogen and donor-hydrogen distances. The system is
divided into a small primary zone at the active site, and a secondary zone. The
results are averaged over several secondary zone configurations. Electronic quantum
effects are included with a semi-empirical QM/MM potential that is augmented with
a valence bond term, parametrized to fit the experimental free energies. The free
energy profile is calculated with an umbrella sampling along the above reaction
coordinate. Brooks and Thorpe,55 also used a semi-empirical QM/MM potential.
Only structures from the reactant side were used, and those with donor–acceptor
distance smaller than 2.5 Å were used in the QM/MM calculations. For each of
these configurations, a QM/MM optimization was performed for a series of fixed
hydrogen-acceptor distances. Only atoms within 10 Å from the transferring hydro-
gen, were allowed to move. Hammes-Schiffer54 used as a reaction coordinate the
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energy difference between reactant and product diabatic states, averaged over the
ground state of the vibrational wavefunction of the transferred hydrogen. Electronic
quantum effects are included through an EVB potential, parametrized to fit exper-
imental free energies of activation. The free energy profile is generated by sampling
over the entire range of that collective reaction coordinate. Once the energy profile
is found, they used TST to calculate the reaction rate. Note that in real time
the protein dynamics may need e.g., 1 ms to move along the reaction pathway of
the reactive coordinate used in these works, so the generation of the energy profile
allowed them to describe an event that requires time longer than any feasible mole-
cular dynamics trajectory.

There is a long-standing debate whether approaches that calculate the free energy
barrier using a geometric reaction coordinate can sufficiently sample protein con-
formations and whether methods that use the energy gap as the reaction coordinate
are superior. In the present system, it has been shown53 that the two methods gen-
erate equivalent results. In fact both methods produced similar free energy profiles.

Coming back to the work of Truhlar and coworkers,53 and Hammes-Schiffer,54

after they generated a free energy profile along their choice of reaction coordinate,
the next step was to examine the ensemble of conformations used to generate a point
on the energy profile, and generate statistics and comparisons for various geometric
characteristics along the energy profile. They both found a correlation of structural
changes as the system approaches the TS, which show a tightening of some hydro-
gen bonds and of the donor–acceptor distance.

We should emphasize that the structural changes found in those works were not
motions in real time. Even if it is true that conformational changes affect catalysis, it
is not clear if the enhancement of the rate is due to a coupling to the motion of the
hydride, or due to different thermodynamic averages, for example, because the
transfer distance became shorter. The fact that in the calculations of Thorpe and
Brooks,55 most of the enzyme was held fixed, is an indication that the effect is
structural rather than dynamical. In this last work, a wide range of barrier heights
was found, which led to questioning whether approaches that are based on mean
field potentials can capture the range of protein conformations that led to that range
of energy profiles. Various opinions on these questions can be found in the original
papers.

To avoid semantic confusion we should clarify that Hammes-Schiffer uses the term
‘‘promoting motion’’ to describe an ensemble of conformations that, for example,
have a shorter donor–acceptor distance. The ‘‘motion’’ in her case is the implied
intra-conversion among these conformations. The ‘‘promoting vibration’’ we de-
scribed earlier refers to fluctuations within a single conformation. The two effects are
different and occur in separate timescales.

The identification of the way conformation fluctuations in DHFR affect parti-
cular distances at the TS, is a significant achievement. There are some details that
maybe improved, but we should emphasize that the point we will make this is not a
criticism of those works, but rather of the limitations of simulations that are cur-
rently possible. These simulations identified distances that change in the TS, but they
can’t distinguish if they must change in a particular order (e.g., as found with TPS in
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LDH). Also, they generated an ensemble of conformations near the TS, but since
they have no notion of time, they cannot give details of how the system samples the
conformations. In the next section we will propose a scheme that may provide a
starting point for a discussion that will address these questions.
A PROPOSED SCHEME FOR SEARCHING THE CONFORMATION SPACE

It would be desirable to have a more systematic method for searching for confor-
mation fluctuations that are coupled to the reaction coordinate. In the rest of this
section, we will propose a computational scheme that tries to address this problem.
This scheme is unpublished work. It consists of three elements:
(1)
Fig.

the
The topological structure of the conformation space.

(2)
 A computational scheme (kinetic Monte Carlo) for describing dynamics in the

conformation space.

(3)
 An algorithm (string method) for calculating energetic barriers between confor-

mations.
The topological structure of conformation space

It is well known that conformations that have similar geometries have similar
energies, but the opposite is not true, conformations that are unrelated may acci-
dentally have similar energies. In addition, long MD runs that visit several confor-
mations, sample geometrically similar conformations. The above observations suggest
that conformations populate their configuration space in some structured way. The
structure of the conformation space was studied by Berry and Kunz,56 Becker and
Karplus,57 and Becker.58 They termed it ‘‘topological’’ structure because the key in
the description is neither geometrical similarity nor energy, but rather a connectivity
concept, i.e. given a conformation, which other conformations are accessible to it, and
how many saddle points are crossed by the pathway that connects them.

Their main conclusions are summarized in Fig. 32. In the left panel, we see a free
energy profile. At the energy level marked as ‘‘–1,’’ the conformations that are
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32 The topological structure of conformation space. Left: the energetic profile. Middle:
connectivity graph. Right: the clustering of conformations into basins.
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clustered under A are accessible to each other by crossing a single saddle point. The
same is true for the conformations under B and under C. At the energy level marked
as ‘‘0,’’ one can go from A to B by crossing one saddle point. A group of con-
formations like the ones clustered A or B, is called a ‘‘basin.’’ There are three basins
visible in the diagram: A, B, and C. At the energy level marked as ‘‘+1,’’ one can go
from A to B, but to go from basin B to basin C, one has to cross another saddle
point. We say that A and B belong to the same ‘‘superbasin,’’ but C belongs to a
different superbasin. The above structure is depicted in the ‘‘connectivity graph’’
shown in the middle panel, that shows how the various conformations and saddle
points are connected. An easier to understand schematic picture is shown in the right
panel: the solid dots are conformations and they are grouped in their basins. Solid
lines represent transitions through a single saddle point, possible either between
conformations in the same basin, or between basin A and B. Basins A and B
are connected to basin C by a dashed line, in order to signify that they belong to
a different superbasin and one has to cross 2 saddle points instead of 1, for a
transition to C.

Becker and Karplus57 classified in this manner all the minima and saddle points
of a small peptide, met-enkephalin, and found the topological structure shown in
Fig. 32. It should be noted that Frauenfelder and Wolynes,59 from their analysis of
experimental data, had predicted earlier that the energy landscape of proteins would
have the topological structure shown in Fig. 32. In addition, they found that con-
formations that belong to the same basin are separated by low barriers of a few kBT.
Basins are separated from each other by a high barrier. That is, a basin consists of
geometrically similar conformations that are separated by low barriers, and is sep-
arated from another basin by a high barrier. This structure explains the observations
mentioned at the beginning of this section. A constellation of basins can have var-
ious structures,48 one of which corresponds to the well-known ‘‘funnel’’ landscape of
proteins.60

From the dynamic point of view, the system frequently hops among conforma-
tions in the same basin, and it rarely hops to a different basin.
Basin hopping in the conformation space

In the beginning of this section we mentioned that even an MD trajectory that is
several ns long, can sample only a few conformations. With the help of the basin
picture, we now realize that the conformations sampled by MD run, all lie in the
same basin. The reason is that, by definition, only these conformations are separated
by low barriers, which can be overcome in the timescale accessible to MD runs. A
simple corollary is that the MD run would be able to sample more conformations, if
it could somehow be able to hop to a neighboring basin.

Now, imagine that we have two conformations that belong to different basins,
and that we know the height of the barrier that separates these two conformations.
Things become more interesting if we recall that the conformations that belong
to the same basin are geometrically and energetically similar to each other, therefore
we can pick any conformation as representative of that basin. We can make the
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following assumption, first suggested by Berry56 (he recently applied it to a study of
small peptide61): each basin is represented by any conformation in it, and hopping
among basins can be approximated by transitions among their representative con-
formations. In our case, one can use TST to describe these transitions.

This is a summary of the proposed scheme for studying dynamics in conformation
space:
(1)
 Generate many protein conformations.

(2)
 Classify them into basins, and keep one representative conformation for each

basin.

(3)
 Find the energetic barriers between these representative conformations (see next

subsection).

(4)
 Once a set of conformations and the rates of conversions among them have been

determined, we can use a standard algorithm (e.g., kinetic Monte Carlo62) to
describe the dynamics of hopping in the conformation space.
What we gained compared to standard MD simulations, is that the extremely long
trajectories required until the system hops to a different basin, have been replaced by
a transition described by TST and kinetic Monte Carlo. In this way, one is able to
sample many more conformations than with an ordinary MD simulation.

To connect these abstract concepts with the subject of this review paper, let us
imagine that in an enzyme where proton is transferred through tunneling, there are
some conformations that have donor–acceptor distance that is on average closer
than other conformations. Then, conformation fluctuations that bring the protein
towards these favorable for reaction conformations, will strongly enhance the rate.
Unlike the rate-promoting vibrations we discussed earlier, whose timescale were so
fast that several oscillations were needed before the proton is transferred, once the
protein reaches a conformation in which donor and acceptor are close, it stays in
that conformation for long enough time that tunneling takes place in that con-
figuration of donor–acceptor.

The string method for finding reaction pathways

In order to implement the algorithm suggested in the previous subsection, we need a
method for identifying the energetic barrier between two conformations. This is a
specific case of a more general problem: given two states that lie in local minima of
the energy landscape, find the MEP that connects them. This is a difficult problem
that has attracted a lot of activity in the last decade.

The most successful method for identifying the MEP and energetic barrier
between two stable states, is the ‘‘nudged elastic band’’ method.63 This elastic band
is a collection of system images that connect in configuration space the initial and
final stable states. Adjacent system images are connected with fictitious harmonic
strings. If this elastic band lies along the MEP, the force on it is equal to zero. If it is
displaced from the MEP, then the forces acting on it (arising from the protein
potential) will tend to return it towards the MEP. If there were no fictitious springs
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that connected the adjacent system images, the images would relax towards either
the initial or final stable states, i.e. the function of the springs is to keep the system
images well separated. The presence of the fictitious springs guarantees that the
elastic band will slide towards the MEP. The computational procedure is concep-
tually simple (but difficult to implement in practice): interpolate a few images be-
tween initial and final states; connect them with fictitious springs; use the protein
potential to calculate the forces on the system images; Newton’s equations of motion
will make the elastic band slide towards the MEP.

The elastic band method has been applied with remarkable success.63,64 However,
it cannot be applied to problems that have rugged energy landscapes, like proteins.
Recently, a similar method has been developed, that was designed to be applicable
to rugged landscape systems. It is called the ‘‘finite-temperature string method’’.65

The difference with respect to the nudged elastic band method is the following:
again, a chain of system images that connect the initial and final stable states is
formed, but instead of connecting them with fictitious springs, the system images are
assumed to be elements of a string of uniform density. Similarly to the elastic band,
Newtonian dynamics using the protein potential makes the string slide towards the
MEP, and during its descent it stretches, while keeping its property of uniform
density.

The advantage of setting up the chain of images as a string rather as an elastic
band, is that while for the elastic band the dynamics of the fictitious springs have to
be solved explicitly (causing difficulties in rugged landscapes where the springs get
stuck), the string dynamics that keeps its density uniform can be implemented with
the standard SHAKE algorithm of molecular dynamics.

Recently, the string algorithm was used for finding the transition path in Alanine
dipeptide. If one can apply it successfully to a large protein, then this will be the final
missing link in the scheme outlined above for studying dynamics in conformation
space.
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Abstract

Reactive Zn–OHn (n ¼ 1 or 2) species are proposed in the catalytic cycles of
several zinc-containing enzymes. In order to gauge the chemical factors that influ-
ence the formation and reactivity of Zn–OHn species, synthetic model complexes
have been prepared and systematically examined for biologically relevant stoichio-
metric and catalytic reactivity. Systems that promote the hydration of CO2, the
activation and oxidation of alcohols, and amide and phosphate ester cleavage
reactions are discussed.
r 2006 Elsevier Ltd.
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1 Introduction

Metalloenzymes containing a Zn–OHn (n ¼ 1 or 2) moiety catalyze a variety of
chemical reactions.1 These include CO2 hydration, alcohol oxidation using a redox
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active NAD+/NADH cofactor, and the hydrolysis of amide and phosphate ester
groups. One approach toward elucidating detailed chemical information regarding
the role of Zn–OHn species in enzyme-catalyzed reactions involves the preparation
and studies of the reactivity of small molecule analog complexes.2 Over the past
few decades, this synthetic analog approach has led to the development of a mul-
titude of reactive model systems for zinc enzymes.3–7 The primary purpose of
this contribution is to provide a detailed description of reactive synthetic systems
involving a Zn–OHn moiety. In some cases, the stoichiometric and/or catalytic re-
activity of these model systems will be compared/contrasted with reaction pathways
proposed for zinc enzymes. Overall, this contribution is not meant to be exhaus-
tive in terms of presenting all reported synthetic model systems for zinc enzymes.
Instead, it is focused on a detailed presentation of kinetic and mechanistic studies
of reactive complexes and builds on previous reviews that also focused primarily on
reactivity.8–14 Excellent reviews are also available that place a stronger emphasis on
the structural aspects of model systems for zinc centers in metalloenzymes.3–5
PROPERTIES OF DIVALENT ZINC AND ZN–OHn SPECIES

Divalent zinc has a 3d10 electron configuration and is redox inactive and diamag-
netic. As a consequence of its filled shell electronic structure, ligand field stabilizat-
ion effects do not influence the coordination properties of Zn(II). Instead, the
coordination number of a Zn(II) center and the geometric arrangement of its ligands
in a coordination complex are primarily determined by the steric and electronic
properties of the ligands. An overall coordination number of four and a distorted
tetrahedral geometry are most common for Zn(II) in biological systems, albeit
Zn(II) centers having a coordination number of 5 are also prevalent.5 In terms of
hard–soft acid–base properties, Zn(II) is an intermediate metal ion which forms
complexes with both hard (oxygen, nitrogen) and soft (sulfur) donor ligands.1,15

Zn(II) undergoes rapid ligand exchange for monodentate ligands such as water (kex
(H2O) ¼ 2� 107 s�1), which enables this metal ion to facilitate catalytic reactions.
This rate of water exchange is slower than that of alkali metal ions (kex (H2O)
�108–109 s�1), but faster than most other divalent 3d metal ions (Fe(II): 4� 106 s�1,
Co(II): 3� 106 s�1, Ni(II), 4� 104 s�1, Cu(II) 1� 109 s�1).1 In terms of ligand re-
activity, it is important to note that Zn(II)–OH species exhibit nucleophilic behavior.

Zinc aqua (Zn–OH2) species are prevalent in biological systems. When coordi-
nated to a Zn(II) center, a water molecule can have a pKa value that varies from �6
to 11, with [Zn(OH2)6]

2+ having a pKa ¼ 9.0.5 The position of a specific Zn–OH2

unit in this range depends on the primary and secondary ligand coordination en-
vironment of the zinc center. A more Lewis acid Zn(II) center, and hence a lower
Zn–OH2 pKa value, is produced when the total number of primary ligands is low
(e.g. 4) and these ligands are neutral donors. For example, the Zn–OH2 moiety
in [(THB)Zn(OH2)]

2+ (Fig. 1a) exhibits a pKa value of 6.2.16 This indicates that a
tetrahedral (NHis)3Zn(II)–OH2 moiety, as is found in active site of carbonic anhy-
drase (CA), could have a pKa at or below physiological pH for the zinc-bound aqua



Fig. 1 Examples of four-coordinate Zn(II)–OH2 complexes for which pKa values have been
determined. Comprehensive listings of LZn–OH2 pKa values for synthetic complexes have
been recently compiled.5
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ligand. Substitution of a neutral donor with an anionic ligand in the primary co-
ordination sphere of the Zn(II) reduces the Lewis acidity of the zinc center and thus
raises the pKa of a Zn(II)–OH2 moiety. For example, a tetrahedral [(N2S)Zn(OH2)]

+

species ([(PATH)Zn(OH2)]
+, Fig. 1b) akin to the active site zinc center in peptide

deformylase exhibits a pKa value of 7.7.17

In terms of secondary effects, recent studies of zinc complexes supported by trip-
odal, tetradentate ligands indicate that the presence of intramolecular hydrogen-
bonding interactions involving the oxygen atom of a zinc-bound water molecule
lowers the pKa of that water molecule.18–20 As shown in Fig. 2, zinc complexes having
a single internal hydrogen-bond donor exhibit a Zn–OH2 pKa value that is �0.7–0.9
pKa units above analogs having two internal hydrogen-bond donor groups.
ROLES FOR ZN(II) IN CATALYSIS

As zinc-containing enzymes do not exhibit spectroscopic features, such as d–d elec-
tronic transitions or an electron spin resonance (EPR) signal, which can be used to



Fig. 2 Cationic portions of N4- and N3O-ligated Zn–OH2 complexes having variable num-
bers of internal hydrogen-bond donors. The two pKa values shown for the N3O-ligated
complexes correspond to ionization of the Zn–OH2 and Zn–OR groups, albeit the individual
values have not been assigned.
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detect substrate-, intermediate-, product- or inhibitor-bound forms of the enzyme,
structure–function relationships and proposed catalytic mechanisms for zinc-
containing enzymes have been developed and evaluated primarily on the basis of
the combined results of X-ray crystallographic, kinetic (using native and altered
substrates), site-directed mutagenesis, and metal-ion substitution studies.21,22 From
these studies, it is apparent that catalytic zinc sites in metalloenzymes typically
contain at least one water-occupied coordination position, in addition to three or
four Zn(II)-coordinated amino acid ligands.23 The zinc-bound water molecule can
undergo one of three types of reactions within an enzyme active site. The Zn–OH2

can (1) undergo ionization to produce a zinc hydroxide species, (2) be polarized via
interaction with a catalytic base to produce a reactive nucleophile, or (3) be dis-
placed by a substrate.24,25 Other roles for an active site catalytic Zn(II) ion in a
metalloenzyme active site can include polarization of a substrate via coordination,
and/or stabilization of negative charge build-up in a transition state.
GENERAL NOTE

For the model systems described herein, when not specifically indicated, the reader
should assume that the solvent is water.
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2 CO2 hydration

Carbonic anhydrases (CAs) catalyze the reversible hydration of CO2 to form bi-
carbonate (Fig. 3, bottom). Four classes of CAs (a, b, g, d) have been identified.26 In
a-CAs, a mononuclear active site zinc center having distorted tetrahedral ligation
from three histidine nitrogen donors and one water/hydroxide ligand, (NHis)3Zn–
OHn (n ¼ 1 or 2), is proposed to provide the nucleophile for CO2 hydration.27,28

Additionally, within the active site there is a threonine residue (Thr-199) that forms
a hydrogen-bonding interaction with the Zn–OHn moiety (Fig. 3). This threonine
residue in turn forms a hydrogen bond with a glutamate residue. The secondary
interaction between the Zn–OHn moiety and Thr-199 is suggested to influence
the pKa of the Zn–OH2 moiety, and orient the Zn–OH for nucleophilic attack
on CO2.

28,29 Notably, in a structurally characterized mutant of human CA-II
(Thr-200-His), a bound bicarbonate anion forms a hydrogen-bonding interaction
involving Thr-199.30,31 Overall, these results, combined with X-ray crystallographic
studies of Co(II)-substituted human CA-II,32 indicate that secondary hydrogen-
bonding interactions are important toward influencing the chemistry of zinc-bound
anions, including bicarbonate, in CAs.

A pKa value of �7 has been assigned to the active site zinc-bound water molecule
in human CA-II.28,33 Above pH ¼ 7, the hydration of CO2 is the dominant reaction,
whereas below pH ¼ 7, dehydration of CO2 occurs. A proposed mechanism for CO2

hydration catalyzed by a a-type CA is shown in Scheme 1. Following deprotonation
of the zinc-bound water molecule, the Zn–OH acts as a nucleophile toward CO2 to
Fig. 3 (top) Active site features of a typical mammalian a-CA and (bottom) reaction cat-
alyzed by CAs.



Scheme 1 Proposed catalytic mechanism of a a-type CA.

Fig. 4 [([12]aneN3)Zn(OH2)]
2+.
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yield a zinc-bound bicarbonate anion. Displacement of the bicarbonate anion by
water results in regeneration of the zinc–aqua species.26–28,34,35

Relatively few catalytically active model complexes for CAs have been reported.
Kimura and coworkers reported a catalytically active model complex, [([12]an-
eN3)Zn(OH2)](ClO4)2 (Fig. 4), for a-type CAs that has been extensively examined via
kinetic and mechanistic investigations.36 This complex exhibits a pKa ¼ 7.3070.02
(25 1C, I ¼ 0.1 (NaClO4)) for the zinc-bound water molecule, a value that is very
similar to that found for the Zn–OH2 unit in CA. Upon deprotonation, a trinuclear
[([12]aneN3Zn)3(m-OH)3](ClO4)3 �HClO4 species is formed, which was isolated and
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crystallographically characterized. In aqueous solution, pH titration experiments
indicated that [([12]aneN3Zn)3(m-OH)3](ClO4)3 �HClO4 breaks down into two
[([12]aneN3)Zn(OH)]+ cations, one [([12]aneN3)Zn–OH(H2O)]+ cation, and four
perchlorate anions.37 Examination of the observed catalytic rate of CO2 hydra-
tion ((kcat

h )obs) versus pH (6.1–9.0) catalyzed by [([12]aneN3)Zn(OH)]+ yielded a
sigmoidal-shaped curve characteristic of a kinetic process controlled by an acid–base
equilibrium with a kinetic pKa ¼ 7.4. This value is similar to that found for
[([12]aneN3)Zn(OH2)](ClO4)2 via potentiometric titration, thus indicating that the
Zn–OH form of the complex is the reactive species involved in the catalytic CO2

hydration reaction. From this data, a mechanism for the model system was proposed
(Scheme 2).

Examination of the rate of bicarbonate dehydration reactivity of [([12]aneN3)Zn-
(OH2)](ClO4)2 as a function of zinc complex concentration and pH revealed that this
reaction is only slightly catalyzed by the aqua (Zn–OH2) form of the complex. A
proposed mechanism for bicarbonate dehydration is shown in Scheme 3. Once
again, the kinetically determined pKa value matched well with that determined for
[([12]aneN3)Zn(OH2)](ClO4)2, indicating the validity of the proposed mechanism.

Overall, [([12]aneN3)Zn(OH2)](ClO4)2 exhibits pH-dependent catalytic behavior
for the hydration of CO2 and dehydration of HCO3

�. The rate-determining step of
the CO2 hydration reaction is the uptake of CO2 by the zinc hydroxide complex. The
rate-determining step in bicarbonate dehydration is substitution of the labile zinc-
bound water molecule by the bicarbonate anion. The overall catalytic mechanism
for both reactions is shown in Scheme 4. In considering this mechanism, it is
Scheme 2 Suggested mechanism for CO2 hydration catalyzed by [([12]aneN3)Zn(OH)]+.



Scheme 3 Proposed mechanism for HCO3
� dehydration catalyzed by [([12]aneN3)Z-

n(OH2)]
2+.
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important to note the proton transfer processes. For example, ionization of
[([12]aneN3)Zn(OH2)](ClO4)2 to produce the reactive zinc hydroxide species requires
loss of a proton. A proton transfer process is also involved in the bicarbonate release
reactivity of [([12]aneN3)Zn(OCO2H)]+. This being the case, studies of the effect of
changes in buffer type for the uncatalyzed and catalyzed hydration of CO2 were
performed. For buffers having a variety of different functional residues, no signifi-
cant affect was found on the rate of either the uncatalyzed or catalyzed processes.
This indicates that proton transfer is rapid and not involved in the rate-determining
step of CO2 hydration.

Similar thermodynamic and kinetic studies were performed using [([12]aneN4)Zn-
(OH2)]

2+ ([12]aneN4 ¼ 1,4,7,10-tetraazacyclododecane, cyclen, Fig. 5).38 This com-
plex has a thermodynamic pKa ¼ 7.970.2 for the zinc-bound water molecule. The
hydroxide derivative of this complex, [([12]aneN4)Zn(OH)]+ (kcat

h
¼ 33007100 s–1),

is over five times more reactive than [([12]aneN3)Zn(OH)]+ (kcat
h

¼ 654757 s–1)
for the hydration of CO2. The aqua derivative [([12]aneN4)Zn(OH2)](ClO4)2
(kcat

d
¼ 5178M�1 s�1) is 11 times more reactive than [([12]aneN3)Zn(OH2)](ClO4)2

(kcat
d

¼ 4.770.6 M�1 s�1 at 25 1C) for the dehydration of bicarbonate. While still well
below the reported kcat

h values for CO2 hydration (�107–108M�1 s�1, assigned to the
proton transfer step) and dehydration of bicarbonate (kcat

d
�107M�1 s�1, assigned to

proton transfer and simultaneous release of CO2) for a-type CAs, these complexes
exhibit the highest reactivity reported to date in a model system.33,39



Fig. 5 [([12]aneN4)Zn(OH2)]
2+.

Scheme 4 Proposed mechanism for catalytic reactivity.
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Other catalytically active species for CO2 hydration include [(CR)Zn–OH]+

(CR ¼ Me2pyo[14]trieneN4, kcat
h

¼ 225723M�1 s�1, Fig. 6a), which exhibits a pKa

value of 8.69 at 25 1C.40 Zinc complexes supported by tris(imidazole)phosphine-type
(Fig. 6b–d) or tris(imidazole)phosphineoxide-type ligands also exhibit catalytic CO2

hydration reactivity.41–44 All of these complexes exhibit maximum rate constants for
CO2 hydration below 2500M�1 s�1 in the pH ¼ 6–7 range. Above or below this pH



Fig. 6 Supporting chelate ligands for which catalytic CO2 hydration reactivity has been
reported for zinc derivatives.
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range, the reactions are complicated by ligand protonation (low pH) or loss of
Zn(II) from the chelate ligand (high pH).

The high catalytic activity of [([12]aneN4)Zn(OHn)](ClO4)n (n ¼ 1 or 2) derivatives
in CO2 hydration and dehydration, relative to other reported model systems, has
been attributed, in part, to high stability constants for zinc binding to the supporting
chelate ligand. Enhanced stability imposed by the chelate structure should make the
coordinated water molecule more labile for displacement by HCO3

�, and the zinc-
bound hydroxide more nucleophilic toward CO2.

A factor that can influence CO2 hydration/dehydration reactivity is the overall
coordination number of the zinc center and the coordination mode of a bicarbonate
ligand (Fig. 7). It is reasonable to suggest that a unidentate coordinated HCO3

� will
be easier to displace, which could influence the rate of the overall hydration reaction.
Data discussed below in terms of single turnover experiments supports the notion
that bidentate bicarbonate coordination inhibits catalytic CO2 hydration. Similarly,
bidentate coordination of HCO3

� could be expected to slow the dehydration reac-
tion. Notably, X-ray crystallographic studies of bicarbonate-bound forms of a
mutant CA-II, and a Co(II)-substituted form of the enzyme, have revealed both
monodentate and bidentate coordination modes for the bicarbonate anion.28,32,45

A limitation of the above-mentioned catalytically active model systems for a-type
CAs is a lack of structural characterization for the reactive species. In particular, it
is of interest to independently examine, if possible, the structural and reactivity
features of discrete mononuclear, tetrahedral Zn–OH, Zn–OH2, and Zn–O2COH



Fig. 7 Possible structures of zinc bicarbonate species supported by the [12]aneN3 and
[12]aneN4 ligands.
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complexes. In this regard, the preparation and structural characterization of mono-
nuclear Zn–OH complexes supported by tris(imidazolyl)phosphine (PimPri,But)46 and
tris(pyrazolyl)borate (TpR,R0

)47–49 ligands, as well as a Zn–OH2 complex supported by
the TpBut,Me ligand,50 have been reported (Fig. 8).3–5 The hydroxide complexes exhibit
a Zn–O(H) bond distance (�1.85 Å) that is considerably shorter than the Zn–OH2

(1.94 Å) distance in the zinc aqua complex {[TpBut,Me]Zn–OH2}{HO–B(C6F5)3}. Of
particular note in the synthetic Zn–OH2 complex is the presence of a hydrogen-bond-
ing interaction between the zinc-bound water molecule and the anion in the solid state.
This interaction mimics that involving Thr-199 in the active site of human CA (Fig. 3).

The isolation and characterization of [TpBut,Me]Zn–OH and {[TpBut,Me]Zn–
OH2}{HO–B(C6F5)3} enabled the first direct comparison of the CO2 reactivity of
tetrahedral Zn–OH and Zn–OH2 species. Notably, while the hydroxide complex
reacts with CO2 reversibly to produce a spectroscopically identifiable [TpBut,Me]Zn–
O2COH species,51 the Zn–OH2 complex is unreactive toward CO2.

52 This compar-
ison provides conclusive evidence to support the notion that a Zn–OH moiety is the
reactive species both in a-type CA enzymes and in the catalytically active model
systems described above.

The zinc carbonate complex [TpBut,Me]Zn–O2COH could not be isolated due to a
condensation reaction with [TpBut,Me]Zn–OH, which results in the formation of a
bridging carbonate complex, {[TpBut,Me]Zn}2(m-Z

1:Z1-CO3) (Fig. 9). However, this
carbonate complex is reactive toward water to regenerate [TpBut,Me]Zn–OH and
CO2. In this regard, in the presence of H2

17O, [TpBut,Me]Zn–OH catalyzes oxygen
atom transfer between CO2 and the 17O-labeled water, indicating CA-type reactivity.
While {[TpBut,Me]Zn}2(m-Z

1:Z1-CO3) is reactive toward water, the zinc carbonate
complex of TpiPr2, {[TpiPr2]Zn}2(m-Z

1:Z2-CO3) (Fig. 9, bottom), is unreactive. This
difference is attributed to the differing coordination modes of the carbonate ligands
in these complexes. Specifically, the bidentate coordination found for the carbonate
ligand in {[TpiPr2]Zn}2(m-Z

1:Z2-CO3) is proposed to inhibit displacement of the car-
bonate ligand by water.

In regard to the reactivity of metal hydroxide complexes with CO2, a variety
of binuclear metal hydroxide complexes, supported by hydrotris(pyrazolyl)borate



Fig. 8 Structurally characterized mononuclear tetrahedral zinc hydroxide and aqua com-
plexes.
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Fig. 9 Drawings of bridging bicarbonate complexes.
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ligands, have been demonstrated to undergo a stoichiometric reaction with CO2

to yield bridging carbonate complexes.53

An interesting, relatively unexplored area to date in terms of synthetic systems
concerns the impact of secondary interactions (e.g. hydrogen bonding or hydro-
phobic effects) on catalytic CO2 hydration and dehydration reactivity. As noted
above, secondary hydrogen bonding likely influences the orientation and reactivity
of the zinc-bound hydroxide nucleophile, as well as the coordination properties of
the zinc-bound bicarbonate anion, in a-type CAs. To begin to investigate how
hydrogen bonding can influence the chemistry of a Zn–OH species relevant to CAs,
the CO2 reactivity of a mononuclear zinc hydroxide complex supported by a trip-
odal tetradentate chelate ligand containing three internal hydrogen-bond donors,
[(tnpa)Zn–OH]ClO4 (tnpa ¼ tris((neopentylamino)methyl)amine, Fig. 10), has been
investigated.54 In methanol solution, this complex reacts with CO2 to produce a
mononuclear zinc bicarbonate species, [(tnpa)Zn–O2COH]ClO4, that has been char-
acterized by 1H and 13C NMR, and electrospray ionization mass spectrometry.
While the X-ray crystal structure of [(tnpa)Zn–OH]ClO4 has been reported, and
moderate intramolecular hydrogen-bonding interactions involving the zinc-bound
hydroxide anion were identified,55 the solid-state structure of the bicarbonate



Fig. 10 [(tnpa)Zn–OH]ClO4.
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complex has not been reported. Notably, hydrogen-bonding interactions may also
play a role in the CO2 binding properties of a recently reported mononuclear zinc
hydroxide complex supported by the tris(hydroxy-2-benzimidazolylmethyl)amine
ligand.56
3 Alcohol oxidation

Zinc-containing alcohol dehydrogenase enzymes catalyze the oxidation of alcohols,
or the reduction of aldehydes or ketones, using NAD+/NADH as a required co-
factor. The active site zinc center in horse liver alcohol dehydrogenase is tetrahedral
and is ligated by one histidine imidazole nitrogen, two cysteine thiolates, and a water
molecule.57 A proposed catalytic cycle (Scheme 5) involves displacement of the zinc-
bound water molecule by a primary or secondary alcohol substrate, followed by
deprotonation of the alcohol to produce a zinc alkoxide species, which is suggested
to be the active species for hydride transfer to NAD+.58 This hydride transfer
reaction results in the formation of a zinc-bound aldehyde or ketone and NADH.
Following displacement of the carbonyl compound by water, NADH is released.
In this mechanism, the mononuclear distorted tetrahedral Zn(II) center is proposed
to lower the pKa of the alcohol substrate via coordination, and to stabilize the zinc-
bound alkoxide species. Importantly, a nearby serine residue (Ser-48) is suggested to
assist in stabilization of the zinc alkoxide via formation of a strong hydrogen-
bonding interaction involving the zinc-bound oxygen atom.58,59 From a chemical
perspective, the presence of this hydrogen-bonding interaction is not surprising,
as the alkoxide-bound oxygen can be expected to be a site of high electron density.
This is due to the presence of filled d-orbitals for the Zn(II) center which prevents
p-donation of electron density from the alkoxide oxygen, thus yielding a strongly
polarized Zn–OR bond.60

Alternative mechanisms for liver alcohol dehydrogenase have also been proposed.
For example, on the basis of a recent atomic resolution (1 Å) X-ray structure of
horse liver alcohol dehydrogenase in complex with NADH, a proposal was put forth
wherein the zinc center has a coordination number of five, with a zinc-bound water
molecule being involved in protonation/deprotonation of the zinc-coordinated



Scheme 5 Proposed catalytic cycle of horse liver alcohol dehydrogenase.

Scheme 6 Proposed mechanism for liver alcohol dehydrogenase involving a five-coordinate
zinc center.
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alcohol substrate (Scheme 6). Similar to the mechanism outlined in Scheme 5, a zinc
alkoxide species, albeit having a coordination number of five for the metal center,
is proposed as the reactive species for hydride transfer.61 Notably, EPR spec-
troscopic characterization of Co(II)-substituted liver alcohol dehydrogenase, as
well as time-resolved X-ray absorption spectroscopic studies of a bacterial alcohol
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dehydrogenase from Thermoanaerobacter brockii, are consistent with the presence of
a five-coordinate metal center in the presence of alcohol.62,63

Catalytically active model systems relevant to liver alcohol dehydrogenase are
rare. In one reported system, hydride transfer between isopropanol and p-nitro-
benzaldehyde is catalyzed by a zinc complex supported by the [12]aneN3 ligand.64

Specifically, heating of an isopropyl alcohol solution of p-nitrobenzaldehyde, con-
taining a catalytic amount of [([12]aneN3)Zn(OH)]+ for 24 h at reflux results in the
formation of X78 turnovers of p-nitrobenzylalcohol. The source of the hydride
equivalent was shown to be the methine hydrogen of (CH3)2CHOH via labeling with
deuterium ((CH3)2CDOH), which yielded monodeuterated p-nitrobenzylalcohol
labeled at the benzylic position. This reaction is proposed to proceed via initial
formation of a zinc alkoxide species, [([12]aneN3)Zn(OCH(CH3)3)]

+ (Scheme 7).
Coordination of the aldehyde to the four-coordinate zinc alkoxide species then
permits hydride transfer and product formation. For this reaction to proceed, for-
mation of the zinc alkoxide must be thermodynamically favored, and the Zn–OR
bond kinetically labile.

Because p-nitrobenzaldehyde is a rather poor model for NAD+, the catalytic
hydride transfer reactivity of [([12]aneN3)Zn(OH)]+ in isopropanol solution was
Scheme 7 Proposed mechanism for hydride transfer catalyzed by a macrocyclic zinc complex.



Fig. 11 N-benzylnicotinamide cation.
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also examined using the NAD+ mimic N-benzylnicotinamide chloride (Fig. 11).
Though produced in low yield (17% after 24 h at reflux), formation of the 1,4-
hydride transfer product is favored over the 1,6-product (�7.5:1).64 The low overall
yield of the reaction is presumably due to electrostatic repulsion between
[([12]aneN3)Zn(OH)]+ and the N-benzylnicotinamide cation.

To examine structure/reactivity relationships for species relevant to those pro-
posed in the catalytic cycle of liver alcohol dehydrogenase, several laboratories
targeted mononuclear nitrogen/sulfur-ligated zinc alcohol and alkoxide complexes
for synthesis, characterization, and reactivity studies. Preparation of these com-
plexes required the development of new chelate ligands. For example, Parkin and
Vahrenkamp employed thioimidazole derivatives to prepare new S3- and N2S-donor
chelate ligands that enabled the isolation of rare pseudo-tetrahedral zinc alcohol
complexes (Fig. 12).65,66 These complexes exhibit Zn–O(alcohol) bond distances
(1.970(3) and 1.993(3) Å) that are similar to that found in a pentafluorobenzylal-
cohol-bound structure of liver alcohol dehydrogenase (2.0 Å).67 Also, both com-
plexes exhibit a hydrogen-bonding interaction between the zinc-coordinated alcohol
and another molecule of alcohol in the crystalline lattice. These secondary inter-
actions are characterized by O?O heteroatom distances of �2.58 Å, which is
similar to the distance involving a zinc-bound alcohol and Ser-48 (2.6 Å) in an X-ray
structure of liver alcohol dehydrogenase.67

Deprotonation of the zinc alcohol complexes shown in Fig. 12 to produce
zinc alkoxide species has not been reported. Instead, mononuclear, tetrahedral
zinc alkoxide complexes, supported by hydrotris(pyrazolyl)borate ligands,
([TpBut,Me or TpPh,Me, Scheme 8), have been generated via treatment of zinc hyd-
ride precursor complexes with aliphatic alcohols.68–70 A zinc ethoxide complex,
[TpBut,Me]Zn–OEt, was also prepared via decarboxylation of the ethyl carbonate
complex, [TpBut,Me]Zn–OC(O)OEt.49 X-ray crystallographic studies of [TpPh,Me]
Zn–OCH3 and [TpBut,Me]Zn–OEt revealed Zn–O bond lengths of 1.874(2) and
1.826(2) Å, respectively.68,71 These bond distances are p0.1 Å shorter than found
for the alcohol complexes shown in Fig. 12.

The alkoxide complexes are very water sensitive, forming equilibrium mixtures
with the corresponding zinc hydroxide complex (Scheme 8) that lie far toward



Fig. 12 Mononuclear tetrahedral zinc alcohol complexes.
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the hydroxide derivative.68,69 This indicates that in a hydrophobic secondary
microenvironment, zinc alkoxide species are unstable with respect to hydrolysis. Ex-
amination of the equilibrium parameters for the methanolysis of [TpBut,Me]Zn–OH as
a function of temperature yielded DHMe ¼ 1.2(1) kcalmol–1 and DSMe ¼ �9(1) eu.69

Mononuclear zinc aryloxide complexes supported by hydrotris(pyrazolyl)borate
ligands have enhanced stability with respect to hydrolysis (Scheme 8) as compared to
the alkoxide derivatives, and can in some cases be prepared directly from the re-
action of the corresponding zinc hydroxide or methoxide complex with the appro-
priate phenol.69,72,73 Overall, the hydrolytic stability of each zinc aryloxide complex
depends on the electronic properties of the parent phenol, with zinc aryloxide com-
plex formation being favored for phenols having an electron-withdrawing substitu-
ent in the para position. This is evident by comparison of the equilibrium constants
for the reaction of [TpBut,Me]Zn–OH with 4-nitrophenol (K ¼ 3.5(8)� 103) and
p-methoxyphenol (K ¼ 4.2(9)) at 300K. Construction of a Hammett plot for
equilibria involving a variety of substituted phenols yielded a log K versus s plot
with good linear correlation and a r value of 2.8.69 DFT calculations indicate
that the trend in the Hammett plot is due to the electron-withdrawing substituent
enhancing the Zn–OAr bond dissociation energy to a greater extent than the H–OAr
bond dissociation energy of the parent phenol. This can be rationalized by the fact



Scheme 8 Equilibrium formation of tetrahedral zinc-alkoxide and aryloxide complexes. The
alkoxide complexes can be independently prepared via treatment of a zinc hydride precursor
complex with the appropriate alcohol. Experimental methods for the determination of KR

(300K) are given in reference 69.
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that the more polar Zn–OAr bond would be influenced to a greater extent by an
electron-withdrawing substituent than would the H–OAr bond. In the zinc complex
the electron withdrawing substituent will help stabilize the enhanced anionic char-
acter at the aryloxide oxygen atom.

Similar to the hydrotris(pyrazolyl)borate zinc aryloxide complexes described
above, mononuclear zinc complexes having an arylmethoxide (�OCH2C6H4�p-NO2,
�OCH2C6F5, �OCH2C6F5) or alkylated methoxide (�OCH2CF3 (Scheme 9),
�OCH2CCl3) group with electronegative substituents can be isolated directly from
the reaction of a zinc hydroxide complex with the parent alcohol.70,72

In a model reaction for liver alcohol dehydrogenase, the zinc ethoxide complex
[TpBut,Me]Zn–OEt reacts stoichiometrically with p-nitrobenzaldehyde in benzene to
produce [TpBut,Me]Zn–OCH2C6H4NO2 and acetaldehyde (Scheme 10).68 For a series of
similar reactions involving the zinc isopropoxide complex [TpPh,Me]Zn–OCH(CH3)2 and
various aromatic aldehydes in toluene (Scheme 10), the zinc-containing products of the
reaction, [TpPh,Me]Zn–OCH2Ar, were isolated in 60–70% yield, while the acetone pro-
duced was identified using 1H NMR.70

Reaction of the hydrotris(pyrazolyl)borate zinc alkoxide complex [TpCum,Me]Zn–
OiPr with the NAD+ mimic N-benzylnicotinamide chloride in isopropanol yielded a



Scheme 10 Hydride transfer reactivity of zinc alkoxide complexes.

Scheme 9 Reaction of a zinc hydroxide complex with trifluoroethanol.
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variety of products in low yields.74 These include acetone (10–20%), as well as the
zinc chloride complex [TpCum,Me]Zn–Cl, reduced N-benzylnicotinamide (14%), and
the radical coupling product (BNA)2 (1%).

Overall, studies of hydrotris(pyrazolyl)borate-ligated zinc complexes have pro-
vided valuable insight into the chemical factors governing the formation, structural
properties, and hydrolytic reactivity of tetrahedral zinc alkoxide complexes. How-
ever, the low hydride transfer reactivity of these alkoxide complexes indicates that
additional factors, including perhaps secondary hydrogen-bonding interactions in-
volving the protein, likely influence catalytic activity in alcohol dehydrogenases. To
gauge the influence of hydrogen bonding on the chemistry of zinc alkoxide and
hydroxide species, a new ligand (ebnpa, N-2-(ethylthio)ethyl-N,N-bis(6-neopentyl-
amino-2-pyridylmethyl)amine, Scheme 11) was developed which combined a nitro-
gen/sulfur donor environment with internal hydrogen-bond donors.75 Treatment of



Scheme 11 Preparative routes for [(ebnpa)Zn–OCH3]ClO4 and [(ebnpa)Zn–OH]ClO4.
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the ebnpa ligand with equimolar amounts of Zn(ClO4)2 � 6H2O and Me4NOH �

6H2O in methanol yielded [(ebnpa)Zn–OCH3]ClO4, a mononuclear N3S-ligated
zinc methoxide complex (Scheme 11). Importantly, this reaction demonstrates
that use of a chelate ligand containing two internal hydrogen-bond donors enables
the isolation of a zinc methoxide complex directly from methanol solution.
In this regard, two mononuclear zinc methoxide complexes, [TpPh,Me]Zn–OCH3

and [(L1)Zn(OCH3)] � [(L1)Zn(OH)] � (BPh4)2 (L1 ¼ cis,cis-1,3,5-tris[(E,E)-3-(2-fu-
ryl) acrylideneamino]cyclohexane) have been found to co-crystallize with the cor-
responding zinc hydroxide complexes from methanol solution.71,76 In the case of
the ebnpa-ligated system, the zinc hydroxide complex [(ebnpa)Zn–OH]ClO4 can be
cleanly produced using acetonitrile as the solvent (Scheme 11).

The ebnpa-ligated zinc methoxide and hydroxide complexes exhibit nearly iden-
tical metal coordination environments, with both having a distorted trigonal bipy-
ramidal geometry for the Zn(II) center and very similar zinc–ligand bond distances.
The only notable difference involves the Zn–S distance ([(ebnpa)Zn–OCH3]ClO4:
2.490(3) Å; [(ebnpa)Zn–OH]ClO4: 2.533(1) Å). For both complexes, the zinc-bound
anion is involved in two moderate hydrogen-bonding interactions, each characteri-
zed by an N?O(anion) distance of 2.73–2.77 Å.

Treatment of [(ebnpa)Zn–OH]ClO4 with methanol in acetonitrile results in the
formation of an equilibrium mixture involving [(ebnpa)Zn–OCH3]ClO4 and water
(Scheme 12). The equilibrium constant for this reaction at 304(1) K is 0.30(8).
Variable temperature studies of this equilibrium yielded DHMe ¼ �0.9(1) kcalmol–1



Scheme 12 Methanolysis equilibrium of ebnpa-ligated zinc hydroxide complex in acetonitrile
solution.
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and DSMe ¼ �5(1) eu. These values are notably different from those obtained for
the equilibrium mixture involving [TpBut,Me]Zn–OH and [TpBut,Me]Zn–OCH3 (KMe

(300K) 1.4(2)� 10�3; DHMe ¼ 1.2(1) kcalmol�1 and DSMe ¼ �9(1)eu; Scheme 8).
These combined results indicate that the nature of the supporting chelate ligand
dramatically influences the stability of zinc alkoxide species with respect to hydro-
lysis. While it is tempting to attribute the enhanced hydrolytic stability of
[(ebnpa)Zn–OCH3]ClO4 to the presence of internal hydrogen-bond donors, addi-
tional structural features of this complex may also be important. For example, the
alkoxide methyl carbon and the thioether ethyl substituent both limit water access
to the alkoxide oxygen in [(ebnpa)Zn–OCH3]ClO4. Thus, steric factors may also
influence the water reactivity of this complex.
4 Amide hydrolysis

REACTIONS INVOLVING MONONUCLEAR ZINC COMPLEXES

Zinc enzymes catalyze the hydrolysis of amide bonds using a variety of active site
structural motifs.77 An extensively studied enzyme of this class is carboxypeptidase
A, which contains a mononuclear zinc center (Fig. 13) within the enzyme active site
and catalyzes the hydrolysis of a C-terminal amino acid.78,79 The mechanism
of amide cleavage in carboxypeptidase A has been studied extensively.77,78 In one
proposed mechanistic pathway for this enzyme (Scheme 13), termed the ‘‘zinc
hydroxide mechanism’’, the zinc center activates a water molecule for deprotonation
and also assists in polarization of the substrate carbonyl moiety, thus making it
more susceptible to nucleophilic attack. The zinc center also provides transition state
stabilization through charge neutralization.

A structurally similar active site to that of carboxypeptidase A is found for the
endopeptidase thermolysin.77 While several crystallographic and biochemical studies
favor a zinc hydroxide mechanism for thermolysin (involving Glu-143 as a general
base),80 in an alternative proposed mechanism for this enzyme, the zinc center is
proposed to activate the substrate for nucleophilic attack by a non-coordinated
water molecule (Scheme 14).81,82

In both of these mechanisms additional active site residues are indicated to
play key roles in the amide cleavage process. For example, in the zinc hydroxide



Fig. 13 Structural features of the active site zinc center in carboxypeptidase A.

Scheme 13 Proposed mechanism for amide hydrolysis in carboxypeptidase A involving a
zinc-bound hydroxide as the nucleophile.
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mechanism proposed for carboxypeptidase A, positively charged residues (Arg-127
and Arg-145) provide electrostatic stabilization of the substrate. In addition, as
shown in Scheme 13, Glu-270 acts as a general base to first deprotonate the zinc-
bound water molecule and then protonate the amino moiety of the leaving group. In



Scheme 14 Mechanism proposed for peptide hydrolysis catalyzed by thermolysin.
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the mechanism proposed for thermolysin, an active site histidine residue (His-231 in
thermolysin) acts as a general base to deprotonate an active site water molecule and
then protonate the amine group.

There are several additional examples of zinc enzymes that contain an active site
mononuclear zinc center and catalyze the hydrolysis of peptides bonds. These in-
clude carboxypeptidase B83 and neutral protease84 both of which contain a
[(NHis)2(OGlu/Asp)Zn–OH2] coordination motif within the enzyme active site. Zinc
peptidases that contain a [(NHis)3Zn–OH2] active site metal center include matrix
metalloproteinases85,86 and other members of the metzincins superfamily.77,85

Early model studies for amide-hydrolyzing metalloenzymes centered on studies of
stoichiometric amide hydrolysis reactions involving exchange inert Co(III) complexes
in aqueous solution.87 These studies provided evidence that amide hydrolysis can
proceed via activation of the amide carbonyl by the Co(III) center and attack by an
external OH�, or via an intramolecular pathway wherein a Co(III)–OHn moiety
(n ¼ 1 or 2) attacks a chelated, but non-coordinated amide carbonyl (Fig. 14). Co(III)
complexes having either amide substrate or water/hydroxide coordination exhibit
significant rate enhancement for amide hydrolysis.88,89 However, a comparative in-
vestigation of the stoichiometric formylmorpholine hydrolysis reactivity of a Co(III)
complex of the 1,4,7,11-tetraazacclododecane (cyclen) ligand (Fig. 14, center column)



Fig. 14 Cobalt(III) complexes that exhibit inter- or intramolecular amide cleavage reactivity.
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versus that of [(NH3)5Co(OH2)]
3+ revealed that the greatest rate acceleration

occurs when both amide substrate and hydroxide nucleophile are coordinated to the
metal center simultaneously in a cis orientation.90

Sayre proposed five possible mechanisms for metal-mediated amide hydrolysis
(Fig. 15).91,92 In these proposed pathways, the metal center can be involved in
electrophilic carbonyl activation (A), metal hydroxide nucleophile activation (B),
and a combined mechanism involving both of these processes (C). Amide hydrolysis
may also involve a metal-bound hydroxide or water molecule acting as a general
base or general acid (Fig. 15d and e).

A limited number of mechanistic studies of stoichiometric amide hydrolysis
reactions promoted by Zn(II) complexes have been reported. Groves and Cham-
bers reported studies of the zinc-mediated hydrolysis of an internal amide subst-
rate wherein amide carbonyl coordination to the zinc center is not possible
(Scheme 15).93 Examination of the rate of this reaction as a function of pH
(6.5–10.5) yielded a kinetic pKa ¼ 9.16. First-order rate constants at 70 1C (m ¼ 0.5
(NaClO4)) for the Zn–OH2 and Zn–OH-mediated amide hydrolysis reactions
differed by a factor of �100 when the data was fit to Equation (1) for the pro-
posed mechanism shown in Scheme 16. The activation parameters determined
for this reaction (DHz

¼ 22(1) kcalmol�1 and DSz
¼ �18(3) eu) are consistent

with an intramolecular hydrolysis process wherein a zinc-bound hydroxide acts
as an intramolecular nucleophile to attack the amide carbonyl in the rate-
determining step.

A mononuclear zinc hydroxide complex supported by a hydrophobic hydro-
tris(pyrazolyl)borate ligand mediates the stoichiometric hydrolysis of an acti-
vated amide.94 As shown in Scheme 17, treatment of [(TpCum,Me)Zn–OH] with



Fig. 15 Role of metal center in proposed mechanistic pathways for amide cleavage.

Scheme 15 Role of metal center in proposed mechanistic pathways for amide cleavage.
Adapted from reference 92.
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trifluoroacetamide results in the formation of a new zinc carboxylate complex.95 The
geometrical changes that occur at the zinc center during this and related hydrolysis
reactions (e.g. phosphate and carboxy ester hydrolysis) have been elucidated using a
Bürgi–Dunitz structural correlation method.96 Specifically, analysis of a series of



Scheme 16 Proposed mechanism and rate law for the zinc-mediated amide hydrolysis reaction.
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four- and five-coordinate structures of TpR,R0

-ligated zinc complexes suggests that
the first step in substrate hydrolysis involves approach of the substrate oxygen atom
to the mononuclear Zn–OH center along a three-fold axis of an incipient trigonal
bipyramidal zinc structure (Scheme 18). Berry pseudorotation, which proceeds via



Scheme 17 Activated amide hydrolysis reactivity of [(TpCum,Me)Zn–OH].

Scheme 18 Proposed geometrical changes that occur at the zinc center during a Zn–OH-
promoted substrate hydrolysis reaction. This proposed pathway is based on a Bürgi–Dunitz-
type structural correlation for TpR,R0

-ligated zinc complexes.
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a square pyramidal transition state, results in the substrate oxygen occupying an
equatorial position and the former hydroxyl oxygen atom, which is now attached to
the substrate, being placed in an axial position. If operative for the zinc centers in
enzymes such as CA and carboxypeptidase A, this type of transformation indicates
that product release should occur from an axial position of a five-coordinate trigonal
bipyramidal-type structure.
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CARBOXY ESTER HYDROLYSIS REACTIVITY OF MONONUCLEAR ZINC COMPLEXES

Carboxy esters are more easily hydrolyzed than amides and several studies of
carboxy ester hydrolysis mediated by discrete mononuclear zinc complexes have
been reported. These reactions are relevant to the esterase activity exhibited by some
zinc hydrolases (e.g. CA97 catalyzes the hydrolysis of 4-nitrophenyl acetate) and
in some cases are also used as model reactions for amide hydrolysis.17,36,96,98–101

For example, the mononuclear zinc hydroxide complex [([12]aneN3)Zn(OH)]ClO4

catalyzes the hydrolysis of methyl acetate in neutral water at 25(1)1C with a turnover
time of approximately 60min at [CH3C(O)OCH3] ¼ 1M and pH ¼ 8. Development
of a rate-pH profile for this reaction yielded a sigmoidal plot with a kinetic pKa of
7.3. This value is identical to the pKa value for [([12]aneN3)Zn(OH2)](ClO4)2 (Fig. 4)
determined by potentiometric titration (7.3070.02) thus indicating that the zinc
hydroxide form of the complex attacks the ester carbonyl in the rate-determining
step of the reaction.36

Similar results were found for the hydrolysis of 4-nitrophenyl acetate catalyzed
by [([12]aneN3)Zn(OH)]ClO4. The second-order rate constant for this reaction is
(3.670.3)� 10�2M�1 s�1 at 25 1C, pH ¼ 8.2, and I ¼ 0.10 (NaClO4).

36,98 From the
temperature dependence of the rate constant, an Arrhenius plot was constructed,
which revealed an activation energy of 4972 kJmol�1 for this carboxy ester hydro-
lysis reaction.98 Using the zinc cyclen complex [([12]aneN4)Zn(OH)]ClO4, the
second-order rate constant is (1.070.1)� 10�1M�1 s�1 at 25 1C and the activation
energy for the reaction is 4572 kJmol�1.99 The similarity of the activation energies
for the [([12]aneN3)Zn(OH)]ClO4 and [([12]aneN4)Zn(OH)]ClO4 catalyzed reactions
to that of the aqueous OH�-catalyzed reaction (4372 kJmol�1) suggests that all of
these 4-nitrophenyl acetate hydrolysis reactions proceed via rate-determining attack
of hydroxide (either free or zinc bound) on the ester carbonyl carbon atom (Fig. 16).99

Notably, addition of a methyl group to the cyclen ring (Fig. 17) results in a
considerably slower reaction (k00 ¼ 4.7(1)� 10�2M�1 s�1 at 25 1C).102 This has been
attributed to steric hindrance imposed by the methyl group, which is suggested to
lower the nucleophilicity of the Zn–OH moiety toward the ester substrate.

The mononuclear zinc hydroxide complex [(TpCum,Me)Zn–OH] promotes the sto-
ichiometric hydrolysis of activated esters such as 4-nitrophenylacetate, triflouroac-
etate, and trifluorolactone (Scheme 19). Following the hydrolysis of 4-nitrophenyl
acetate, the liberated product 4-nitrophenol rapidly reacts with [(TpCum,Me)Zn–OH]
to yield [(TpCum,Me)Zn–O–C6H4–p-NO2].

95,96 By monitoring the formation of
[(TpCum,Me)Zn–O–C6H4–p-NO2] using UV–visible spectroscopy, the second-order
rate constant for the 4-nitrophenylacetate hydrolysis reaction at 25 1C was found to
be 3.5�C 10�3M�1 s�1. This rate is considerably slower than that found for the
hydrolysis of 4-nitrophenylacetate by [([12]aneN3)Zn(OH)]ClO4 and [([12]aneN4)
Zn(OH)]ClO4 ((3.670.3)� 10–2M�1 s�1 and (1.070.1)� 10�1M�1 s�1, respec-
tively) in aqueous solution,36,99 or by aqueous base (9.5M�1 s�1 at 25 1C).103 The
slower rate of the [(TpCum,Me)Zn–OH]-promoted reaction is attributed to the chloro-
form solvent employed in the kinetic studies, which is less polar than water. Variable
temperature kinetic studies of the [(TpCum,Me)Zn–OH]-promoted reaction, and



Fig. 17 [(CH3cyclen)Zn–OH]+.

Fig. 16 Proposed pathways of 4-nitrophenyl acetate hydrolysis catalyzed by aqueous hy-
droxide ion and [([12]aneN4)Zn(OH)]+.
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construction of an Arrhenius plot, yielded an activation energy of 64.3 kJmol�1. The
activation enthalpy (DHz

¼ 61.8 kJmol�1) and entropy (DSz
¼ �85.6 JmolK�1) for

this reaction were determined from a plot of ln(k’’/T) versus 1/T. Notably, these
values are similar to those found for the hydrolysis of 4-nitrophenylacetate catalyzed
by the N2S(thiolate)-ligated zinc hydroxide complex [(PATH)Zn–OH] (Scheme 20;
Ea ¼ 54.8 kJmol�1; DHz

¼ 52.4 kJmol�1; DSz
¼ �90.0 JmolK�1).17 The activation

parameters for the [(PATH)Zn–OH]-catalyzed reaction have been interpreted
as corresponding to rate-determining attack of the zinc hydroxide moiety on the
4-nitrophenylacetate carbonyl carbon, as has been discussed for [([12]aneN4)
Zn(OH)]+ (Fig. 16).

Presented in Table 1 is a summary of the second-order rate constants for the
hydrolysis of 4-nitrophenyl acetate promoted by various zinc complexes in aqueous
solution. A conclusion that may be drawn from this data is that change in the nature
of the supporting chelate ligand dramatically influences the second-order rate con-
stant for the carboxy ester hydrolysis reaction. Notably, the slowest rate is found for
the four-coordinate zinc hydroxide species [([12]aneN3)Zn(OH)]+ which has three



Scheme 19 Ester hydrolysis reactivity of [(TpCum,Me)Zn–OH].
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neutral nitrogen donors, in addition to the hydroxide anion, as ligands to the zinc
center. This complex also exhibits the lowest pKa for the zinc-bound water molecule.
For complexes having one additional neutral nitrogen donor (e.g. [([12]aneN4)
Zn(OH)]+ and [(CH3cyclen)Zn–OH]+), the zinc center has enhanced electron den-
sity, which in turn raises the Zn–OH2 pKa value, and enhances the nucleophilicity of
the Zn–OH moiety and the rate of carboxyester hydrolysis. As noted above, the rate
of carboxyester hydrolysis mediated by [(CH3cyclen)Zn–OH]+ (Fig. 17) is influ-
enced by steric hindrance from the methyl substituent. In [(PATH)Zn–OH], the



Table 1 Comparison of pKa values of zinc complexes and second-order rate constants k00

(M�1 s�1) for the hydrolysis of 4-nitrophenyl acetate at 25 1C with that of human CA-II.
Adapted from reference 17.

pKa k00 (M�1 s�1) Reference

OH� 15.7 9.5 103
[([12]aneN3)Zn(OH)]+ 7.3 0.03670.003a 98
[([12]aneN4)Zn(OH)]+ 7.9 0.170.01a 99
[(CH3cyclen)Zn–OH]+ 7.68 0.04770.001a 102
[(PATH)Zn–OH] 8.05(5) 0.08970.003b 17
[([15]aneN3O2)Zn–OH]+ 8.8 0.670.06c 104,105
[(L2)Zn–OH]+ 8.74 0.934d 107
Human carbonic 6.8(1) 25007200e 108
Anhydrase II

a20mM CHES (pH ¼ 9.3), I ¼ 0.10 (NaNO3), 10% (v/v) CH3CN.
bH2O/CH3CN (90:10 v/v), I ¼ 0.10M (NaClO4).
cI ¼ 0.15M NaCl.
dH2O/CH3CN (90:10 v/v), I ¼ 0.10M (KNO3).
ekcat/KM.

Scheme 20 4-Nitrophenyl acetate hydrolysis catalyzed by [(PATH)Zn–OH].
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four-coordinate zinc center has two neutral nitrogen donors, an alkyl thiolate, and
the hydroxide anion as ligands. This complex has a pKa value of 8.05(5) for the
zinc-bound water molecule. The presence of the anionic thiolate donor enhances
the electron density at the zinc center, which in turn enhances the rate of the
4-nitrophenyl acetate hydrolysis reaction relative to that found for [([12]aneN3)
Zn(OH)]+. Interestingly, the pKa values and second-order rate constants for
[([12]aneN4)Zn(OH)]+ and [(PATH)Zn–OH] are similar, indicating that the Lewis
acidity of the zinc centers in these two complexes are similar. In other words, the
four neutral nitrogen donor ligands in [([12]aneN4)Zn(OH)]+ provide a similar
amount of electron density to the zinc center as do two neutral nitrogen donors and
an alkyl thiolate in [(PATH)Zn–OH].



Fig. 18 (a) [([15]aneN3O2)Zn(OH)]+ and (b) L2 ligand.
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In [([15]aneN3O2)Zn(OH)]+ (Fig. 18a), the mononuclear zinc center is ligated by
three neutral nitrogen donors.104,105 However, the pKa for the zinc-bound water
molecule (8.8) in the corresponding aqua complex is considerably higher than
that found for [([12]aneN3)Zn(OH2)]

2+(7.3).98 This was suggested to be due
to hydrogen bonding between the hydrogen atoms of the zinc-bound water molecule
and the oxygen atoms of the macrocycle.104,106 Despite the reduced acidity of
the [([15]aneN3O2)Zn(OH)]+ cation, it exhibits enhanced nucleophilicity toward
4-nitrophenyl acetate, with k00 ¼ 0.670.06M�1 s�1. This enhanced reactivity may be
due to a more exposed Zn–OH moiety, as the ethylenic chains in [([15]aneN3O2)
Zn(OH)]+ may produce a subtly different coordination environment than the
propylenic chains found in [([12]aneN3)Zn(OH)]+.

A zinc(II) hydroxo complex supported by a secondary amine-appended
phenanthroline ligand (L2, Fig. 18b) has been reported to catalyze the hydrolysis
of 4-nitrophenyl acetate with a second-order rate constant of 0.934M�1 s�1.107 A
mechanism involving attack of a terminal zinc hydroxide moiety on the 4-nitro-
phenyl acetate substrate has been proposed.

The catalytic activity of the zinc complexes given in Table 1 for 4-nitrophenylac-
etate hydrolysis is well below that found for free OH� or for the zinc center for human
CA-II.108 In the case of OH�, this is consistent with the proposed mechanism for
4-nitrophenyl acetate hydrolysis shown in Fig. 16 wherein the rate-determining step is
attack on the substrate carbonyl. In this reaction, the best nucleophile will be free
OH�. In metalloenzymes such as CA, the presence of the zinc center insures that a
hydroxide nucleophile can be generated at relatively low concentrations of free OH�.

Outside the scope of coverage of this contribution are Zn(II)-promoted carboxy-
ester hydrolysis reactions involving multinuclear zinc complexes or systems wherein
the first step involves transesterification.98,100–102,105,109–114

b-LACTAM HYDROLYSIS

Metallo-b-lactamases catalyze the hydrolytic ring opening of a b-lactam ring in anti-
biotics containing this structural unit (e.g. penicillins, cephalosporins, carbapenems),
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thus making the antibiotic inactive (Fig. 19).115–118 These enzymes are gaining in-
creasing attention in the clinical sector due to their ability to hydrolyze all b-lactam
derivatives, and because there are currently no clinically useful inhibitors for metallo-
b-lactamases.119

All metallo-b-lactamases require Zn(II) for catalytic activity.117,118,120 The active
site ligands for the zinc centers include histidine, aspartate, and cysteine amino acid
ligands, and a bridging hydroxide/water moiety (Fig. 20).121–123 For the majority of
metallo-b-lactamases, maximal activity is obtained when both Zn(II) binding sites
are fully occupied. However, the physiologically active form may contain only a
single zinc ion in the tetrahedral (NHis)3Zn1 binding site.124 When two zinc centers
are present, the Zn?Zn distance is approximately 3.5 Å and both metal centers are
involved in coordination of a water/hydroxo moiety. The role of the second zinc
center in several metallo-b-lactamases (Zn2, Fig. 20) is still under investigation.

Distinct mechanisms may be operative for the bimetallic versus the monometallic
forms of these enzymes.125–128 Generally, mechanistic pathways have been pro-
posed wherein the b-lactam carbonyl is polarized via interaction with a zinc center.
Following nucleophilic attack by a zinc-bound hydroxide and formation of a tetra-
hedral intermediate, cleavage of the C–N bond occurs. Protonation of the b-lactam
nitrogen atom then occurs, along with dissociation of the carboxylate moiety from
the zinc center resulting in the release of the ring-opened product.
Fig. 19 (top) Types of b-lactam antibiotics and (bottom) hydrolytic ring opening catalyzed
by b-lactamase enzymes.



Fig. 20 Structural features of the active site zinc centers in metallo-b-lactamases.
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Model studies for metallo-b-lactamases have been performed using mononuclear zinc
hydroxide complexes.99,129,130 The breadth of b-lactam hydrolysis reactivity of hydro-
tris(pyrazolyl)borate-ligated mononuclear zinc hydroxide complexes has been ex-
plored.129 Treatment of the mononuclear zinc hydroxide complex [(TpPh,Me)Zn–OH]
with simple b-lactams (b-propiolactam, 4-phenyl-b-propiolactam, Scheme 21) does not
result in ring opening, but instead results in the formation of b-lactamide complexes and
water. Treatment of [(TpPh,Me)Zn–OH] with N-alkyl or -aryl b-lactam derivatives in-
stead results in no reaction (Scheme 21). Use of natural derivatives of penicillin and
cephalosporin (Scheme 22) did not yield b-lactam hydrolysis, but instead coordination
of the carboxylate moiety of the antibiotic derivatives to the mononuclear Zn(II) center
and release of water.

Notably, only for b-lactams containing aN-nitrophenyl orN-acyl group (Scheme 23)
was ring-opening lactam hydrolysis identified, albeit under rather forcing conditions
(boiling toluene solution).129 In the case of a b-lactam containing a N-fluoroacetyl
substituent, reaction is found at the exocyclic acetyl functionality. The reactions of



Scheme 21 Reactivity of [(TpPh,Me)Zn–OH] with unactivated b-lactams.

Scheme 22 Reactivity of [(TpPh,Me)Zn–OH] with derivatives of penicillin and cephalosporin.
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[(TpPh,Me)Zn–OH] and [(TpCum,Me)Zn–OH] with the N-2,4-dinitrophenyl-appended
b-lactam substrate were monitored by 1H NMR under pseudo first-order conditions in
CDCl3. The second-order rate constants for these reactions were determined to be
0.57M�1 s�1 (TpPh,Me) and 0.13M�1 s�1 (TpCum,Me) at 40 1C. The slower rate for the
reaction involving [(TpCum,Me)Zn–OH] is consistent with the enhanced steric hindrance
and hydrophobicity of the TpCum,Me ligand relative to TpPh,Me.



Scheme 23 Reactivity of [(TpAr,Me)Zn–OH] (Ar ¼ Ph or Cum) with activated b-lactams.
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Treatment of [([12]aneN4)Zn(OH)]+ with penicillin G (benzylpenicillin) at 25 1C
(pD ¼ 9) results in the formation of both the hydrolysis product, (5R)-benzylpenic-
illoate (Scheme 24) and an epimer of this product (5S-benzylpenicilloate).99 Nota-
bly, no spectroscopic evidence was found during the course of this reaction for
interaction between [([12]aneN4)Zn(OH)]+ and the b-lactam nitrogen of penicillin
G. Measurement of the rate of reaction as a function of pH (6.6–9.6) yielded
a sigmoidal curve and an inflection at pH ¼ 7.9. This value is identical to the
thermodynamic pKa measured for [([12]aneN4)Zn(OH2)]

2+ via potentiometric titra-
tion, thus indicating that the zinc hydroxide species [([12]aneN4)Zn(OH)]+ is the
reactive species for penicillin G hydrolysis. The second-order rate constant for this
hydrolysis reaction is (4.170.1)� 10�2M�1 s�1 at 25 1C and I ¼ 0.10 (NaNO3).

99

Variable temperature kinetic measurements in the range of 15�35 1C and construc-
tion of an Arrhenius plot yielded an activation energy for lactam hydrolysis of



Scheme 24 Reaction of [([12]aneN4)Zn–OH]+ with penicillin G.
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4972 kJmol�1. In a companion study, the aqueous OH�-catalyzed penicillin G
hydrolysis reaction was found to have an activation energy of 6172 kJmol�1. In-
terestingly, comparison of these two activation energies indicates that the zinc com-
plex lowers the activation barrier for penicillin G hydrolysis by �12 kJmol�1. This is
likely due to stabilization of the anionic tetrahedral intermediate by the divalent
metal center.99

Mechanistic studies of the reaction catalyzed by the metallo-b-lactamase from
Bacteroides fragilis have been performed using nitrocefin (Scheme 25) as a subst-
rate.127,131,132 Several theoretical studies pertinent to possible steps in the mecha-
nistic pathway have also been reported.133–139 Issues stemming from these studies
that remain unresolved include whether the nucleophilic hydroxide is bridging or
terminal, and the chemical nature of an intermediate that is detected during the
hydrolysis of nitrocefin.

Mechanistic studies of nitrocefin hydrolysis catalyzed by [Zn2(BPAN)(m-OH)(m-
O2PPh2)](ClO4)2 (Fig. 21) have provided insight into a reaction pathway of b-lactam
hydrolysis involving a binuclear zinc motif.140 Treatment of [Zn2(BPAN)(m-OH)
(m-O2PPh2)](ClO4)2, which retains a binuclear cationic structure in water, with nitro-
cefin in a 9:1 mixture of 0.50M HEPES buffer (in H2O) and dimethyl sulph-
oxide (DMSO) results in characteristic spectroscopic changes consistent with the



Fig. 21 [Zn2(BPAN)(m-OH)(m-O2PPh2)](ClO4)2.

Scheme 25 Structure of nitrocefin and its hydrolysis product.
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hydrolytic ring opening of the lactam ring. Specifically, an absorption feature
that is present for nitrocefin at 390 nm (e ¼ 21,000M�1 cm�1) shifts to 486 nm
(e ¼ 10,000M�1 cm�1) in the ring-opened product. This reaction proceeds with a
rate enhancement of 2.8� 103 relative to the uncatalyzed hydrolysis of the lactam.
The rate of the reaction depends on the concentration of substrate, and increases
with the presence of increasing amounts of [Zn2(BPAN)(m-OH)(m-O2PPh2)](ClO4)2,
but not in a linear fashion. Overall, saturation kinetic behavior is observed and was
fit by invoking a proposed mechanism wherein substrate coordination to the bizinc
cation precedes lactam hydrolysis. Using this mechanism, the experimental data was
fit to Equation (2) (Scheme 26), which yielded K ¼ (1.170.2)� 103M�1 and
k2 ¼ (3.271.0)� 10�3min�1.



Scheme 26 Proposed mechanism for nitrocefin hydrolysis catalyzed by [Zn2(BPAN)
(m-OH)(m-O2PPh2)](ClO4)2.
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The involvement of a terminal zinc hydroxide moiety in the hydrolysis of nit-
rocefin (Scheme 26), and not the bridging hydroxide ligand present in
[Zn2(BPAN)(m-OH)(m-O2PPh2)](ClO4)2, was determined on the basis of pH-rate
studies. The rate of hydrolysis of nitrocefin catalyzed by [Zn2(BPAN)(m-OH)-
(m-O2PPh2)](ClO4)2 increases as the pH increases, suggesting the involvement of a
zinc hydroxide species. However, considering the possible involvement of either a
zinc aqua or zinc hydroxide moiety as the reactive species for the lactam hydrolysis
reaction, the experimental pH-rate data were fit to Equation (3) (Scheme 27). This
yielded rate constants for hydrolysis by the LZn2–OH2 (7.5� 10�4min�1) and
LZn2–OH (3.4� 10�2min�1) species, and a kinetic pKa value of 8.770.2. Notably,
this pKa value is identical to that measured for a terminal LZn2–OH2 moiety on the
[Zn2(BPAN)(H2O)(m-OH)(m-O2PPh2)](ClO4)2 complex framework.141 Overall, these
results indicate that: (1) a zinc hydroxide species is significantly more reactive than a
zinc aqua moiety for nitrocefin hydrolysis and (2) the reactive LZn2–OH species in
this system is derived from a terminal LZn2–OH2 moiety, and the bridging hydrox-
ide ligand is not involved in nitrocefin hydrolysis.

Further evidence for the proposed mechanistic pathway shown in Scheme 26
was derived from independent 13C NMR and infrared spectroscopic studies of the



Fig. 22 Sodium salt of cephalothin.

Scheme 27 Proposed mechanism and rate law for pH-dependence of nitrocefin hydrolysis.
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b-lactam binding properties of [Zn2(BPAN)(m-OH)(m-O2PPh2)](ClO4)2 in pure
DMSO.140 These studies revealed evidence for the interaction of the carboxylate
moiety of cephalothin (Fig. 22), a nitrocefin analog, with the binuclear zinc center.
Specifically, the carboxylate carbonyl carbon signal is shifted downfield in the pres-
ence of this zinc complex, which is indicative of metal coordination.142 In addition,
the presence of a nCOO band at 1626 cm�1 is consistent with monodentate coordi-
nation of the cephalothin carboxylate to Zn(II).143–145 The amide carbonyl oxygen
atom of the b-lactam ring does not interact with a zinc center, as evidenced by the
fact that no significant shift in the nC ¼ O vibration of the lactam was identified. This
coordination motif, in which only the carboxylate moiety of cephalothin interacts
with a zinc center, contrasts with studies of divalent metal ion-promoted hydrolysis
of penicillin G, wherein bidentate coordination of the lactam to the metal center
occurs via the carboxylate and the nitrogen b-lactam atom.146 Other coordination
motifs have also been proposed in reactive systems involving metal ions, including
Cu(II)-coordination of the non-lactam deprotonated amide nitrogen.147

Additional kinetic studies performed under conditions wherein less water was
present (1:9 DMSO: acetone containing 0.28M H2O) yielded K ¼ (8.970.3)�
103M�1. The difference between the equilibrium binding constant K for the nitro-
cefin hydrolysis reaction catalyzed by [Zn2(BPAN)(m-OH)(m-O2PPh2)](ClO4)2 under
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these conditions, versus the same reaction performed in aqueous buffer solution
(K ¼ (1.170.2)� 103M�1), indicates that water competes with the nitrocefin subst-
rate for coordination to the binuclear zinc complex. However, the presence of
varying amounts of water does not significantly impact k2 ((3.271.0)� 10�3min�1

in 9:1 0.50M HEPES (in H2O): DMSO versus k2 ¼ (6.671.6)� 10�3min�1 in 1:9
DMSO containing 0.28M H2O), which is consistent with a mechanism involving
intramolecular attack of a Zn–OH nucleophile on a coordinated nitrocefin molecule.

Variable temperature kinetic studies of the nitrocefin hydrolysis reaction cataly-
zed by [Zn2(BPAN)(m-OH)(m-O2PPh2)](ClO4)2 in aqueous solution (9:1 0.50M
HEPES buffer (in H2O):DMSO) yielded DHz

¼ 62.773.2 kJM�1 and DSz
¼ �1307

10 JM�1K�1.140 In the absence of water (1:9 DMSO:acetone), studies of the
same reaction yielded activation parameters of DHz

¼ 96.175.2 kJM�1 and
DSz

¼ �22.4712 JM�1K�1. The dramatic difference between these two sets of
parameters suggests that diverse mechanisms are operative depending on the nature
of the solvent. In water, a catalytic reaction involving intramolecular attack of a
terminal LZn2–OH moiety on a monodentate-coordinated nitrocefin substrate seems
plausible (Scheme 26). However, in non-aqueous solution (1:9 DMSO:acetone),
where a water molecule is not available for formation of the terminal LZn2–OH
moiety, the bridging hydroxide may shift to a terminal position prior to attack on
the b-lactam, or may act as the nucleophile from the bridging position. In both of
these scenarios, significant reorganization of the cation is required, which is con-
sistent with the slower reaction (kobs (DMSO:acetone) ¼ 2.0� 10�3min�1; kobs
(H2O:DMSO) ¼ 3.4� 10�2min�1) and higher activation enthalpy for the b-lactam
hydrolysis reaction. Additional factors that could influence the non-aqueous reaction
include the alignment of the coordinated substrate and the hydroxide moiety, and/or
the nucleophilicity of a bridging hydroxide, which would be reduced due to its
interactions with two metal centers.

To gain further insight into the nature of the zinc hydroxide moiety operative for
b-lactam hydrolysis in metallo-b-lactamases, studies of bizinc complexes of differing
supporting chelate ligand structure were undertaken.148 Dissolving of the bizinc
complex [Zn2L3(m-NO3)(NO3)2] in water results in the formation of [Zn2L3(m-
OH)(NO3)2] (Fig. 23), which was characterized by X-ray crystallography. In this
complex, the bridging hydroxide moiety and terminal bidentate nitrate ligands
occupy adjacent cis coordination positions. Potentiometric pH titrations performed
in aqueous solution yielded a pKa value of 7.4070.10 for the bridging water ligand
in [Zn2L3(m-OH2)(NO3)n(sol)2�n]

(2�n)+.
Treatment of [Zn2L3(m-NO3)(NO3)2] with nitrocefin in 1:9 DMSO:H2O at pH ¼ 7.5

results in hydrolysis of the b-lactam with kobs ¼ 6.071.0min�1 at 313K. This reaction
is first order in nitrocefin. Similar to the reactivity displayed by [Zn2(BPAN)(m-OH)
(m-O2PPh2)](ClO4)2, the rate of nitrocefin hydrolysis increases with increasing con-
centration of [Zn2L3(m-NO3)(NO3)2], but not in a linear fashion. The kobs versus
[Zn2L3(m-NO3)(NO3)2] data for this reaction is best fit using an approach akin to
that outlined in Scheme 26, which yielded K ¼ 107720M�1. A kinetic pKa value of
7.570.2 was determined as outlined in Scheme 27. The nearly identical pKa value to
that measured via potentiometric titration for [Zn2L3(m-OH2)(NO3)n(sol)2 � n]

(2 – n)+



Fig. 23 Formation of [Zn2L3(m-OH) (NO3)2] in water.
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(7.4070.10) indicates that the bridging hydroxide moiety in [Zn2L3(m-OH)(NO3)2] is
the nucleophile responsible for nitrocefin hydrolysis in 1:9 DMSO:H2O solution. The
poor nucleophilic character of this bridging hydroxide is indicated by the fact that
the rate constant derived for nitrocefin hydrolysis by the aqua complex [Zn2L3-
(m-OH2)(NO3)n(sol)2�n]

(2�n)+ (kobs ¼ 1.0� 10�3m�1) is only 10 times less reactive
than [Zn2L3(m-OH)(NO3)2] (kobs ¼ 1.0� 10�2min�1).

Evidence for cephalothin (Fig. 22) or penicillin G (benzylpenicillin, Scheme 24)
coordination to [Zn2L3(m-NO3)(NO3)2] in DMSO and water solution, prior to
hydrolysis, was obtained using 13C NMR and infrared spectral data. Specifically, a
downfield shift of the carboxylate carbon resonance, coupled with a blue shift of
the nas(COO) vibration, provided evidence for monodentate coordination of the
carboxylate group of the antibiotic to Zn(II) in both aqueous and organic solution.
In the latter environment (1:9 DMSO:acetone) containing only a small amount of
water (0.112M), the substrate binds more tightly, with K ¼ (3.170.5)� 104M�1.

Variable temperature kinetic studies for the hydrolysis of nitrocefin catalyzed by
[Zn2L3(m-OH)(NO3)2] in acetone:DMSO yielded DHz

¼ 88.475.3 kJM�1 and
DSz

¼ �45.3716.0 JM�1K�1. These values are similar to those found for nitroce-
fin hydrolysis catalyzed by [Zn2(BPAN)(m-OH)(m-O2PPh2)](ClO4)2 in 1:9 DMSO:ac-
etone (DHz

¼ 96.175.2 kJM�1 and DSz
¼ �22.4712 JM�1K�1) and are consistent

with intramolecular attack by the bridging hydroxide on the coordinated b-lactam
substrate in the rate-determining step.140

Comparison of the rate the hydrolysis of nitrocefin catalyzed by [Zn2L3(m-OH)-
(NO3)2] versus [Zn2L3(m-OD)(NO3)2] gave an inverse solvent isotope effect (kH/kD) of
0.204.148 Taking into consideration that free OD� is a better nucleophile than free
OH�,149 it was concluded that Zn–OD will be more reactive than Zn–OH and that the
finding of an inverse solvent isotope effect in this reaction is consistent with rate-
limiting nucleophilic attack and subsequent rapid protonation of the leaving group.
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An intermediate has been spectroscopically identified in the reaction of [Zn2L3-
(m-OH)(NO3)2] with a 10-fold excess of nitrocefin in wet DMSO.148,150 This inter-
mediate is relevant to an intermediate detected by stopped-flow experiments in the
hydrolysis of nitrocefin catalyzed by the metallo-b-lactamase from Bacteroides

fragilis.127,132 UV–visible spectroscopic results and kinetic data suggest that this
intermediate is anionic and has a deprotonated nitrogen atom resulting from ring
opening of the lactam. The fact that this intermediate can be observed in the enzyme
system suggests that protonation of the leaving group is rate determining in the
enzymatic b-lactam hydrolysis reaction.132 In the model system, the intermediate
exhibits an absorption maximum at 640 nm (e�38,900M�1 cm�1), whereas the en-
zyme intermediate shows an absorption at 665 nm (e�30,000M�1 cm�1). The sim-
ilarity of these two features suggests that structurally similar species are being
produced. Addition of acid to the intermediate generated from [Zn2L3(m-OH)-
(NO3)2] results in immediate spectroscopic changes consistent with the formation of
the final nitrocefin hydrolysis product. This reaction is reversible, as addition of base
results in the regeneration of the 640 nm feature. 13C NMR and infrared measure-
ments were used to further characterize this intermediate, and a structure was pro-
posed on the basis of these spectroscopic studies (Fig. 24).

Using pyridinium triflate, the deprotonated amide intermediate was estimated to
have pKa ¼ 4.20. This low value is consistent with Zn(II) ion stabilization of the
deprotonated amide. The formation of this deprotonated amide intermediate occurs
in wet DMSO with a microscopic rate constant that corresponds to the intramolecular
hydrolysis of coordinated nitrocefin catalyzed by [Zn2L3(m-OH)(NO3)2]. Activation
parameters for this reaction (DHz

¼ 77.678.0 kJM�1 and DSz
¼ �62.7720.0 JM�1

K�1) are within error of those found for the same reaction in acetone:DMSO
Fig. 24 Proposed structure of spectroscopically observable deprotonated intermediate in the
hydrolysis of nitrocefin catalyzed by [Zn2L3(m-OH)(NO3)2].



Scheme 28 Proposed mechanism for nitrocefin hydrolysis catalyzed by [Zn2L3(m-
OH)(NO3)2] in wet DMSO. The coordinated NO3

� ligands in the complex are replaced by
water under these conditions.
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(DHz
¼ 88.475.3 kJM�1 and DSz ¼ �45.3716.0 JM�1K�1). Thus, the intermediate

is formed as the product of the rate-determining step as shown in Scheme 28. Overall,
this mechanism has similarity to that proposed for nitrocefin hydrolysis catalyzed by
the metallo-b-lactamase from Bacteroides fragilis.127,131

The nitrocefin hydrolysis reactivity of mononuclear zinc complexes has also been
studied for comparison to the results obtained from the binuclear systems.140,148

Treatment of [(bpta)Zn](X)2 (X ¼ NO3 or OTf, Fig. 25) with nitrocefin in aqueous
solution results in hydrolysis of the b-lactam ring. The pH-dependence of the rate of
the [(bpta)Zn(H2O)](NO3)2-catalyzed reaction yielded a kinetic pKa ¼ 7.8470.2.
This low value is consistent with the involvement of a mononuclear Zn–OH moiety
as the nucleophile in the b-lactam hydrolysis reaction. At low concentration, this
reaction is first-order in [(bpta)Zn–OH]NO3, but at higher concentrations a leveling-
off of the rate occurs, indicative of saturation behavior and nitrocefin coordina-
tion to the zinc complex. Fitting of the data to Equation (2) (Scheme 26) yielded the
binding constant K ¼ 11407106M�1 at [H2O] ¼ 13.9M and pH ¼ 7.50. Increasing
of the water concentration to 27.8M resulted in a lower binding constant
(K ¼ 425790M�1). This indicates that water competes with nitrocefin for coordi-
nation to the mononuclear zinc complex. At both water concentrations, the nitro-
cefin binding constant for [(bpta)Zn(H2O)](NO3)2 is notably higher than that found



Fig. 26 Bimolecular reaction of [([12]aneN4)Zn(OH)]NO3 with nitrocefin.

Fig. 25 Structure of the bpta ligand.
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for nitrocefin coordination to [Zn2L3(m-OH)(NO3)2] (K ¼ 107720M�1). This is
likely a consequence of the weaker Lewis acidity of the zinc centers in [Zn2L3
(m-OH)(NO3)2] due to the presence of the anionic phenolate donor (Fig. 23) in the
supporting chelate ligand.

Hydrolysis of nitrocefin catalyzed by [([12]aneN4)Zn(H2O)](NO3)2 (Fig. 5)
99 pro-

ceeds via a pathway that does not involve substrate coordination to the zinc center.
Specifically, as the zinc center in the hydroxide species [([12]aneN4)Zn(OH)]NO3 is
coordinatively saturated, the reaction proceeds via a bimolecular pathway (Fig. 26).

An important conclusion from these comparative studies is that mononuclear
Zn(II) complexes can be as efficient for nitrocefin hydrolysis as binuclear systems,
thus providing evidence that the second zinc center (Zn2) in metallo-b-lactamases is
not required for nucleophile activation or catalytic activity.

Studies of the hydrolysis of penicillin G promoted by a series of binuclear Zn(II)
complexes (Fig. 27) have been reported.151 These complexes, which are supported by
pyrazolate-containing chelate ligands, have varying Zn?Zn distances.152–154 In the
complexes having a shorter Zn?Zn distance (1 and 3), a single bridging hydroxide
is present. However in complexes of this series having a longer Zn?Zn distance
(2 and 4), a terminal hydroxide ligand participates in a strong hydrogen-bonding
interaction with a water molecule that is coordinated to the other zinc center. This
secondary interaction produces a lower pKa value for the aqua analogs of 2 and 4



Fig. 27 Cationic portions of pyrazolate-bridged binuclear zinc hydroxide complexes.
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(7.60 and 7.57, respectively) versus the pKa value found for the aqua analog of
1 (7.96).153–155

Treatment of 1–3 with excess penicillin G (benzylpenicillin) in DMSO:H2O (9:1)
results in hydrolytic ring opening of the lactam. The rate of this reaction differs
depending on the structural features of the zinc complex, with the reaction rate
increasing in the order 2o1o3. Complex 4 is unreactive toward penicillin G. For
3, approximately three equivalents of the substrate are hydrolyzed in 20min at
ambient temperature. Complexes 1 and 3 show significantly enhanced reactivity
relevant to Zn(NO3)2 �H2O and Zn(ClO4)2 � 6H2O, whereas 2 and 4 show reduced
reactivity. Thus, the binuclear zinc complexes produce either enhanced or dimini-
shed b-lactam hydrolysis activity depending on the structure of the cation.

X-ray crystallographic studies of the reaction products generated via admixture of
the supporting chelate ligands found in 3 and 4 with Zn(ClO4)2 � 6H2O, base, and the
simple b-lactam oxazetidinylacetate (oaa) provide insight into how substrate co-
ordination may influence the structural features of the binuclear zinc complex.
As shown in Fig. 28a, the binuclear zinc–oaa complex supported by the chelate
ligand found in 3 contains the b-lactam coordinated in an anisobidentate fashion
(Zn(1)–O(1) 2.006(3) Å, Zn(1)–O(2) 2.358(4) Å).156 At each zinc center, one of
the dimethylamino donor atoms is not coordinated, and the zinc center exhibits a



Fig. 28 Structural features of oxazetidinylacetate adducts.
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distorted square pyramidal geometry.157 The Zn?Zn distance in this complex is
4.328(1) Å. The dissociation of the amine donor in this structure may result from
low stability for the six-membered chelate ring.158,159 Using the chelate ligand found
in 4 in the same type of reaction, an adduct of oaa is formed wherein the carbo-
xylate moiety bridges the two zinc centers (Fig. 28b). In this complex, each zinc
center exhibits a distorted trigonal bipyramidal geometry (t ¼ 0.86/0.79).157 Nota-
bly, in both of these complexes, the b-lactam carbonyl does not interact with a
Zn(II) center.

The differing chelate ligand coordination properties exhibited by the b-lactam
adduct complexes shown in Fig. 28 may provide evidence of why complexes 1 and 3

(Fig. 27) exhibit enhanced reactivity relative to 2 for b-lactam hydrolysis involving
penicillin G, and why 4 is unreactive. In 1 and 3, the presence of unstable six-
membered chelate rings may enable dissociation of multiple N-donors, thus pro-
viding coordination sites for penicillin G coordination, including perhaps b-lactam
carbonyl coordination, as well as possible binding sites for water and the formation
of a Zn–OH nucleophile. 1H NMR studies of equimolar mixtures of 1 (Fig. 27) and
penicillin G in d6-acetone/D2O (8:1) at 300K at early reaction times revealed res-
onances at chemical shifts intermediate between those of the free ligand and 1,
suggesting that a dynamic process may be occurring in solution wherein N-donors
dissociate from the Zn(II) centers in the presence of penicillin G. When the same
type of 1H NMR experiment was performed using 2 and penicillin G, only minor
signal broadening was observed, indicating that the zinc complex likely retains
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coordination of all ligand appendages in solution. Overall, these combined studies
provide evidence that the low reactivity of 2 and 4 may be due to the fact that
once substrate binds to the binuclear zinc center, in a similar motif to that shown in
Fig. 28b, there may not be any available Zn(II) coordination sites for b-lactam
carbonyl and/or water activation.

For the structures shown Schemes 26 and 28, and in Fig. 28, coordination of
the b-lactam substrate to a binuclear zinc center involves the carboxylate moiety and
not the b-lactam amide carbonyl oxygen. Evidence for carboxylate coordination,
and against b-lactam amide oxygen coordination in these complexes, was obtained
via 13C NMR and infrared spectroscopic studies, and/or by X-ray crystallography.
It is worth noting that recent structural investigations of b-lactam adduct com-
pounds have revealed that Zn(II) coordination of a b-lactam carbonyl oxygen can
occur under specific conditions.151,160 As shown in Fig. 29a, a binuclear zinc com-
plex having bridging oxazetidinylacetate ligands has been isolated using a support-
ing chelate ligand having only three nitrogen donors to each zinc center.151 Notably,
the Zn–O(amide) distance in this compound (2.005(2) Å) is shorter than both
Zn–O(carboxylate) distances (2.093(3) and 2.060(2) Å). Consistent with this strong
interaction is the fact that the amide C–O bond in this complex is longer (1.242(4) Å)
than in complexes wherein the amide oxygen does not interact with the Zn(II) center
(e.g. complexes shown in Fig. 28 which exhibit C–O distances of 1.210(6) and
1.218(4) Å, respectively). The amide C–N bond is also shorter in the complexes
shown in Fig. 29 than in complexes wherein the amide oxygen does not interact with
the Zn(II) ion. These combined structural parameters indicate that the b-lactam
amide moiety is significantly polarized upon coordination to Zn(II) center. How-
ever, these complexes are not reactive toward hydrolysis, presumably because of the
anionic nature of the N-deprotonated b-lactam.
Fig. 29 Structurally characterized binuclear zinc b-lactam complexes having b-lactam car-
bonyl coordination.
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PEPTIDE HYDROLYSIS

Metalloaminopeptidases use an active site motif containing one or two metal ions to
cleave the N-terminal residue of a polypeptide chain.161 The catalytic mechanism of
the aminopeptidase from Aeromonas proteolytica (ApAP) has been outlined in great
detail.162 The active site co-catalytic zinc centers in ApAP are ligated by a mixture of
carboxylate and histidine donors, with bridging hydroxide and aspartate ligands
(Fig. 30). In a proposed catalytic mechanism for this enzyme, the amide carbonyl
moiety of the substrate is proposed to initially bind to Zn1 (Scheme 29). Upon
substrate binding, the bridging hydroxide moiety becomes terminal on Zn1. This
process may be assisted by the formation of an interaction between the N-terminal
amino group and Zn2, as well as by the formation of a new hydrogen bond between
this amino group and the carbonyl oxygen of a Zn2-bound carboxylate ligand.
Attack of the Zn1–OH moiety on the activated amide carbonyl carbon yields a
tetrahedral intermediate that decomposes upon protonation of the leaving group.
This C–N bond-breaking is proposed as the rate-limiting step.163

A few model systems have been reported which mediate the hydrolysis of peptide
substrates.164–168 For example, treatment of a macrocyclic bizinc complex of the
OBISDIEN (1,4,7,14,16,19-hexaaza-10,22-dioxcyclotetracosane) ligand (Scheme 30)
with glycylglycine (Gly–Gly) at varying pD values in D2O results in hydrolysis to
produce two equivalents of glycine.164 At 343K, and pD values of 8.37 and 8.72,
values for the hydrolysis rate constant (kH) of 2.6(2)� 10�7 s�1 and 3.5(2)� 10�7 s�1,
respectively, were obtained. Coupled with speciation studies performed as a function
of pH, it was determined that three zinc hydroxide species, [LZn2(OH)Gly–Gly]2+,
[LZn2(OH)2Gly–Gly]+, and [LZn2(OH)3Gly–Gly] (L ¼ OBISDIEN) have similar
rate constants (kH�5� 10�7 s�1) for the hydrolysis reaction. These hydroxide deriv-
atives are approximately five times more active than a similar complex having
no hydroxide component (e.g. [LZn2(Gly–Gly)]3+, kH ¼ 1.0(2)� 10�7 s�1). A pro-
posed mechanism for glycylglycine hydrolysis promoted by the bishydroxo complex
is shown in Scheme 30.

The binuclear zinc complex [(LH+)2Zn2(Gly–Gly)2](ClO4)4 (Fig. 31, L ¼ 1-methyl-
4-(6-amino-2-pyridylmethyl)-piperazine) was characterized by X-ray crystallography.168

In this structure, a water molecule is positioned close (O(water)?C(carbonyl) 3.050 Å)
Fig. 30 Active site co-catalytic zinc centers in ApAP.



Scheme 29 Selected transformations in the proposed mechanistic pathway for peptide
hydrolysis by ApAP. The zinc-coordinated amino acid ligands are shown only on the resting
state structure (left) for clarity.
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to the amide carbonyl carbon of Gly–Gly, the oxygen atom of which is coordi-
nated to the zinc center. At 70 1C and pH ¼ 7.0(1) (50mM HEPES) the coordi-
nated Gly–Gly in [(LH+)2Zn2(Gly–Gly)2](ClO4)4 undergoes hydrolysis over the
course of days (�28% Gly–Gly hydrolysis after 5 days). The structural and reac-
tivity properties of this complex have relevance to the monozinc peptidase amino-
peptidase A.169

Binuclear zinc complexes have been shown to mediate the hydrolysis of the
activated peptide model substrate L-leucine–p-nitroanilide (LNA, Fig. 32) with the
reactions being followed spectroscopically by the formation of p-nitroaniline
(lmax�400 nm).165–167 This model substrate has also been used in studies of ApAP.170

The hydrolysis of LNA mediated by the zinc complex [(bomp�)]Zn2(CH3CO2)2]BPh4
(Fig. 33a; H(bomp): 2,6-bis[bis(2-methoxyethyl)aminomethyl]-4-methylphenol) in
water/DMF (6:4) occurs via a reaction that is first-order in complex and
substrate, with a second-order rate constant k ¼ 2.3(1)� 10�3M�1 s�1 at 25 1C.
At best, a yield of �65% for a single turnover reaction was obtained, indicating that



Scheme 30 Proposed mechanism for Gly–Gly hydrolysis promoted by a bizinc complex of
the OBISDIEN chelate ligand.

Fig. 31 Cationic portion of [(LH+)2Zn2(Gly–Gly)2](ClO4)4.
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Fig. 33 Binuclear zinc complexes that mediate the hydrolysis of N-p-nitrophenyl- L-leucine
in water-containing solutions.

Fig. 32 L-leucine–p-nitroanilide (LNA).
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the zinc complex becomes inactive following substrate hydrolysis. The actual active
zinc complex for the amide hydrolysis reaction in this system is not known.

Analogs of the bomp� ligand, bonp� (H(bonp): 2,6-bis[bis(2-methoxyethyl)
aminomethyl]-4-nitrophenol) and bocp� (H(bocp): 2,6-bis[bis(2-methoxyethyl)
aminomethyl]-4-chlorophenol) have been used to assemble zinc complexes for com-
parative model aminopeptidase reactivity studies.166 Using the method of initial rates,
the second-order rate constants for the hydrolysis of LNA promoted by
[(bonp�)]Zn2(CH3CO2)2]BPh4 and [(bocp�)]Zn2(CH3CO2)2]BPh4 (Fig. 33b and c)
at 25 1C in DMF:tricine buffer were found to be 5.9(5)� 10�1M�1 s�1 and
2.7(1)� 10�2M�1 s�1, respectively. Comparison of these rate constants to that
obtained for the hydrolysis of the same substrate promoted by [(bomp�)]Zn2
(CH3CO2)2]BPh4 (2.3(1)� 10�3M�1 s�1) under identical conditions reveals that the
inclusion of an electron withdrawing substituent on the phenolate ring increases the
rate of the LNA hydrolysis reaction. Studies of the rate of this reaction as a function
of pH for the [(bomp�)]Zn2(CH3CO2)2]BPh4- and [(bocp�)]Zn2(CH3CO2)2]



Fig. 34 Phenanthroline-containing polyamine macrocyclic ligand.

Scheme 31 Proposed mechanism for LNA hydrolysis mediated by a zinc complex of a
phenanthroline-containing polyamine ligand.
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BPh4-promoted reactions yielded kinetic pKa values of 9.4 and 9.1, respectively.
Both values are suggested to correspond to the deprotonation of a Zn–OH2 moiety
to produce a reactive zinc hydroxide species.

A zinc complex of a phenanthroline-containing macrocycle (L4, Fig. 34) binds
LNA with a log K value of 5.55 (308K) to form [(L4)Zn(LNA)]2+, as determined by



Fig. 35 H(bppmp) ligand.
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potentiometric titration and 1H NMR studies.167 This complex undergoes a mono-
deprotonation at pH48, a reaction that results in either the formation of a zinc
hydroxide species ([(L4)Zn(LNA)(OH)]+) or a complex having a deprotonated
LNA� ligand ([(L4)Zn(LNA�)]+). This deprotonated complex is active for LNA
hydrolysis to produce L-leucine and p-nitroaniline. When corrected for the amount
of deprotonated complex in solution, this reaction proceeds with a pseudo first-order
rate constant of 3.0� 10�6 s�1. An intramolecular mechanism is proposed for this
reaction wherein a zinc-bound hydroxide attacks the coordinate LNA ligand
(Scheme 31).

Zinc complexes of optically resolved forms of the dinucleating ligand H(bppmp)
(2,6-bis[{(R/S)-1-phenylethyl-2-pyridylmethyl}aminomethyl]-4-methylphenol, Fig. 35)
exhibit differing second-order rate constants (R: 3.3(7)� 10�2M�1 s�1; S: 7.6(5)�
10�2M�1 s�1) for the hydrolysis of LNA in DMF:H2O (2:3) at pH ¼ 8.0.171 The
enhanced reactivity of [(S-bppmpZn2)(MeCO2)2]BPh4 versus that of [(R-bppmpZn2)
(MeCO2)2]BPh4 is attributed to better recognition of the LNA substrate by the former
complex.

Outside the scope of coverage of this work are synthetic systems involving the
catalytic or stoichiometric alcoholysis of esters or amides promoted by zinc ions or
complexes.172–177
5 Phosphate ester hydrolysis

PHOSPHATE MONOESTER HYDROLYSIS

Alkaline phosphatase is one of a number of zinc-containing enzymes and nucleases
that catalyze in the hydrolysis of a phosphate ester linkage.178–186 The catalytic
mechanism of Escherichia coli alkaline phosphatase has been extensively investi-
gated and involves initial coordination of the phosphate monoester substrate (e.g.
4-nitrophenyl phosphate) in a bridging position between two active site zinc centers
(Scheme 32).187 A deprotonated active site serine residue then acts as a nucleophile
to attack the phosphoryl group which results in cleavage of the P–O bond to the
4-nitrophenolate leaving group. In this reaction, a phosphorylserine group is formed



Scheme 32 Phosphate monoester hydrolysis catalyzed by alkaline phosphatase.

LISA M. BERREAU134
that remains coordinated to the binuclear zinc center. In addition, one of the
two zinc ions provides stabilization for the anionic 4-nitrophenolate leaving group.
Hydrolysis of the phosphorylserine group occurs via attack of a Zn–OH moiety to
yield HPO4

2�, which is subsequently released from the active site. As shown in
Scheme 32, hydrogen-bonding interactions involving an arginine residue (Arg-166 in
E. coli) are important throughout the catalytic cycle.

Phosphate ester hydrolysis can occur via three possible limiting mechanisms.187

A dissociative mechanistic pathway involves an SN1-type reaction in which a
stable metaphosphate ion (PO3

�) is formed, which then undergoes reaction with a
hydroxide nucleophile to yield the final products. In an associative pathway, a stable
five-coordinate phosphorane intermediate forms prior to departure of the leaving
group. In a concerted pathway for phosphate ester hydrolysis, nucleophilic attack
and P–O(H) bond formation occur simultaneously with P–O(R) bond cleavage
involving the leaving group.

As with amide hydrolysis reactions, extensive mechanistic studies of metal-
mediated phosphate monoester hydrolysis reactions have been performed using
exchange inert mononuclear Co(III) complexes.9,188–202 To date, only a few zinc
complexes that promote phosphate monoester hydrolysis have been reported.
A binuclear zinc complex supported by a macrocyclic cryptate ligand (Fig. 36)



Fig. 36 Phosphate monoester hydrolysis promoted by a bizinc cryptand complex.
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promotes the cleavage of 4-nitrophenyl phosphate dianion in aqueous solutions via
attack of an internal amine nucleophile.14,203 This complex contains two zinc ions
separated by a distance of 3.24 Å and bridged by an alkoxide anion. Each zinc center
exhibits a distorted trigonal bipyramidal geometry, with secondary and tertiary
amine nitrogen donors in the axial positions. The product of the 4-nitrophenyl
phosphate hydrolysis reaction is a phosophoramide derivative (Fig. 36). Kinetic
studies of this reaction yielded a maximum second-order rate constant for 4-nit-
rophenyl phosphate hydrolysis of (1.5270.05)� 10�3M�1 s�1 at pH ¼ 5.9 and
35 1C. Rate studies as a function of pH yielded a bell-shaped curve with pK1 ¼ 5.2
and pK2 ¼ 6.3. These values correspond to protonation constants for the substrate
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(NPP2�+H+
¼ HNPP�; NPP2�

¼ 4-nitrophenyl phosphate dianion) and support-
ing chelate ligand (NH+H+

¼ NH2
+, NH ¼ donor of macrocycle).

Treatment of bizinc complexes of a series of aryl-bridged ligands (Fig. 37a–d) with
4-nitrophenyl phosphate in DMSO and buffered water (tris (pH 8.36) or HEPES
(pH 8.13)) at 55 1C results in phosphate ester hydrolysis with pseudo first-order rate
constants as shown in Fig. 37.204 Mononuclear analogs (Fig. 37e and f) also exhibit
phosphate monoester hydrolysis reactivity, albeit significantly lower than that of the
binuclear systems. Studies of the rate of 4-nitrophenyl phosphate hydrolysis versus
pH for the reaction promoted by the binuclear zinc complex ligated by S,S0-bis
(10-(1,4,7-triazacyclododecyl))-10,30-dithiobenzene (Fig. 37a) yielded a kinetic pKa of
7.8. This value was attributed to deprotonation of a bridging H2O ligand between
the zinc ions. A mechanistic pathway involving attack of the bridging hydroxide on
a coordinated phosphate monoester dianion has been proposed for this system.
Fig. 37 Aryl-bridged ligands and pseudo first-order rate constants for the hydrolysis of 4-
nitrophenyl-phophate promoted by the zinc complex of each ligand. Pseudo first-order rate
constants were determined using 227mM (dimer) or 454mM (monomer) solutions.
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The mononuclear four-coordinate zinc hydroxide complex [(TpiPr2)Zn–OH] does
not promote the hydrolysis of 4-nitrophenylphosphate in Et2O solution.205 Instead,
the phosphate ester is deprotonated to give a binuclear m-phosphate complex,
[(TpiPr2Zn)2(m-O2P(O–C6H4–p-NO2)].

Outside the scope of coverage of this contribution are Zn(II)-promoted reactions
involving ATP hydrolysis.203
PHOSPHATE DIESTER AND TRIESTER HYDROLYSIS

Hydrolysis reactions involving phosphate diester and triester substrates, particularly
bis(4-nitrophenyl) phosphate and tris(4-nitrophenyl) phosphate, have often been
examined as model reactions phosphate ester cleaving enzymes. The hydrolysis of
phosphotriesters is also relevant to the chemistry of phosphotriesterases, zinc-con-
taining enzymes found in soil bacteria.206,207 The active site of the phosphotriest-
erase from Pseudomonas diminuta contains two zinc centers ligated by a mixture
of oxygen and nitrogen donors (Fig. 38).208,209 A proposed mechanism for this
enzyme involves attack of the bridging hydroxide on the coordinated phosphotri-
ester substrate.210

Similar to studies of phosphate monoester hydrolysis reactions, extensive kinetic
and mechanistic investigations involving exchange inert Co(III) compounds have
yielded insight into the pathways of these reactions.9,192,194,197,198,200,211–220

Several synthetic mononuclear zinc complexes have been shown to exhibit
stoichiometric or catalytic hydrolysis reactivity involving phosphate di- and/or
triester substrates. For example, a mononuclear zinc complex supported by the
Fig. 38Structure of active site binuclear zinc cluster in the phosphotriesterase from
P. diminuta in the presence of the competitive inhibitor diethyl-4-methylbenzyl phosphonate.
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Me2pyo[14]trieneN4 (CR) ligand (Fig. 6a) catalyzes the hydrolysis of the triester
diphenyl 4-nitrophenyl phosphate in aqueous acetonitrile solution.221 This reaction
is first-order in zinc complex and phosphate ester. On the basis of pH-rate studies,
which revealed a kinetic pKa value of 8.7,

40 the active zinc complex is proposed to be
[(CR)Zn–OH]+. A hybrid mechanism in which the zinc center of [(CR)Zn–OH]+

serves to provide the hydroxide nucleophile, and also electrophilically activates the
phosphoryl P–O bond, is favored for this system. This type of bifunctional mech-
anism was proposed based on the fact that the second-order rate constant for the
[(CR)Zn–OH]+-catalyzed reaction (2.8� 10�1 M�1 s�1) is an order of magnitude
larger than that of free hydroxide ion-catalyzed hydrolysis (2.8� 10�2M�1 s�1). As
OH� is a better nucleophile than the zinc-coordinated hydroxide, Lewis acid ac-
tivation of the substrate is also operative in this system.

Attachment of a cyclodextrin unit to an N–CH3 form of the CR macrocycle
(Fig. 39) yielded a zinc complex with only modestly improved effectiveness
(k2 ¼ 21.7� 10�2M�1 s�1) over the mononuclear system (k2 ¼ (3.8070.05)�
10�2M�1 s�1) for the hydrolysis of diphenyl 4-nitrophenyl phosphate under iden-
tical conditions.109 This enhancement is proposed to be due to binding of
4-nitrophenolate moiety in the cyclodextrin cavity.

Bifunctional analogs of the [(CR)Zn]2+ (Fig. 6a) structure in which an auxiliary
catalytic imidazole or thiophenol group has been incorporated (Fig. 40) exhibit
enhanced reactivity for the intramolecular transesterification reaction of 2-hydro-
xypropyl 4-nitrophenyl phosphate (HPNP) relative to the parent complex.222

Zinc complexes of the cyclen ([12]aneN4 ¼ 1,4,7,10-tetraazacyclododecane) ligand
have been extensively studied in terms of phosphate ester hydrolysis reactivity. For
example, a proposed binuclear Zn(II) hydroxide complex of cyclen was reported to
enhance the rate of hydrolysis of ethyl(2,4-dinitrophenyl)-methylphosphonate and
diethyl(2,4-dinitrophenyl) phosphate.223,224 It should be noted that the nuclearity of
the zinc–cyclen complex in solution was not conclusively identified in this work.

The mononuclear zinc complexes [([12]aneN3)Zn(OH2)](ClO4)2 (Fig. 4) and
[([12]aneN4)Zn(OH2)](ClO4)2 (Fig. 5) promote the hydrolysis of the triester tris(4-
nitrophenyl) phosphate and the diester bis(4-nitrophenyl) phosphate.225 For these
Fig. 39 Cationic portion b-cyclodextrin-appended zinc complex.



Fig. 40 (top) Cationic portion of bifunctional zinc complexes and relative second-order rate
constant values and (bottom) intramolecular transesterification reaction of 2-hydroxypropyl
4-nitrophenyl phosphate (HPNP).
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reactions, pH-rate profiles indicate that the active species are the zinc hydroxide
derivatives [([12]aneN3)Zn(OH)]ClO4 and [([12]aneN4)Zn(OH)]ClO4. For the phos-
phate triester hydrolysis reactions, the second-order rate constants at 25 1C and
I ¼ 0.20 for free OH�, [([12]aneN3)Zn(OH)]ClO4, and [([12]aneN4)Zn(OH)]ClO4 are
10.770.2, 7.070.2, and 3.770.2M�1 s�1, respectively. Thus, free OH� ion is the
most reactive species for the hydrolysis of tris(4-nitrophenyl) phosphate. However,
for the hydrolysis of bis(4-nitrophenyl) phosphate, [([12]aneN3)Zn(OH)]ClO4

(k ¼ (8.570.2)� 10�5M�1 s�1) is approximately four times more reactive
than [([12]aneN4)Zn(OH)]ClO4 (k ¼ (2.170.2)� 10�5M�1 s�1) and free OH�

(k ¼ (2.470.1)� 10�5M�1 s�1) at 35 1C and I ¼ 0.20 (Na+). The differing hydro-
lytic reactivity of [([12]aneN3)Zn(OH)]ClO4 (relative to free OH�) for activated
phosphate triester versus diester hydrolysis has been explained in terms of differing
mechanistic pathways. Specifically, in the triester hydrolysis reaction, the Zn(II)
center of [([12]aneN3)Zn(OH)]ClO4 is primarily proposed to provide the nucleo-
phile, with little or no interaction with the P ¼ O group of the substrate (Fig. 41).
However, in the phosphate diester hydrolysis reaction, a hybrid-type mechanism
is proposed wherein the zinc center is suggested to provide the hydroxide nucleo-
phile as well as electrophilic activation of the P ¼ O moiety of the monoanionic
diester substrate.

Insight into the role of the serine nucleophile in the catalytic cycle of alkaline
phosphatase was gained through studies of the bis(4-nitrophenyl) phosphate reac-
tivity of a mononuclear Zn(II) complex supported by the (S)-1-(2-hydroxy-2-phe-
nylethyl)- 1,4,7,10-tetrazacyclodecane ligand (Scheme 33).226 In aqueous solution,
this complex exhibits a pKa value for the zinc-bound alkoxide moiety of 7.3070.02.



Fig. 41 Proposed mechanisms for phosphate triester and diester hydrolysis promoted by
[([12]aneN3)Zn(OH)]ClO4.
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A phosphoryl transfer reaction from bis(4-nitrophenyl) phosphate to the zinc-bound
alkoxide moiety is promoted by this complex in aqueous solution (pH ¼ 6.0–10.3)
at 351C and I ¼ 0.10M (NaNO3). A pH-rate profile for this reaction yielded a
sigmoidal curve and a kinetic pKa value of 7.4. As this value corresponds to that
measured for the Zn–OR moiety by potentiometric titration, the zinc-bound alk-
oxide was confirmed as the reactive nucleophile for phosphoryl transfer. The rate of
this reaction is 125 times greater than for the bis(4-nitrophenyl) phosphate hydrol-
ysis reaction promoted by [([12]aneN4)Zn(OH)]ClO4.

225 Following phosphoryl
transfer to the alkoxide moiety, a second reaction occurs wherein the pendant
phosphorylated alcohol undergoes hydrolysis to yield a coordinated phosphate
monoester product. This intramolecular reaction involves water activation by the
mononuclear zinc center to produce a reactive Zn–OH nucleophile (Scheme 33). The
final product is unreactive toward further hydrolysis. Similar studies were performed
using a zinc complex of a N2O (alkoxide) ligand. These studies revealed a 104 rate
enhancement for the hydrolysis of the phosphotriester diethyl(4-nitrophenyl) phos-
phate.227 Involvement of a zinc-bound alkoxide nucleophile to form a phosphory-
lated ligand intermediate was proposed for this reaction.

Kinetic studies of reactions of three tris(pyrazolyl)borate-ligated zinc hydroxide
complexes ([(TpR,Me)Zn–OH], Fig. 42, top) with triorganophosphate ester subst-
rates in chloroform provided evidence for a concerted or hybrid-type mechanism.96

The reactions under study in this case are stoichiometric (Fig. 42, bottom) and
involve generation of 4-nitrophenol (R000 ¼ OC6H4–p-NO2). Notably, this acidic
phenol rapidly undergoes reaction with the starting [(TpR,Me)Zn–OH] complex
to yield [(TpR,Me)Zn–OC6H4–p-NO2] derivatives. This second reaction is at least



Scheme 33 Proposed reaction pathway for phosphate ester hydrolysis involving an internal
alkoxide nucleophile.
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Fig. 42 Phosphate triester hydrolysis reactivity of [(TpR,Me)Zn–OH] compounds.
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two orders of magnitude faster than the initial phosphate triester hydrolysis reaction
and is thus not a problem in kinetic studies. The phosphate triester cleavage
reactions are first-order both in the zinc complex and phosphate ester. Determina-
tion of the second-order rate constant for reaction of each zinc complex with the
phosphate triester substrate as a function of temperature in the range of
17.5–47.5 1C enabled the construction of Arrhenius and Eyring plots. Activation
energies were determined and ranged from 46 to 69 kJmol�1. The activation en-
tropies ranged from �54 to �126 JmolK�1 and were suggested to indicate a degree
of ordering in the transition state. A hybrid-type mechanism was proposed in which
a four-centered arrangement is present in the activated complex. These reactions are
proposed to follow a trajectory (Scheme 18) as outlined previously for amide hy-
drolysis. It should be noted that a similar phosphate ester hydrolysis reaction had
been previously reported involving [(TpiPr2)Zn–OH], albeit kinetic studies were not
performed.205
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Kinetic studies of the reaction of a mononuclear N2S(thiolate)-ligated zinc
hydroxide complex (PATH)Zn–OH with tris(4-nitrophenyl) phosphate in 33%
ethanol–water and I ¼ 0.10 (NaNO3) also point to a hybrid-type mechanism
(Fig. 43).228 Overall, this reaction is second order and a pH-rate profile indicates that
the zinc hydroxide species (PATH)Zn–OH is involved in the reaction. The maximum
rate constant for this reaction (16.1(7)M�1 s�1) is higher than that reported for free
hydroxide ion (10.770.2M�1 s�1).225 This implies that a simple mechanism involv-
ing nucleophilic attack is not operative, as free OH� is a better nucleophile. Studies
of the temperature dependence of the second-order rate constants for this reaction
yielded activation parameters of DHz

¼ 36.9(1) kJmol�1 and DSz
¼ �106.7(4)

JmolK�1. The negative entropy is consistent with considerable order in the tran-
sition state and a hybrid-type mechanism (Fig. 43, bottom).

The reactivity of zinc complexes supported by a variety of tridentate amine donor
ligands (Fig. 44) with diphenyl 4-nitrophenyl phosphate in 20% (v/v) acetonitrile–
water, and with 2,4-dinitrophenyl diethyl phosphate in 1% (v/v) in methanol–water,
has been investigated.229,230 For the former reaction, the second-order rate constant
for the hydrolysis of 2,4-dinitrophenyl diethyl phosphate correlates linearly with the
�DH value for the formation of the [(ligand)Zn(OH2)]

2+ complex from free chelate
ligand and aqueous zinc ion. This indicates that in this series of complexes, faster
hydrolysis of 2,4-dinitrophenyl diethyl phosphate corresponds to weaker chelate
Fig. 43 (top) Tris(4-nitrophenyl) phosphate reaction involving (PATH)Zn–OH and (b) pro-
posed reactive species in a hybrid-type mechanistic pathway.



Fig. 44 (top) Tridentate amine donor ligands and (bottom) phosphate triester hydrolysis
reactions promoted by zinc complexes of these ligands.
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ligand binding to the zinc center. This weaker coordination in turn correlates with a
more Lewis acidic zinc ion, and a lower pKa value for the zinc-bound water molecule.
Similar results have been obtained for the hydrolysis reaction of 2,4-dinitrophenyl
diethyl phosphate.230 These reactions are proposed to take place via a mechanism
wherein a zinc-coordinated hydroxide ion attacks the coordinated phosphate triester.

In a separate study, zinc complexes of a variety of macrocyclic and linear
polyamines (Fig. 45) have been probed for transesterification reactivity involving
2-hydroxypropyl 4-nitrophenyl phosphate (HPNP, Fig. 40, bottom) and for hydro-
lysis reactivity involving the phosphate diester bis(4-nitrophenyl) phosphate.231

As outlined below, for the ligands shown in Fig. 45, tridentate donors that co-
ordinate to the zinc center in a facial or tripodal coordination mode produce
the most reactive complexes. This is because the lower coordination number of these
ligands (relative to tetradentate donor analogs) allows for coordination positions
to be available for interactions between the zinc center and the phosphate ester.
Examination of the pH-dependence of the HPNP-transesterification reaction
involving Zn(II) complexes of L5–L7 and L9–L12 revealed a sigmoidal curves



Fig. 45 Macrocyclic and linear polyamine ligands.
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and kinetic pKa values that are similar to the pKa values determined by potentio-
metric titration for a zinc-coordinated water molecule. Working at a pH high
enough to ensure full deprotonation of the Zn–OH2 moiety in each complex, var-
iable concentration studies indicated a first-order dependence on zinc complex con-
centration and overall second-order reactions for HPNP transesterification.
Analysis of the range of second-order rate constants obtained for zinc complexes
of ligands L5–L9 in a Brønsted plot (log K versus pKa (kinetic)) at 25 1C yielded a
linear correlation and bnuc value of 0.75. Interpretation of this value is discussed
below in comparison to that obtained in reactions involving the hydrolysis of bis-4-
nitrophenylphosphate. A solvent deuterium isotope effect value (Dk ¼ 1.43) was
determined for the transesterification reaction involving the L6-ligated zinc complex
at pH ¼ 10.5. This Dk value is consistent with nucleophilic attack involving the
Zn–OR species of the coordinated substrate (Fig. 46) and not general base catalysis.

For the hydrolysis of bis-4-nitrophenylphosphate hydrolysis promoted by zinc
complexes of L5–L14, kinetic studies were carried out at pH ¼ 11 to ensure full
deprotonation of the Zn–OH2 moiety of the complexes. Rate constants obtained
at 25 1C were used in the preparation of a Brønsted plot. In this plot, reactivity
differences as a function of the type of chelate ligand present are clearly evident.
Zinc complexes supported by L5–L7 and L9 exhibit the highest reactivity and the



Fig. 46 Proposed intramolecular nucleophilic attack in the transesterification of HPNP.

LISA M. BERREAU146
rate constants for these reactions exhibit a linear correlation in the Brønsted plot
(bnuc ¼ 0.20). The complexes of L13 and L14 exhibit the lowest bis-4-nitrophenyl-
phosphate hydrolysis reactivity, whereas the complexes supported by a tridentate
linear ligand (L10–L12, Fig. 45) exhibit intermediate efficiency, albeit with no linear
correlation in the log K versus pKa plot.

The bnuc values obtained for the reactions involving zinc complexes of L5–L9
(HPNP transesterification) and L5–L7 and L9 (bis-4-nitrophenylphosphate (diester)
hydrolysis) are an indication of two opposing effects of the zinc center, specifically
the involvement of the metal center in substrate activation, and the loss of efficiency
of the nucleophile due to zinc coordination. These bnuc values differ notably from
the value (bnuc ¼ �0.15) determined for phosphate triester hydrolysis promoted by
zinc complexes of the ligands shown in Fig. 44.230 This difference has been inter-
preted to indicate that for HPNP transesterification and BNP hydrolysis, the effi-
ciency of the zinc-bound nucleophile is more important in determining intrinsic
complex reactivity than is substrate activation, whereas for the hydrolysis of phos-
phate triesters, activation of the substrate is more important. This difference is
attributed to the fact that for HPNP and BNP reactivity, negative charge build-up
during the reaction is localized on an oxygen atom that is not directly bound to the
zinc center. However, for phosphate triester hydrolysis, anionic charge build-up
occurs on the zinc-bound oxygen atom and is stabilized by the metal center. There-
fore, for the HPNP and BNP reactions, the zinc center is less able to stabilize the
increasing negative charge on the substrate and the reactivity of the zinc-bound
nucleophile instead plays a major role.

Mononuclear zinc hydroxide complexes supported by tripodal tetradentate lig-
ands, some of which contain hydrophobic bulky appendages (tris(2-aminoethyl)
amine (L15), N,N0,N00-tris(2-benzylaminoethyl)amine (L16), and N,N0,N00-tris(imben-
zyl-L-histidylethylaminoethyl)amine (L17) ligands (Fig. 47)), have been identified via
pH-rate profile studies as the reactive species involved in hydrolysis reactions of
bis-4-(nitrophenyl) phosphate and tris(4-nitrophenyl) phosphate in 33% methanol/
water.232 The Zn(II) hydroxide complex of L17 exhibits higher efficiency in both
phosphate diester and triester hydrolysis reactions than the zinc complexes of the
other two tripodal tetradentate ligands. This is despite a lower pKa (7.43) value for
the [(L17)Zn(OH2)]

2+ species ([(L15)Zn(OH2)]
2+: 10.72; [(L16)Zn (OH2)]

2+: 9.61)
suggesting that the phosphate ester cleavage reactivity of the zinc complex of L17 is
not determined solely by the nucleophilicity of the Zn–OH moiety. Some properties
of the L17 ligand that may come into play in influencing the reaction pathway for



Fig. 47 Tripodal tetradentate ligands.
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phosphate ester hydrolysis include the more labile nature of the imidazole donors, the
nature of the chelate ring size formed in zinc complexes, and an overall increased
flexibility within the chelate ligand structure.

Mononuclear zinc complexes ofN,N0,N000-tris(3-aminopropyl)amine ligands having
either hydrogen atoms or methyl groups as the substituents on the coordinating
nitrogen atoms exhibit slight catalytic activity for the hydrolysis of the phosphotri-
ester 2,4-dinitrophenyl diethyl phosphate.233 A zinc hydroxide complex is proposed
as the reactive species that promotes phosphotriester hydrolysis.

Binuclear zinc complexes wherein each metal center is supported by a tripodal
tetradentate ligand environment involving a bridging phenolate donor are reactive
toward tris(4-nitrophenyl) phosphate and bis(4-nitrophenyl) phosphate in ethanol/
water.234 The pH-rate profile studies of these reactions are consistent with a mecha-
nism that involves the formation of a reactive mononuclear zinc hydroxide species
via cleavage of the binuclear solid-state structure. This mononuclear Zn–OH species
is proposed to act as the nucleophile toward the phosphate ester substrate.

Chelate tetradentate tripodal ligands having internal hydrogen-bond donors
(L18–L20, Fig. 48) produce zinc complexes with enhanced phosphate diester
transesterification and hydrolysis reactivity relative to analogs that lack secondary
hydrogen-bonding interactions.20 Comparison of the bis(4-nitrophenyl) phosphate
reactivity of zinc complexes of a series of N3O-donor ligands (Fig. 48) revealed
that zinc complexes of the L18 and L19 ligands produced transesterification prod-
ucts (4-nitrophenol and the O-phosphorylated chelate ligand) whereas the L20
ligand produced only phosphate ester hydrolysis products. For the transesterifi-
cation reaction of the L19-ligated zinc complex, the second-order rate constant is
9.7� 10�2M�1 s�1 at pH ¼ 7.0 and 25 1C. This rate is approximately six orders of
magnitude faster than the spontaneous hydrolysis of bis(4-nitrophenyl) phosphate



Fig. 48 Tripodal tetradentate ligands having internal hydrogen-bond donor amine
substituents.
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under identical conditions. The rate enhancement is attributed to the enhanced
nucleophilicity of an alkoxide (versus hydroxide) and the presence of secondary
hydrogen-bonding interactions. In addition to the zinc center, the hydrogen bonds
can provide additional Lewis acid activation for the phosphate diester substrate, and
may assist in the stabilization of a dianionic intermediate. Additional evidence of the
influence of secondary hydrogen-bonding interactions was derived from comparison
of the bis(4-nitrophenyl) phosphate transesterification reactivity of the zinc com-
plexes of L18 and L19, which revealed a 230-fold reactivity increase for the latter
complex. For the hydrolysis reaction involving the L20-ligated zinc complex, the
rate acceleration is �105 over that of the uncatalyzed reaction.

Comparative studies of the HPNP-transesterification reactivity (Fig. 40, bottom)
of [(tapa)Zn(H2O)]2+ and [(tpa)Zn(H2O)]2+ (Fig. 49) revealed that the rate of
cyclization of the substrate is accelerated by a factor of 3� 106-fold for the former



Fig. 49 Structural drawings of [(tapa)Zn(H2O)]2+ and [(tapa)Zn(H2O)]2+.
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complex and 4� 103-fold for the latter complex over the uncatalyzed reaction.235

The difference between these rate enhancements is attributed to enhanced stabi-
lization of a dianionic intermediate in HPNP hydrolysis via secondary hydrogen-
bonding interactions.

Several multinuclear zinc complexes that exhibit phosphate diester and triester
reactivity have been reported. A binuclear analog of [(CR)Zn]2+ (Fig. 6a) in which
two [(CR)Zn]2+ units are linked by an aromatic spacer was found to be �4.4 times
more effective in terms of the hydrolysis of diphenyl 4-nitrophenyl phosphate in
CH3CN:H2O at 25 1C than its mononuclear analog.204

The phosphate diester hydrolysis (using bis(4-nitrophenyl) phosphate) and
transesterification (using 2-hydroxypropyl 4-nitrophenyl phosphate) reactivity of
the family of binuclear zinc complexes shown in Fig. 37 was examined in studies
directed at elucidating how the nature of the ligand bridge influences reactivity.204

The complex supported by a ligand having a biphenyl linker (Fig. 37d) exhibited the
highest reactivity for both substrates. A proposed pathway for the reaction involving
bis(4-nitrophenyl) phosphate is shown in Fig. 50. In this reaction, substrate acti-
vation is proposed to occur at one zinc center, whereas the nucleophile is generated
at the other zinc center. Consistent with this proposed pathway is the identification
of a pKa value of 8 in the pH-rate profile of the reaction. This value is consistent with
deprotonation of a terminal Zn–OH2 moiety.

Mono- and binuclear Zn(II) nitrate complexes of the bis(1-methylimidazol-2-yl-
methyl)ethylamine andN,N,N0,N0-tetrakis(1-methylimidazol-2-ylmethyl)pentane-1,5-
diamine ligands (Fig. 51) catalyze the hydrolysis of tris-4-nitrophenyl phosphate



Fig. 50 Proposed reaction pathway for the hydrolysis of bis(4-nitrophenyl) phosphate pro-
moted by a biphenyl-bridged complex.
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to produce bis(4-nitrophenyl) phosphate in 33% ethanol–water solution.236 No
further reaction with the phosphate diester product occurs in this system. Acidic
(e.g. aqua) and basic (e.g. hydroxo) forms of both complexes catalyze the hydro-
lysis of the phosphate triester, with the activity increasing for both types of
complexes with increasing pH, which is consistent with the formation of a reactive
zinc hydroxide species that may be acting as a nucleophile or general base. The
mononuclear complex exhibits higher reactivity, which is consistent with the higher
pKa value (8.16), and formation of a terminal Zn–OH moiety in this complex,
whereas a bridging Zn2(m-OH) (pKa ¼ 6.99) is formed in the binuclear derivative.
No evidence was found for pre-equilibrium formation of a substrate adduct in these
reactions.

Zinc complexes of macrocyclic N- and N/O-donor ligands (L21–L24, Fig. 52)
promote the hydrolysis of bis(4-nitrophenyl) phosphate to produce 4-nitrophenyl
phosphate and 4-nitrophenol via varying mechanistic pathways.105,237–241 For
example, comparison of the bis(4-nitrophenyl) phosphate reactivity of mono- and
binuclear zinc monohydroxo complexes of the L21 ligand revealed that the mono-
nuclear zinc hydroxide complex is more effective at hydrolyzing the phosphate di-
ester substrate than the binuclear monohydroxo complex.237 Important differences
between the reactions involving the mono- versus binuclear complexes include the
nature of the nucleophile (terminal Zn–OH versus bridging Zn–OH) and possible
differences in recognition of the substrate by the metal complex. In the monozinc
complex (Fig. 53), a better nucleophile is present (terminal Zn–OH), but the subst-
rate can interact with only a single Zn(II) center. In the bizinc complex, a poorer



Fig. 51 Bis(1-methylimidazol-2-ylmethyl)ethylamine; (top) and N,N,N0,N0-tetrakis(1-me-
thylimidazol-2-ylmethyl)pentane-1,5-diamine (bottom) ligands.
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nucleophile (bridging Zn–OH) is present but better Lewis activation of the substrate
is likely achieved as the phosphate diester can bridge the two zinc centers.

The rate of hydrolysis of bis(4-nitrophenyl) phosphate is approximately 10-fold
higher for a binuclear Zn2(OH)2 complex of the L22 ligand (Fig. 52) versus a
mononuclear zinc hydroxide complex of the L23 ligand at 308K.105 In this system, a
monohydroxide binuclear zinc complex (Zn2(m-OH)) does not promote phosphate
diester hydrolysis. The 10-fold rate enhancement found for the reaction involving
the binuclear Zn2(OH)2 complex was explained via cooperative interaction between
the zinc centers. As shown in Fig. 54, the reaction is proposed to take place
via attack of a terminal Zn–OH moiety on a phosphate diester substrate that is
interacting with both zinc centers. This suggests a cooperative role for the two zinc
centers in the phosphate diester hydrolysis reaction.

Inclusion of an alcohol appendage in the L24 ligand framework (Fig. 52) results
in a reaction pathway for bis(4-nitrophenyl) phosphate hydrolysis that involves
initial nucleophilic attack of a zinc-bound alkoxide moiety on the substrate to give
a phosphorylated intermediate (Scheme 34).239 This intermediate, similar to the
phosphorylated serine intermediate proposed in the catalytic cycle of alkaline
phosphatase, is subsequently attacked by a Zn–OH moiety to yield 4-nitrophenyl



Fig. 52 Macrocyclic N- and N/O-donor ligands.
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phosphate as the final product. Evidence for the initial formation of a new phos-
phoryl species in the L24-ligated system comes from 31P NMR where a new res-
onance appears at 7.3 ppm in aqueous solution as the signal for bis(4-nitrophenyl)
phosphate at �8.2 ppm decays. The final phosphate-appended product is subse-
quently detected by the appearance of a resonance at 7.8 ppm (JH–P ¼ 11.2 ppm).

Introduction of a phenanthroline moiety into a chelating macrocyclic ligand (L25,
Fig. 55) yields a [LZn2(OH)2]

2+ complex with enhanced bis(4-nitrophenyl) phos-
phate ester hydrolysis reactivity in aqueous solution relative to [LZn2(OH)2]

2+

complexes of structurally similar ligands (L26 and L27, Fig. 55).238 The second-
order rate constants for these reactions are 62� 10�5M�1 s�1 (L25), 8� 10�5

M�1 s�1 (L26), and 4� 10�5M�1 s�1 (L27), respectively. A hybrid-type mechanism
akin to that shown in Fig. 54 is proposed wherein the phosphate diester substrate
binds to both zinc centers of the [LZn2(OH)2]

2+ complex followed by intramolecular
attack of a terminal Zn–OH moiety. The enhanced reactivity of [L25Zn2(OH)2]

2+ is



Fig. 53 Proposed mechanistic pathways for bis(4-nitrophenyl) phosphate hydrolysis reac-
tivity of mono- and bizinc complexes of the L21 ligand.

Fig. 54 Proposed reaction pathway of bis(4-nitrophenyl) phosphate hydrolysis promoted by
a binuclear zinc complex of the L22 macrocyclic ligand.
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attributed to the presence of the phenanthroline moiety, which may promote co-
ordination of bis(4-nitrophenyl) phosphate via p-stacking and hydrophobic inter-
actions with the aromatic rings of the substrate, and cooperative effects between the
zinc centers.



Scheme 34 Proposed reaction pathway for bis(4-nitrophenyl)phosphate hydrolysis pro-
moted by a bizinc complex of the L24 macrocyclic ligand.
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Dipyridine-containing macrocyclic ligands (L28–L30, Fig. 56) have also been used
to prepare zinc complexes for phosphate diester cleavage reactivity studies.240 Active
complexes of these ligands for the hydrolysis of bis(4-nitrophenyl) phosphate have in
common the presence of one or more Zn–OH units. A zinc hydroxide complex of L28,
[L28Zn(OH)]+ exhibits a second-order rate constant ((1.170.06)� 10�4M�1 s�1)
that is considerably lower than bizinc complexes of the L29 and L30 ligands
([L29Zn2(OH)2]

2+: (9.670.3)� 10�4M�1 s�1; [L30Zn2(OH)]3+: (19.371.0)� 10�4

M�1 s�1). This indicates a cooperative role for the zinc centers in the latter two
complexes. For the reaction promoted by [L29Zn2(OH)2]

2+, a mechanistic pathway
similar to that shown in Fig. 54 is proposed. This is consistent with the availability
of multiple open coordination positions at each zinc center in complexes of the L29
ligand, which provides only three nitrogen donors per zinc center. For the zinc com-
plex of the L30 ligand, the active species is proposed to have monodentate coordi-
nation of the substrate at one zinc center, and a terminal zinc hydroxide at the



Fig. 55 L25–L27 ligands.
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other zinc center (Fig. 57). As the L30 ligand provides five nitrogen donors per
zinc center, this would give each an overall coordination number of six. Hydrophobic
and p-stacking interactions involving the pyridyl macrocycles are suggested to en-
hance substrate coordination to [L29Zn2(OH)2]

2+ and [L30Zn2(OH)]3+ in a similar
fashion to that proposed for the phenanthroline containing macrocyclic ligand dis-
cussed above.238

A binuclear zinc complex of the macrocyclic phenolate-containing ligand BDBPH
(Fig. 58) contains zinc centers that are each ligated by three amine donors and
bridged by two phenolate oxygen atoms.242 In a solid-state structure, each zinc
center also coordinates a methanol molecule to give an overall distorted octahedral
geometry and a Zn–Zn distance of 3.146 Å. In 75% ethanol–water solution, a
terminal Zn–OH moiety can be generated at a pH above 9.90. The rate of hydrolysis
of tris(4-nitrophenyl) phosphate promoted by this binuclear zinc complex increased
in the pH range 9.0–10.5. This reaction is proposed to take place via attack of
a terminal Zn–OH moiety on the coordinated tris(4-nitrophenyl) phosphate subst-
rate (Fig. 58). Stabilization of the anionic bis(4-nitrophenyl) phosphate product is
suggested to occur by coordination to the binuclear zinc complex.

A similar mechanistic pathway to that shown in the lower portion of Fig. 58 is
proposed for tris(4-nitrophenyl) phosophate hydrolysis promoted by binuclear zinc
complexes of phenol-based ligands, albeit no kinetic or mechanistic studies were
reported for these reactions.243

A zinc complex of the BPAN (2,7-bis[2-(2-pyridylethyl)aminomethyl]-1,8-
naphthyridine ligand, [(BPAN)Zn2(m-OH)(m-Ph2PO2)](ClO4)2, Fig. 27) catalyzes
the transesterification of the RNA model substrate HPNP (2-hydroxypropyl 4-nitro-
phenyl phosphate (Fig. 40, bottom) in aqueous buffered solution (HEPES) contain-
ing 1% CH3CN.141 The rate of this reaction was found to be �7 times fast than the
reaction catalyzed by a mononuclear Zn(II) complex of bpta (Fig. 25). A pH-rate



Fig. 56 L28–L30 ligands.
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profile for the reaction involving [(BPAN)Zn2(m-OH)(m-Ph2PO2)](ClO4)2 revealed an
inflection point at pH ¼ 6.97. This value matches a pKa value determined by po-
tentiometric titration and is assigned to the deprotonation of the bridging water
ligand in ([BPAN)Zn2(m-OH2)(m-Ph2PO2)](ClO4)3. These combined results indicate
that the bridging hydroxide moiety in ([BPAN)Zn2(m-OH)(m-Ph2PO2)](ClO4)2 is the
base involved in catalyzing the intramolecular transesterification reaction. Further
studies indicated that the bridging hydroxide moiety serves as a general base in the
HPNP-transesterification reaction.

The [(BPAN)Zn2(m-OH)(m-Ph2PO2)](ClO4)2 complex also promotes the hydrol-
ysis of bis(4-nitrophenyl) phosphate.140 This reaction proceeds via initial coordina-
tion of the substrate to the binuclear zinc complex (K ¼ 86732M�1). Studies of the
effect of pH on this reaction revealed a kinetic pKa of 7.0670.05, which is consistent
with deprotonation of a bridging water molecule. Thus, a bridging hydroxide is the



Fig. 57 Proposed reactive species in the hydrolysis of bis(4-nitrophenyl) phosphate pro-
moted by [L30Zn2(OH)]3+.
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reactive species, which could either act as a nucleophile or as a general base. These
two possibilities were distinguished by reducing the amount of water present in
the reaction mixture, with acetonitrile being used as the cosolvent. This produced
a slowing of the rate of phosphate diester hydrolysis indicating that a general
base-type mechanism is operative (Scheme 35). Notably, [(BPAN)Zn2(m-OH)(m-
Ph2PO2)](ClO4)2 is only 1.8 times more reactive toward bis(4-nitrophenyl) phos-
phate than a mononuclear zinc complex of the bpta ligand (Fig. 25).

HPNP transesterification (Fig. 40, bottom) is catalyzed by mono- and bizinc
complexes of the cis-2,4,6-traminocyclohexane-1,3,5-triol-contaning ligands (L6,
L31, and L32) shown in Fig. 59.244 For the zinc complexes of L31 and L32, bell-
shaped pH-rate profiles were obtained for the HPNP-transesterification reaction,
indicating deprotonation of two acidic functionalities. The first deprotonation leads
to the formation of the reactive species, whereas the second deprotonation results
in loss of activity. The mononuclear zinc complex of the L6 ligand exhibits a
sigmoidal pH-rate profile, indicating a single deprotonation that leads to reactivity.
Overall, the mononuclear zinc complex of L6 is intrinsically more reactive than
the bizinc complexes of L31 and L32, as evidenced by comparison of their respec-
tive limiting rate constants (klim; [L6Zn]

2+, 9.7� 10�3 s�1; [L31Zn2]
4+, 1.5� 10�3

s�1; [L32Zn2]
4+, 2.6� 10�3 s�1). However, the bizinc complexes have a higher

affinity for the substrate (Kb: [L6Zn]
2+, 33M�1; [L31Zn2]

4+, 107M�1; [L32Zn2]
4+,

67M�1). The mechanism for HPNP transesterification catalyzed by the mono-
nuclear [L6Zn]2+ complex is suggested to involve simultaneous zinc coordination of
the substrate alcohol and phosphate ester groups (Fig. 46). Reactions involving
[L31Zn2]

4+ and [L32Zn2]
4+ may proceed either via the involvement of a zinc-bound

hydroxide acting as a base (Fig. 60, left) or via multiple site activation of the subst-
rate and intramolecular attack of a zinc-bound alkoxide moiety (Fig. 60, right). The
bell-shaped pH-rate profile for the bizinc systems is attributed to the sequential
deprotonation of two zinc-bound water molecules. The first deprotonation reaction



Fig. 58 (top) BDBPH ligand and (bottom) proposed mechanism for tris(4-nitrophenyl)
phosphate hydrolysis.

LISA M. BERREAU158
would yield a Zn–OH species that is active for HPNP transesterification, whereas
the second deprotonation would yield a Zn2(OH)2 species that may interact with the
substrate more weakly, perhaps due to blocking of coordination positions as a
consequence of bridging hydroxide formation.

Binuclear zinc complexes of pyrazolate-based chelate ligands (Fig. 61) exhibit
differing bis(4-nitrophenyl) phosphate hydrolysis reactivity depending on the nature
of the supporting chelate ligand.153 Plots of the pseudo first-order rate constant



Scheme 35 Proposed mechanism for bis(4-nitrophenyl) phosphate hydrolysis promoted by
[(BPAN)Zn2(m-OH)(m-Ph2PO2)](ClO4)2.

Fig. 59 The cis-2,4,6-traminocyclohexane-1,3,5-triol-containing ligands.
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versus pH for phosphate diester hydrolysis promoted by 5 and 6 yielded kinetic
pKa values consistent with the presence of a reactive zinc hydroxide species. Overall,
the reactions are second order and exhibit saturation-type behavior, with 5

(k ¼ (3.370.3)� 10�5M�1 s�1) exhibiting significantly lower reactivity than 6



Fig. 60 Possible mechanistic pathways for HPNP transesterification catalyzed by bizinc
complexes of the L31 and L32 ligands.
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((1.170.1)� 10�3M�1 s�1) at pH ¼ 8.2, presumably because the hydroxide anion is
held more tightly in 5, which diminishes its nucleophilicity. The proposed mech-
anism for bis(4-nitrophenyl) phosphate hydrolysis in these systems involves initial
equilibrium formation of a zinc complex-substrate adduct followed by phosphate
ester hydrolysis. Using this model, substrate binding constants of K ¼ 2473M�1

(4) and 1871M�1 (6) have been determined. These values indicate that the
initial substrate coordination is weak, as has been reported for other binuclear zinc
complexes.140,141

Interestingly, the binuclear zinc O2H3-bridged species 4 is unreactive toward bis(4-
nitrophenyl) phosphate at pH47.5. This is attributed to bidentate coordination of
the substrate to the binuclear zinc complex with complete displacement of the O2H3

unit. The zinc centers in the resulting structure each have a coordination number of
five, and there is likely not room for coordination and activation of a water mol-
ecule. Comparison of the ligand structures in 4 and 6 indicates that while substrate
coordination also occurs in 6, the lower overall coordination number of the sup-
porting chelate ligand enables a coordination position to be available on each zinc
center for formation of a Zn–OH2/Zn–OH moiety. In addition, as 6 exhibits en-
hanced phosphate diester reactivity relative to Zn(ClO4)2, cooperativity between
proximal zinc centers occurs.

Comparison of the bis(4-nitrophenyl) phosphate hydrolysis reactivity of 1 and 2

(Fig. 27) in DMSO:buffered water (1:1) at 50 1C revealed that the complex having
the greater Zn?Zn separation is more reactive (1: k ¼ (1.670.1)� 10�4M�1 s�1; 2:
(4.670.1)� 10�4M�1 s�1).154 pH-rate studies are consistent with the involvement of
a Zn–OH moiety in these hydrolytic reactions. Saturation-type behavior is observed
in terms of substrate concentration for both reactions. Substrate binding constants
were determined (1: k ¼ 19.672.1M�1; 2: 17.971.3M�1) and found to be nearly
identical. Notably, kcat values for 1 ((4.970.4)� 10�6 s�1) and 2 ((2.370.1)�
10�5 s�1) differ by a factor of approximately 5. Thus, the enhanced hydrolytic effi-
ciency of 2 for the hydrolysis of bis(4-nitrophenyl) phosphate is not due to differing
substrate affinities for the complexes, but instead to intrinsically higher reactivity for
the system having the larger Zn?Zn separation.



Fig. 61 Binuclear zinc complex of pyrazolate-based chelate ligands.
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The 2-hydroxypropyl 4-nitrophenyl phosphate (HPNP) transesterification reac-
tivity (Fig. 40, bottom) of binuclear zinc complexes of the dianionic ICIMP and
trianionic BCIMP ligands (Fig. 62) have been compared.245 Notably, both of these
ligands contain imidazole and carboxylate donors akin to protein-derived residues
that are found as ligands to the zinc centers in phosphate-ester-hydrolyzing enzymes
such as phosphotriesterase. The initial rate for HPNP transesterification promoted by
[(ICIMP)Zn2(Ph2Ac)]ClO4 in 50% acetonitrile–water solution (tris buffer) was deter-
mined to be five times faster than the reaction promoted by [(BCIMP)Zn2(Ph2Ac)].



Fig. 62 Dianionic ICIMP and trianionic BCIMP ligands.

Fig. 63 L33 ligand.
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The difference in reactivity for these two complexes is attributed to the availability of
an open coordination position in the ICIMP-ligated complex.

A binuclear zinc complex of the 2,6-bis{[(2-pyridylmethyl)(2-hydroxyethyl)
amino]methyl}-4-methylphenol ligand (L33, Fig. 63) catalyzes the hydrolysis of
bis(4-nitrophenyl) phosphate in aqueous buffer solution to yield 4-nitrophenol and
4-nitrophenyl phosphate.246 Analysis of the pH-rate profile revealed a sigmoidal-
shaped curve with a pKa ¼ 7.13. This value is similar to a deprotonation event
characterized by potentiometric titration and has been assigned to deprotonation of
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a ligand alcohol appendage. Additional kinetic and mechanistic studies in DMSO
solution indicate that a similar reaction takes place under these conditions, thus
providing further evidence that the reactive nucleophile is a zinc alkoxide species. A
proposed mechanism for bis(4-nitrophenyl) phosphate hydrolysis catalyzed by this
binuclear complex involves initial weak coordination (Kb ¼ 16.26M�1) of the phos-
phate diester substrate followed by intramolecular attack of the alkoxide moiety.
Cleavage of the P–O bond of the leaving group (4-nitrophenolate) followed by
displacement of the phosphate monoester product (4-nitrophenyl phosphate) is
proposed to complete the catalytic cycle (Scheme 36).

Binuclear zinc hydroxide complexes of the neutral L34 and L35 (Fig. 64) ligands
promote phosphate ester hydrolysis.247 For L34, dihydroxo ([(L34)Zn2(OH)2]

2+)
and trihydroxo ([(L34)Zn2(OH)3]

+) species show similar second-order rate con-
stants (�6� 10�5M�1 s�1). This level of reactivity is similar to that encountered
for mononuclear zinc complexes and suggests that the zinc centers act independently
in the phosphate ester hydrolysis reaction. This is consistent with the large distance
between the zinc centers imparted by the chelate ligand in these complexes. For the
L35 ligand, the trihydroxo derivative complex exhibits a second-order rate constant
of 4.2� 10�3M�1 s�1. The enhanced reactivity of [(L35)Zn2(OH)3]

+ is suggested
to result from an optimal Zn?Zn distance which enables bridging coordination
of the bis(4-nitrophenyl) phosphate substrate in a complex that also contains a
nucleophilic terminal Zn–OH moiety.

Catalytic HPNP-tranesterification reactivity (Fig. 40, bottom has been reported
for zinc complexes assembled using calix[4]arene ligands (Fig. 65).172,248–251 Com-
plex 9 induces a 23,000-fold rate enhancement over the uncatalyzed intramolecular
cyclization reaction of HPNP.248 Kinetic and mechanistic studies indicate strong
binding of the HPNP substrate to the complex (K ¼ 5.5� 10�4M�1) and a kcat
value of 7.7� 10�4 s�1 at pH ¼ 7.0 in acetonitrile/20mM HEPES (1:1) at 25 1C. As
9 is 50 times more active for HPNP transesterification than 8, which contains only
one zinc center, cooperativity between metal centers occurs in the former complex.
Notably, the monozinc calix[4]arene complex 8 is 6 times more reactive than 7. This
result provides evidence that the hydrophobic calix[4]arene moiety plays an impor-
tant role in the reaction.

Incorporation of internal dimethylamino groups on the calix[4]arene structure
yielded 10, which exhibits a substrate binding affinity that is 30-fold reduced
(K ¼ 0.19� 10�4M�1) and a rate constant that is reduced by a factor of 2
(kcat ¼ 3.6� 10�4 s�1).250 In addition, the pH optimum for 9 (pH ¼ 7.5) is consider-
ably higher than that found for 10 (pH ¼ 6.8) These differences suggest that a
different catalytic mechanism may be operative in the transesterification of HPNP
catalyzed by 9 and 10. For 9, the reaction pathway is proposed to involve activa-
tion of the HPNP substrate by one zinc center, whereas the second zinc center may
coordinate the hydroxyl appendage of the substrate, thus lowering its pKa value, or
may provide a Zn–OH group to deprotonate the substrate (Fig. 66, top). For the
reaction involving 10, double Lewis activation of the substrate is proposed, with an
internal dimethyl amino group serving as the base for deprotonation of the substrate
(Fig. 66, bottom).



Scheme 36 Proposed mechanism for the hydrolysis of bis(4-nitrophenyl)phosphate catalyzed
by a binuclear zinc complex of the L33 ligand.
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Flexibility is important in term of the HPNP reactivity of the calix[4]arene com-
plexes, as evidenced by the fact that the constrained analog 11 (Fig. 65) exhibits both
a lower substrate affinity (K ¼ 0.70� 10�4M�1) and catalytic rate (kcat ¼ 0.95�
10�4 s�1) than 9.249

Positioning of the zinc centers on the calix[4]arene framework also influences
HPNP-tranesterification reactivity.172 Specifically, the 1,2-vicinal complex 12 is a
significantly less effective catalyst for HPNP transesterification than 9.



Fig. 64 L34 and L35 ligands.
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A calix[4]arene derivative having three appended zinc centers (Fig. 67) exhibits
decreased substrate binding (K ¼ 0.70� 10�4M�1) relative to 9 (Fig. 65), but an
increased catalytic rate (kcat ¼ 24� 10�4 s�1) for the transesterification of HPNP.249

The mechanism of this reaction is proposed to involve substrate activation by two
zinc centers, with the third providing a Zn–OH moiety to deprotonate the substrate
(Fig. 67).

Binuclear zinc hydroxide complexes of the Htdmbpo and Hbdmbbppo ligands
(Fig. 68) promote the transesterification of HPNP (Fig. 40, bottom).252 Binding
constants and catalytic rate constants were determined for the respective com-
plexes. The Htdmpo-ligated zinc complex exhibits a slighter higher rate constant
(1.10� 10�3 s�1) than the Hbdmbbppo-ligated complex (8.33� 10�4 s�1). However,



Fig. 65 Calix[4]arene complexes examined for HPNP-transesterification reactivity.

LISA M. BERREAU166



Fig. 66 Proposed mechanistic pathways for the transesterification of HPNP catalyzed by 9

(top) and 10 (bottom).
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Fig. 67 Proposed mechanism for HPNP transesterification catalyzed by a trinuclear
(N3Zn)3-appended calix[4]arene complex. The calix[4]arene unit is not shown for clarity.
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the later complex exhibits substrate binding that is 2.5 times more effective, which
results in a higher overall activity for the complex of the asymmetric Hbdmbbppo
ligand. For these complexes, a mechanism for HPNP transesterification is proposed
wherein the substrate binds to the binuclear zinc center in a m-1,3-bridging fashion,
with a terminal zinc hydroxide moiety serving as a general base for the deproto-
nation of the HPNP alcohol hydroxy group. A similar mechanism has been pro-
posed for HPNP transesterification promoted by a binuclear zinc complex of the
bimido ligand (Fig. 69, top), and a preorganized mixed imidazole/carboxylate-donor
ligand (Fig. 69, bottom).253,254

Extensive studies of HPNP transesterification (Fig. 40, bottom) promoted by
zinc complexes of 1,4,7-triazacyclononane-containing ligands ([(L36OH)Zn]2+ and
[(L(37)O)Zn2]

3+, Fig. 70) have provided important insight into the role of the metal
complex in the reaction.255,256 As shown in Fig. 70, Zn(II) complexes of the L36OH
and L37O ligands can have different protonation states for the alcohol portion of
the chelate ligand. For the mononuclear complex, the alcohol remains protonated
up to pH ¼ 10.4. However, in the binuclear complex, deprotonation of the alcohol
occurs below pH ¼ 6. Ionization of a zinc-bound water molecule occurs with
pKa ¼ 9.2 for the [(L36OH)Zn]2+ and with pKa ¼ 8.0 for [(L(37)O)Zn2]

3+. For
both complexes, it is proposed that this ionization results in the formation of
a terminal Zn–OH moiety, which acts to deprotonate the HPNP substrate in the
transesterification reaction, perhaps through general base catalysis as is shown in
Fig. 60 (left).257,258 Enhanced reactivity for the binuclear [(L(37)O)Zn2]

3+ complex



Fig. 68 Htdmbpo and Hbdmbbppo ligands.
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versus the mononuclear [(L36OH)Zn]2+ complex in this reaction is rationalized on
the basis of cooperative roles for the zinc centers in [(L(37)O)Zn2]

3+ in facilitating
the loss of a proton from the Michaelis complex between the metal complex and the
substrate, and in stabilizing the transition state. Notably, comparison of the second-
order rate constant for HPNP transesterification by [(L(37)O)Zn2]

3+ (0.25M�1 s�1)
with the first-order rate constant for the uncatalyzed reaction (k ¼ 3.8� 10�8 s�1) at
pH ¼ 7.6 indicates that the transition state of the metal-catalyzed reaction is sta-
bilized by 9.3 kcalmol�1. From inhibition studies, it was proposed that 2.4 kcal
mol�1 of this stabilization involves the ground state Michaelis complex whereas
the remaining stabilization is achieved as the transition state for HPNP transesterifi-
cation is approached.



Fig. 69 (top) Structure of bimido ligand and (bottom) preorganized mixed imidazole/
carboxylate-donor ligand.

Fig. 70 [(L36OH)Zn]2+ and [(L37O)Zn2]
3+.
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Binuclear zinc complexes of triazacyclononane-containing ligands having differ-
ent bridge structures (Fig. 71) exhibit second-order rate constants for HPNP
transesterification that are only 3–5 times larger than that exhibited by the mono-
nuclear [(L36OH)Zn]2+ complex.256 This behavior is contrasted by that of



Fig. 71 L38–L40 ligands.
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[(L(37)O)Zn2]
3+, which exhibits a second-order rate constant that is 120-fold larger

than that found for [(L36OH)Zn]2+. This dramatic difference in reactivity for the
binuclear complexes is attributed to cooperative interactions in [(L(37)O)Zn2]

3+

that are not achievable using the binuclear ligands (L38–L40) shown in Fig. 71. For
example, the two centers in [(L(37)O)Zn2]

3+ may be an optimal distance to provide
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electrostatic stabilization of the transition state. Overall, the catalytic power of
[(L(37)O)Zn2]

3+ (Fig. 70, bottom) is approximately half of that exhibited by enzyme
catalysts, with a rate acceleration of 9.8� 106-fold for the transesterification of
HPNP. This acceleration is primarily attributed to electrostatic stabilization of
the anionic transition state of the reaction by the compact cationic zinc complex.258

On the basis of these results, it has been argued that electrostatic considerations
should be a primary issue in the design of new small molecule catalysts for phos-
phate diester cleavage.

A few trinuclear zinc complexes have been reported that promote the cleavage of
phosphate esters. For example, calix[4]arene systems having three N3-ligated Zn(II)
centers, and which promote the transesterification of HPNP, have been previously
Fig. 72 L41 and L42 ligands.
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discussed herein.249 Trinuclear zinc complexes having N4-donor macrocyclic donors
(L41 and L42, Fig. 72) coordinated to each zinc center form mono-, di-, and
trihydroxo complexes in aqueous solution. For both ligand types, only the di- and
trihydroxo species ([(L41/42)Zn3(OH)2]

4+ and [(L41/L42)Zn3(OH)3]
3+) promote

bis(4-nitrophenyl) phosphate hydrolysis.259 The reactivity found for these multi-
nuclear complexes significantly exceeds that exhibited by the mononuclear complex
[([12]andN4)Zn(OH)]+, indicating a cooperative effect between the zinc centers in
the trinuclear complexes. For these reactions, an associative mechanism is proposed
wherein the bis(4-nitrophenyl) phosphate substrate initially bridges two zinc centers
and subsequently undergoes nucleophilic attack from a terminal Zn–OH moiety on
the third zinc center. In support of this proposal, it was noted that higher reactivity
is found for the L42-ligated system, which has higher pKa values for the formation
of Zn–OH species. Notably, in these systems, similar second-order rate constants
are found for the phosphate ester cleavage reactions promoted by the bis- and
trihydroxo derivatives. This is likely due to a lower Lewis acidity for the zinc centers
in the trihydroxo complex, which would modulate the degree to which the complex
can activate the substrate toward nucleophilic attack. Therefore, despite an expected
higher nucleophilicity for the Zn–OH units in the trihydroxo complex, similar over-
all hydrolysis reactivity to the bishydroxo complex is observed.

Outside the scope of coverage of this contribution are studies of zinc complexes
having peptide-based ligands260–262 and Zn(II)-complex-promoted reactions involving
RNA or DNA hydrolysis.261,263–288
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Abstract

Much of carbohydrate chemistry and biochemistry is centered on bond forming
and bond breaking reactions at the anomeric carbon of glycosides. No single mech-
anism adequately covers the scope of these reactions, because differences in sugar
substituents, stereochemistry, leaving groups, nucleophiles, and catalysts can influ-
ence the mechanistic pathway taken. The influence of solvent is only now beginning
to become apparent in greater detail. Several methods exist to probe the mechanisms
of these reactions; they include a variety of kinetic studies, including isotope effects,
and computational methods. It has been found that typical reactions will uniquely
utilize a mechanism somewhere within a continuum between ANDN and DN+AN

mechanisms. With knowledge of the factors that determine the mechanism, synthetic
method development will be furthered and a deeper understanding of biological
catalysis is likely to be gained.
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1 Scope and rationale for this review

This chapter is focused primarily on the mechanisms of non-enzymatic nucleophilic
displacement reactions at the anomeric carbon of glycopyranosides. This includes
solvolysis (primarily hydrolysis) reactions and reactions leading to creation of
glycosides (glycosidation). Interestingly, a rich chemistry of the anomeric carbon
functioning as a nucleophile is known, but will not be covered here.1 Enzyme-cat-
alyzed glycosyl transfer reactions are not the focus of this review, however excellent
reviews are available that treat N- and O-glycohydrolase enzyme mechanisms.2–4

This review is primarily focused on the literature from 2002. Interested readers are
referred to the excellent reviews5,6 by Bennet and Kitos, and Berti and Tanaka which
cover work prior to 2002. Some of the key areas of coverage include the issue of the
timing of steps in reactions at the anomeric carbon, the role of substituent identity
and stereochemistry in reactivity and product stereochemistry at the anomeric cen-
ter, lifetime of glycosyl oxocarbenium ions, computational analyses of reaction
pathways and conformational analysis of oxocarbenium ions, and gas-phase studies
of oxocarbenium ions. Despite some overlap with prior reviews, several highlights
from the relevant literature are first presented to facilitate readers’ perspectives.

There are several reasons for interest in the mechanistic chemistry of the glycosidic
bond. First, carbohydrate chemistry is one of the oldest areas of inquiry in organic
chemistry, yet still remains an extremely active field in synthetic, mechanistic, and
biochemical studies. The driving force for this is a combination of different factors.
In biology, complex carbohydrates play a critical role in cellular recognition events
and disease states.7,8 Mechanistic studies can impact many aspects of biological
science by providing a solid basis for understanding factors important in the bio-
synthesis of glycans. The richness and diversity of carbohydrate structures begins at
the level of the many variations in the monosaccharide building blocks. This is
further expanded by the many regioisomers and stereoisomers that can be obtained
when oligosaccharides and higher polymers are assembled by creation of the
glycosidic linkage between monosaccharides. As will become apparent in later sec-
tions, the fundamental chemistry of the glycosidic carbon is exquisitely sensitive to
the three-dimensional disposition, and identity of functional groups that surround it.
Considerable work remains to characterize and understand these factors in detail.
Further, synthetic chemists are pressed to assemble ever more complex saccharide
structures. Mechanistic understanding of the basic process of glycoside hydrolysis
and formation is likely to facilitate further synthetic method development9 and
continue to provide insights into enzyme catalytic mechanisms. Finally, as a purely
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intellectual pursuit, the mechanisms of nucleophilic displacements at glycosidic car-
bon turn out to be rather interesting, because no single mechanism exists. Rather, a
mechanistic continuum is operative, and the precise mechanism is a complex func-
tion of saccharide structure, leaving group properties, nucleophile properties, sol-
vent, and the nature of catalysis. The tools of kinetic isotope effects (KIEs),
computational methods, and even gas-phase chemistry are now being applied to
more complex systems, often of direct synthetic relevance.
2 Introduction and general points

In the simplest sense, the reaction under discussion is the net exchange of a nu-
cleophile for a leaving group, often an alkoxy substituent, at C-1 (the ‘‘anomeric’’
carbon) in a cyclic acetal or ketal as shown in Scheme 1.

An important structural distinction must be made between simple acetals and
ketals versus their more complex carbohydrate homologs, the aldoses and ketoses.
The rich hydroxylation patterns found in the naturally occurring saccharides can
impact the mechanisms and outcome of nucleophilic displacement reactions. This
review is primarily focused on nucleophilic displacements at the anomeric center of
glycosides, though some reference to model acetal chemistries will be made. Aldo-
furanose and aldopyranose anomeric carbons have a secondary substitution pattern,
one group being the ring alkoxy and the other the ring alkyl substituents. The cyclic
forms of ketoses can be considered to have tertiary anomeric centers. The cleavage
of a glycosidic bond only occurs significantly under acid catalysis; rates of hydrolysis
are greatly diminished at neutral and alkaline pH values for alkyl aglycons,10 though
spontaneous or base-catalyzed loss of aglycon can be significant for leaving groups
that are either highly stabilized or positively charged in the glycoside. Capon11 has
extensively reviewed the literature for acid-catalyzed hydrolysis and glycosylations
prior to 1969, and Cordes and Bull12 have reviewed the mechanisms for hydrolysis
of acetals and related compounds.

A closer look at glycoside chemistry, utilizing analyses of product stereochem-
istry, trapping experiments, and KIEs reveal that much like displacement reactions
at secondary aliphatic carbon, a mechanistic continuum is possible ranging from
dissociative loss of the aglycon, first producing a solvent-equilibrated glycosyl ox-
ocarbenium ion, followed by nucleophilic capture, to an associative mechanism,
featuring concomitant attack of a nucleophile and loss of the aglycon.13 The IUPAC
nomenclature will be favored here, thus the two limiting processes mentioned above
are referred to as (DN+AN) and (ANDN), respectively.

14 These two extremes rep-
resent an oversimplification of the nature of possible intermediates; Scheme 2
illustrates an expanded view of the possible steps that may be relevant in a glycoside
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solvolysis or nucleophilic displacement reaction. Richard and coworkers have re-
cently reviewed mechanistic considerations of ion pairing for solvolysis of non-
glycoside compounds.15

Where the reacting sugar is finally captured in the mechanistic scheme, Scheme 2
will be determined by the nucleophilicities of the leaving group X and Nu, solvent
effects, and the stability of the oxocarbenium ion. An early insight into the mech-
anism of substitution at the glycosidic carbon comes from the observation that few
of these reactions are stereospecific; immediately arguing for mechanisms that will
typically involve oxocarbenium ions. As will be discussed, oxocarbenium ion chem-
istry is dominant but not exclusively so, since there is good evidence to suggest that
ANDN processes do occur.

The acid-catalyzed cleavage of a glycosidic bond can involve exocyclic cleavage of
the protonated glycoside, or first involve endocyclic cleavage of the ring C–O bond,
in a pathway that involves more steps to lead to the final substitution product
(Scheme 3). Reactions of pyranosides have generally been considered to proceed
with exocyclic C–O cleavage, however there are indications that the endocyclic
pathway can be operative.16–18

In studies employing a pseudosymmetric deuterated acetal (Scheme 4), Anslyn
and coworkers explored the preference for endocyclic versus exocyclic cleavage as a
function of the starting acetal stereochemistry.17 They found that the a-acetal with
the leaving isopropoxyl group axial gave only products arising from the exocyclic
pathway, while the b-configured anomer afforded products deriving from both
pathways. An analysis of the effect of temperature on the product distribution for
methanolysis of the b-acetal allowed calculation of DHz and DSz for the endo- and
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exocyclic paths. Increasing fractions of endocyclic cleavage were observed at
decreasing temperatures. The enthalpy and entropy activation parameters for endo-
cyclic cleavage were 19.271.4 kcalmol�1 and �12.676.1 e.u., while for exocyclic
cleavage they were 22.871.1 kcalmol�1 and 3.773.8 e.u. While the respective ent-
halpic terms are quite similar there is a substantial difference in the entropic terms
which accounts for the diminishing amount of exocyclic cleavage at lower temper-
atures. Further, the �12 e.u. observed for the endocyclic activation entropy was
considered to be too negative to be solely accounted for by freezing of the exocyclic
C–O bond in the transition state. Thus the large negative value was used to propose
that nucleophilic participation (by solvent) is a larger component of the endocyclic
pathway than found for the exocyclic pathway. These conclusions need to be con-
sidered cautiously since the differences in entropy of activation could reflect differ-
ences in solvation without requiring nucleophilic participation per se. For example,
in the endocyclic model, liberation of the endocyclic oxygen could in principle in-
volve a different change in solvent structure than for liberation of the exocyclic
aglycon oxygen. The modest enthalpic advantage to the endocyclic route was ra-
tionalized on the basis of the endocyclic bond being weakened due to partial n-s*
donation from the exocyclic O to the anomeric carbon. There are few confirmed
reports of endocyclic cleavage of pyranosides, and it is generally assumed that the
exocyclic pathway is operative. What is certain from these model studies is that an
endocyclic pathway may be competitive with exocyclic pathways under the appro-
priate conditions, including a b-aglycon leaving group, and lower temperatures. This
point is worth keeping in mind.
3 Key experimental methods

Two invaluable methodologies that can probe the structure of transition states and the
lifetimes of short-lived glycosyl oxocarbenium ion intermediates are KIEs and com-
petitive trapping methods. This section presents a brief overview and discussion of
these methods; readers are referred to excellent reviews for more in depth commen-
tary.6,15 Sugars are extremely well suited to KIE studies because all of the atoms at and
around the glycosidic bond can be isotopically labeled to report on changes in bonding
that occur in proceeding from the ground to transition states. Scheme 5 illustrates the
positions about a glycoside that can be labeled and are particularly useful.

The a-2H (or 3H) secondary KIE has seen extensive application in glycoside
cleavage reactions. To a lesser degree, secondary b-2H (or 3H) and primary 13C (or
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14C) isotope effects have also been employed. The a-effect arises when the force
constants at the anomeric carbon differ in the rate-limiting transition state from the
ground state. This KIE has been taken to provide a measure of the degree of
rehybridization from sp3 towards sp2 at the transition state. Often, a sizeable isotope
effect at H-1 has been used to suggest that the mechanism of the hydrolysis is a
dissociative one, with the implication that an oxocarbenium ion intermediate is
formed subsequent to the transition state reported on by the KIE. This may be in
error however, because even in a concerted bimolecular process, the hybridization at
the anomeric carbon is changing and therefore this alternate mechanism is not ruled
out by the observation of an a-deuterium KIE. Probably for synthetic reasons, the
b-deuterium and primary carbon effects have been employed less often. This is
unfortunate, because they provide a clearer picture of the reaction mechanism. The
origin of the b-KIE is primarily due to hyperconjugation between the b-hydron and
the partially vacant orbital at C1. The isotope effect is sensitive to charge devel-
opment at the anomeric carbon, and provides a more reliable estimate of charge
than the a-effect can. The primary carbon isotope effect is complementary to the
b-deuterium KIE. The origin of the KIE at carbon is related to the net loss of
vibrational energy between ground state and transition state, along with a contri-
bution to reaction coordinate motion. Concerted bimolecular displacements pro-
duce large KIEs (13/12k41.03; 14/12/k41.06) while dissociative reactions that feature
oxocarbenium ion-like transition states without nucleophilic participation have
KIEs that are below 1.03 or 1.06, respectively, for 13C or 14C isotopes.

Thus, a pattern of a large b-deuterium KIE and a small carbon KIE are indica
tive of a dissociative transition state, while small b-deuterium isotope effects and a
large carbon isotope effect provide the signature of an associative transition
state involving both a leaving group and a nucleophile. Observation of the latter
pattern then necessarily rules out an oxocarbenium ion intermediate, and strongly
points towards an ANDN mechanism. On the other hand, KIEs that identify a
dissociative transition state cannot rule out the case of a very weakly associated
nucleophile, and cannot report on post-rate-determining events. Ring 18O KIEs
can report on bonding changes between the anomeric carbon and the ring oxygen
(i.e. C1–O5 in a pyranose). In a mechanism involving oxocarbenium ion-like
transition states, the participation of non-bonding electrons of the ring oxygen
causes a net tightening of force constants around this atom, with an associated
inverse KIE with values between 0.98 and 1.00. It is interesting to consider how
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possible changes in solvation at O-5 between the ground and transition states might
perturb the O-18 KIE.

For substitution mechanisms that involve formation of a discrete oxocarbenium
ion intermediate, it is possible to trap the intermediate with nucleophiles that result
in configurationally stable products. A stereochemical analysis leads to information
about the concertedness of the reaction, and quantification of the ratio of products
arising from the solvolytic capture to products arising from capture by added nu-
cleophile can provide an estimate of the lifetime for the oxocarbenium ion. In the
absence of other nucleophilic species, the solvolytic capture by water is not a useful
stereochemical probe because the products often mutarotate at a rate that is far too
great to allow identification of the initially formed product’s stereochemistry. If
stable product mixtures are obtained that reflect both retention and inversion with
respect to the original glycosidic stereochemistry, this indicates that the reacting
glycon has progressed to solvent-separated and/or -equilibrated oxocarbenium ions.
If inversion is observed, this could indicate either an ANDN mechanism or reaction
with nucleophile from an intimate ion pair. Depending on the relative values of the
rate constants, multiple reaction modes could operate simultaneously. Trapping
with powerful nucleophiles such as azide affords the possibility of ‘‘clocking’’ the
lifetime of reactive oxocarbenium ion species. The rate diffusion controlled rate
constant for capture of a carbenium ion by a strong negatively charged nucleophile
is approximately 5� 109M�1 s�1.15 In a competitive trapping experiment, in which
the same oxocarbenium ion species can be captured by azide or solvent (typically
water), product ratios for azide versus solvent trapped product yields the ratio of
rate constants. The known rate constant for the azide reaction allows determination
of the rate constant for the water reaction, and its reciprocal represents the lifetime
of the cation. Note that highly stabilized carbenium ions may have an intrinsic
barrier to capture by azide, and for such species the assumption of diffusion con-
trolled capture will not be valid.19 Sugar-derived oxocarbenium ions are on the order
of stability of the t-butyl cation, and are sufficiently reactive to lend themselves to
this methodology.
4 Studies of glucosides

SOLVOLYSIS AND TRAPPING EXPERIMENTS

A little over 30 years ago it was commonly thought that acid-catalyzed aldopy-
ranoside substitutions at the anomeric carbon proceeded by dissociative mechanisms
that involved oxocarbenium ion intermediates (formerly referred to as ox-
ycarbonium ions).11,12 However, evidence was available that suggested this gener-
ality might not be valid. Vernon and coworkers showed that methanolysis of phenyl
glucopyranosides proceeds with considerable inversion of configuration, suggesting
that the oxocarbenium ion species was not solvent equilibrated.20 Interestingly, that
same study presented an early use of 18O leaving group KIEs, and used these data to
argue in favor of a dissociative mechanism involving exocyclic glycosidic bond
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cleavage. A quantitative sense of the degree of stability of oxocarbenium ion species
was lacking however. In mixtures of ethanol/trifluoroethanol, solvolysis of glu-
copyranosides yielded product distributions that were sensitive to both leaving
group and the starting anomeric configuration.21 This result is inconsistent with a
mechanism involving a solvent-equilibrated oxocarbenium ion. Interestingly, the
proportion of ethyl glycoside to trifluoroethyl glycoside did not correlate with
retention or inversion pathways – surprising, given the greater nucleophilicity of
ethanol. This led to the conclusion that the transition state involved the solvent’s
facilitation of leaving group departure.21

In 1986, Bennet and Sinnott reported a comparison of salt effects for solvolysis of
aldopyranosides versus methoxymethyl acetals in water, as part of a larger study
that featured KIEs for glucoside hydrolysis.22 It was found that dinitrophenyl
(DNP) glucoside hydrolysis was nearly insensitive to addition of a variety of salts
having a wide range of nucleophilicities and basicities, while the methoxymethyl
acetals were clearly sensitive to the nucleophilicity of the added salt. The results led
to the conclusion that the glucopyranosides did not involve a nucleophilic compo-
nent at the transition state, possibly explained by the stricter steric requirements for
attack at the more hindered secondary anomeric carbon of an aldopyranosyl ring as
compared to the primary carbon of a methoxymethyl compound. Though not proof,
the results suggested that an oxocarbenium ion intermediate with a very short life-
time was formed.

In 1989, Amyes and Jencks reported a study of azide common ion inhibition for
solvolysis of a series of a-azido ethers (Fig. 1).23 The rate constants kHOH for ad-
dition of water to the oxocarbenium ions were determined with an assumed diffu-
sion controlled second-order rate constant kaz of 5.0� 109M�1 s�1 for attack on the
oxocarbenium ion by azide and the observed rate suppression by varying concen-
trations of added azide, as determined from Equation (1). With kHOH in hand, the
lifetime of the oxocarbenium ion was taken as kHOH

�1

kobs ¼ ksolvkHOH=k kHOH þ kaz½N
�
3 �

� �
(1)

From the estimated lifetimes for the series (Fig. 1), it was possible to propose a series
of substituent effects on oxocarbenium ion lifetime, which were then used to
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Fig. 1 Oxocarbenium ion lifetimes in aqueous solution. Adapted from Ref. [23].
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estimate that the lifetime of a glycopyranosyl oxocarbenium was on the order of
10�12 s. Estimates of the equilibrium constants for formation of the oxocarbenium
ion from the azido ether were also reported in this study. They were obtained by
dividing the observed first-order rate constant for solvolysis by the apparent first-
order rate constant for capture of the oxocarbenium ion by azide at a given con-
centration. The results are interesting and show that substituents have a greater
effect on Keq for oxocarbenium ion formation than for the rate at which water
captures the oxocarbenium ion. A comparison pertinent to sugar chemistry is
between the acetone O-methyl and the b-methoxy acetone O-methyl oxocarbenium
ions which serve as models for the glucosyl and 2-deoxyglucosyl oxocarbenium ions,
respectively. The observed rate constants for capture of these two species by water is
differed by a factor of 4, but the ratio of the equilibrium constants for formation of
these species is approximately 600. Thus, 2-deoxysugar oxocarbenium ions have a
significantly greater intrinsic stability than their 2-hydroxy counterparts, but their
reactivity is very much the same. This provides an indication that the transition
states for their capture is early.

It has been shown that changes of leaving group and nucleophile can affect the
nature of the substitution reaction in a profound way. The a-anomer of glucopyra-
nosyl fluoride was examined in its reaction with a charged and uncharged
nucleophiles in water.24 Reactions were first order in concentration for anionic
nucleophiles, but the rate was independent of concentration of uncharged (amine)
nucleophiles. The Swain–Scott plot (Fig. 2) of the second-order rate constants for a
given anionic nucleophile versus its n value had a modest slope of 0.18, indicating a
weakly nucleophilic transition state. The stereochemical course of the reaction was
complete inversion for azide as the nucleophile, consistent with a mechanism
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water. Adapted from Ref. [24].
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involving a concerted bimolecular substitution at the anomeric carbon. By product
analysis, all of the b-azido glucoside observed could be accounted for by the ob-
served second-order rate constant for the azide reaction. This excludes any signifi-
cant contribution to the reaction from azide trapping of solvent-separated or
-equilibrated oxocarbenium ion species. On the other hand, a modest rate depend-
ence on [nuc�] could be rationalized on the basis of a stepwise preassociation
mechanism in which a tight ion pair reacts with the nucleophile. However, the
Swain–Scott plot is linear over the region of nucleophiles stronger and weaker than
fluoride. In the stepwise mechanism, there would be a break in the plot corre-
sponding to a change in rate-determining step with nucleophiles better than the
leaving group fluoride. This can be rationalized by the idea that loss of fluoride is
slower than attack by a better nucleophile, but with weaker nucleophiles, fluoride
loss is faster, leading to a non-linear free energy relationship. The results with the
fluoro leaving group lead to another key aspect of nucleophilic substitution at the
anomeric center, namely that the nature of the leaving group can determine whether
or not an intermediate can exist. In this case, the fluoride leaving group is an
effective nucleophile for the return reaction from the ion pair, so in the presence of
fluoride, the ion does not exist in an experimentally detectable way. Leaving groups
such as alkoxy are protonated at the transition state in acid-catalyzed hydrolysis and
are much less effective nucleophiles from the ion pair, being uncharged. They are
able to diffuse away more rapidly than recapture the oxocarbenium ion, allowing
this species to exist as a discrete intermediate.
KIE STUDIES

The acid-catalyzed hydrolysis of a- and b-methyl glucopyranosides has been studied
with multiple KIEs.22,25 Scheme 6 presents a composite representation of the isotop-
ically substituted positions used in the studies. Table 1 presents selected KIE results.

Several observations bear mention from this study. First, both anomers hydrolyze
via transition states that have substantial oxocarbenium ion character (significant
b-2H effects) are lacking in nucleophilic participation (small 13C KIEs), and are late
with respect to loss of the methyl alcohol aglycon (significant leaving group, 18O
KIE). These results are consistent with a DN*AN or DN+AN pathway. Closer
inspection of the data reveals significant differences in the b-D KIEs and ring 18O
KIEs for each anomer. This led to the conclusion that there are differences in the
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Table 1 Selected KIE results22,25

Isotope label a-methyl glucoside KIE b-methyl glucoside KIE

a-D 1.137 1.089
b-D 1.073 1.045
18O-methoxyl 1.026 1.024
18O-ring 0.996 0.991
13C-anomeric 1.007 1.011
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transition state conformation of each sugar. Namely, the a-anomer proceeds via a
flattened 1S3 skew boat transition state, while the b-anomer resembled a flattened
4C1 chair at the transition state. The lack of any observed nucleophilic character
(small primary 13C KIEs) in these transition states supports the idea that subsequent
oxocarbenium ion intermediates are formed as discussed above.

Following Banait and Jencks24 work on azide trapping of fluorosugars, Sinnotts
group measured the KIEs for this and related nucleophilic displacements of fluor-
oglucosides.26 Perhaps the most important KIE was the primary 13C KIE at the
anomeric carbon. Hydrolysis of a-fluoroglucopyranoside resulted in large 13C KIEs
of 1.032, indicative of a transition state having bimolecular character and significant
nucleophilic participation. The b-2H KIE was still substantial at 1.067, indicating
that the transition state had oxocarbenium ion character. In accord with the b-2H
KIE, the 18O KIE for the ring oxygen atom was strongly inverse at 0.984 indicating
that the ring oxygen was in a tighter environment at the transition state compared to
the ground state. In terms of structure this corresponds to the endocyclic O-an-
omeric C bond as having partial double bond character, or being ‘‘oxocarbenium
ion like’’. Taken together, the KIEs point to a transition state that is exploded with
regard to bond order to the departing fluoride and incoming water, but still involves
bonding between each of these groups and the anomeric carbon. The KIE data also
point to another subtlety in the reactivity of glucose towards nucleophilic substi-
tution. The b-D-fluoroglucopyranoside hydrolysis reactions show a smaller 13C KIE
(1.017) indicating less nucleophilic participation in this transition state. In the pres-
ence of azide, the 13C KIE for substitution of a-D-glucopyranosyl fluoride rises
dramatically to 1.085. This KIE is the signature for a concerted bimolecular dis-
placement, and demonstrates that in the presence of a suitable nucleophile, and a
nucleophilic leaving group, the oxocarbenium ion pathway is not followed.
5 Studies of deoxyglucosides

MECHANISMS

The solvolysis of 2-deoxyglucopyranosides has been studied extensively by the
Bennet laboratory with emphasis on the progression through the dissociative mech-
anistic continuum and characterization of the lifetime of the 2-deoxyglucosyl ox-
ocarbenium ion.
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Solvolysis of both a- and b-2-deoxyglucopyranosyl-isoquinolinium salts allowed
generation of oxocarbenium ions with a poorly nucleophilic leaving group (Scheme 7).
It was observed that solvolysis of the b-anomer in the presence of the series of nu-
cleophilic monoanions AcO�, Cl�, Br�, and N3

� gave a Swain–Scott parameter of
0.0370.05. Similarly, solvolysis of the a-compound in the presence of the same series
of salts afforded a Swain–Scott parameter of 0.0370.10. The results indicate little or
no sensitivity to anion nucleophilicity and therefore point to a mechanism that does
not involve an ANDN transition state.27,28

Later work concluded that while the 2-deoxyglucosyl isoquinolinium compounds
do not react by an ANDN mechanism, neither do they solvolyze via a free
oxocarbenium ion.29 The key result was the observation that in aqueous/alcohol
mixtures, solvolysis of 2-deoxyglucopyranosyl-isoquinolinium anomers affords di-
astereomeric product mixtures whose composition depended on the starting an-
omeric configuration of the glycoside. This ruled out a solvent-equilibrated
oxocarbenium ion intermediate for the solvolysis of the diastereomeric glycosides.
This narrows the focus of the mechanistic framework for the formation of substi-
tution products at the stage of an ion–molecule pair and a solvent-separated
ion–molecule pair. In methanol/water and ethanol/water systems the a-anomer
showed a modest preference for formation of inverted products, while the b-anomer
showed a strong preference for inversion. The observation of some retained product
in all cases demonstrates that the reaction manifold must include the solvent-sep-
arated ion–molecule complexes. Interestingly, in trifluoroethanol/water mixtures,
the a-anomer afforded the retention products as the major component, and fol-
lowing this same trend, the b-anomer showed reduced preference for inversion. The
model invoked to explain this pattern (Scheme 8) involves general base catalysis
from isoquinoline in the solvent-separated ion–molecule complex, providing a bias
towards retention.
LIFETIMES OF OXOCARBENIUM IONS

Solvolysis of 2-deoxyisoquinolinium salts in the presence of azide does not show
ANDN kinetic behavior, and the 2-deoxyglucosyl oxocarbenium ion is not solvent
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equilibrated. Its reactions will occur from solvent-separated ion or ion–molecule pairs
in the DN*AN mechanism.29 In the presence of the good nucleophile azide, compet-
itive trapping of the oxocarbenium ion yields a mixture of 2-deoxyglucose and in-
verted 1-azido 2-deoxyglucoside. That the inverted azido product predominated
indicates that the collapse of the solvent-separated ion pair of azide and oxocarbenium
ion to intimate ion pair is faster than reorganization of the solvent-separated ion
pair to place azide on the other face of the oxocarbenium ion (Scheme 9). The net
rate constant of diffusion of a leaving group from the oxocarbenium ion and
solvent reorganization, kform, can be estimated to be on the order of 1� 10�11 s, as
described.15 Thus, the 2-deoxyglucosyl oxocarbenium ion is very much on the border
of having a real lifetime, but can be detected.

As a result of these studies, and the approximately 4-fold greater stability attrib-
uted to 2-deoxyglycosyl oxocarbenium ions over their 2-hydroxy counterparts, Zhu
and Bennet estimated that the lifetime for the 2-deoxyglucosyl oxocarbenium ion is
on the order of 2� 10�11 s, and �10�12 s for the glucosyl oxocarbenium ion in water,
consistent with prior results.29
6 Studies of N-acetyl neuraminic acids

N-acetyl neuraminic acid (NeuAc) is a saccharide of unusual structure compared to
glucose, fructose, and other common monosaccharides (Scheme 10). The sugar is
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formally a 2-deoxyketose, and additionally has a carboxylic acid residue attached to
the anomeric center. The carboxyl group is highly acidic with a pKa of approxi-
mately 2.7 for O-glycosides and 0.36–0.74 for cationic N-glycosides.30–32 Within the
context of nucleophilic substitution at the anomeric carbon, the chemistry is
potentially richer than for glucose and other aldoses. As discussed earlier for
2-deoxyglucose, the absence of a hydroxyl substituent adjacent to the anomeric car-
bon is stabilizing for oxocarbenium ion-like transition states and for the interme-
diates which could be subsequently formed. NeuAc is not a typical ketose; the
anomeric center is substituted with an electron-rich and potentially nucleophilic car-
boxylate group. One could consider the potential of this group to participate in
displacement reactions at the anomeric center, or functioning to stabilize an ox-
ocarbenium ion intermediate, and/or acting as an intramolecular general base to
facilitate capture of the oxocarbenium ions by nucleophiles as indicated in Scheme 11.
KIE STUDIES

b-dideuterium, primary 14C, and primary 13C KIEs have been measured for NeuAc
glycoside hydrolysis containing a-p-nitrophenyl, b-cytidine monophosphate, and
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a-lactosyl glycosides (Scheme 12). Note that the structure of NeuAc precludes
measurement of a-secondary hydrogen isotope effects. A primary 14C KIE of 1.030
was observed for solvolysis of CMP–NeuAc at pH 5.0.31 As discussed earlier, a
carbon KIE of this low is indicative of a transition state lacking significant nu-
cleophilic assistance. Acid-catalyzed solvolysis of NeuAc a (2-3) lactose afforded a
13C KIE of 1.016, which compares well to the 14C for solvolysis of CMP–NeuAc.33

Again, the results indicated that the transition state involved insignificant nu-
cleophilic participation. From the limited results available, the degree of nu-
cleophilic participation is the same for solvolysis of NeuAc glycosides whether the
starting configuration is a or b, and with leaving groups of low and high reactivity.
Though the C2 anomeric carbon of NeuAc has three non-hydrogen substituents and
is somewhat hindered, it is interesting that ‘‘ANDN-like’’ chemistry has been iden-
tified for NeuAc in the case of the trans-sialidase enzyme. Trans-sialidase-catalyzed
substitution of NeuAc a (2-3) lactose affords large (1.03) primary 13C KIEs, which
led to the conclusion that a covalent intermediate was formed on the enzyme.33 This
was confirmed by isolation of radioactive enzyme substrate adducts in quench ex-
periments34 and subsequent kinetic and structural studies with fluoro NeuAc subst-
rate analogs.35,36 One interesting lesson in all of this is that while solution studies of
NeuAc solvolysis mechanisms have thus far shown no indication of a propensity
towards ANDN chemistry, an enzyme can utilize this pathway, despite the bulky
environment at the anomeric center. Finally, with regard to carbon isotope effects,
KIEs have not been measured for a-aryl or pyridinium glycosides of Neuac. This is
of some importance, because as will be discussed below, there are conflicting opin-
ions regarding the likelihood of nucleophilic participation of the carboxylate group.

b-deuterium isotope effects point to varying degrees of oxocarbenium ion devel-
opment in the transition state, depending on the leaving group. Solvolysis of
CMP–NeuAc31 at pHs 4.0, 5.0, and 6.0 proceeded with observed b-dideuterium
KIEs of 1.2570.02, 1.27670.008, and 1.35470.008. Some elimination to 2,3-de-
hydro NeuAc37 accompanied solvolysis at pH 5.0 and 6.0 (but not at pH 4.0) so it
was necessary to account for the contribution that b-elimination makes to the
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observed isotope effect.31 Studies of the effect of buffer concentration on elimination
argued against buffer functioning as a general base in the elimination reaction.
Further, production of 2,3-dehydro NeuAc from CMP–NeuAc is nearly pH inde-
pendent between pH 8.0 and 10.0.37 Solution of simultaneous equations for the KIE
data at pH 5.0 and 6.0 with 0.02 and 0.095mol fractions for elimination, respectively,
yielded values of 5.1 and 1.26 for the primary and secondary KIEs. Solvolysis of
CMP–NeuAc at pH 4.0 proceeds without detectable b-elimination, and affords a
b-2H KIE of 1.2570.02, in excellent agreement with the estimated value above. The
large value observed for the dideuterium KIE is significant, because it indicates that
the transition state is late with respect to loss of the leaving group and the anomeric
carbon bears considerable positive charge. The b-deuterium isotope effects are lower
for alkyl or aryl NeuAc glycosides; note however that these substrates (Scheme 12)
have the a-configuration, whereas CMP–NeuAc is a b-glycoside. Sinnott and co-
workers30 reported a series of b-2H isotope effects for solvolysis of a-p-nitrophenyl
NeuAc. At pH 1.00, the carboxyl group of a-p-nitrophenyl NeuAc (pKa 2.69) is
largely protonated, and the observed b-dideuterium KIE was 1.10. Interestingly, the
isotope effect drops as the carboxyl group ionizes. At pH 2.69 the observed KIE was
1.08, and at pH 6.67 it was 1.07. The interpretation of these data involved a late
transition state with respect to departure of p-nitrophenolate, but involved
nucleophilic participation once the carboxyl group was ionized. Solvolysis of Ne-
uAc-a(2-3) lactose at pH 1.0, 37 1C, afforded a b-deuterium KIE of 1.11,33 virtually
identical to the value measured for the p-nitrophenyl NeuAc glycoside.30 At this pH
the leaving groups could be considered to be of approximately equal reactivity (as
protonated oxonium ions) and so the similarity of the two isotope effects argues for
similar transition states. Taken with the primary 13C data, the results indicate that the
transition state at low pH does not involve nucleophilic participation. Once again,
primary carbon isotope effects for p-nitrophenyl substituted NeuAc were not meas-
ured at any pH, but would be of considerable interest to further probe for nu-
cleophilic character in the transition state. The axial b-CMP is approximately 10
times more reactive as a leaving group than an equatorial a-p-nitrophenyl, and it is
conceivable that even poorer leaving groups could require nucleophilic assistance.

One question for both solution and enzymatic reactions of the natural NeuAc
donor, CMP–NeuAc, is if acid catalysis is operative, whether it is general or specific,
and the site at which the proton is delivered. Studies of pH versus rate for solvolysis
of CMP–NeuAc were consistent with a mechanism for solvolysis at pH 5.0 that
featured specific acid catalysis of the dianion. At the time of the original studies,31 it
was suggested that the departing CMP could be either at the former glycosidic
oxygen, or one of the more basic non-bridging phosphoryl oxygens. Subsequently it
was suggested38 that the bridging glycosidic oxygen was the likely protonation site
on the basis of inverse solvent deuterium isotope effects. As pointed out by Bennet,
microscopic reversibility would argue in favor of protonation occurring at the non-
bridging position, which would allow a negatively charged phosphate oxygen to
attack the oxocarbenium ion, rather than a much less nucleophilic protonated
oxygen.5 A productive approach to this question involved 18O leaving group isotope
effects39 (Scheme 13).
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Solvolysis of [2-18O] CMP NeuAc at pH 5.0 in acetate buffer afforded a KIE of
1.00370.005. The ab initio modeling (6-31G* basis set) of the KIE predicted an
isotope effect of 1.023 for protonation at the bridging position, while protonation at
the non-bridge position gave a predicted KIE of 1.017. Thus, the data is best fit by
the non-bridge protonation model (Scheme 14).
TRAPPING STUDIES AND OXOCARBENIUM ION LIFETIMES

If solvolysis of CMP–NeuAc required nucleophilic participation of the carboxylate,
this would proceed via a transient a-lactone, and in a second step give net retention
to afford the b-anomer. A direct displacement of CMP by solvent without car-
boxylate participation would yield the a-anomer, while a transition state that
resulted in formation of a sialyl oxocarbenium ion would proceed with results
ranging from inversion to racemization depending on whether the oxocarbenium ion
lived long enough to equilibrate with solvent. Solvolysis of CMP–NeuAc in meth-
anol/water mixtures at pH 5.0, resulted in �1:1 ratios of a- and b-methyl glycosides
of NeuAc as determined by 1H-NMR.31 The a/b-methyl glycoside ratio was invar-
iant when the mol fraction of methanol was increased by over 50%, which shows
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that there is no methanol concentration dependence over this range. The results are
consistent with near or complete solvent equilibration of the sialyl cation; preas-
sociation pathways would be expected to be sensitive to the methanol mol fraction.
The selectivity for water versus methanol attack was approximately 1.3. The selec-
tivity for methanol attack in water/methanol is rather low at 1.3:1; high ratios
favoring methanol trapping are associated with stable cations, low ratios are typ-
ically associated with highly reactive, short-lived carbenium ion pairs. For a series of
cumyl cations, the corresponding methanol/trifluoroethanol trapping ratios revealed
a limiting minimum ratio of 2 for cations with a lifetime shorter than 10�10 s.40 Such
cations were described as ion pairs which reacted with solvent before diffusion of the
leaving group could occur. Alternative factors which could favor a low methanol/
water trapping ratio might include steric effects disfavoring methanol attack at a
bulky tertiary center, or a localized polarity effect which could favor water for
solvation of a charge-separated transition state or tight ion pair.

Solvolysis of CMP–NeuAc in 1.8M acetate buffer at pH 5.0 containing 0.9M
azide results in the formation of both anomers of 2-deoxy-2-azido NeuAc in ad-
dition to NeuAc as determined by 1H-NMR product analysis.38 The relative per-
centages of a- and b-NeuAc and a- and b-N3–NeuAc were 5, 68, 25, and 2,
respectively. A modest rate dependence on [azide] was observed with an apparent
bimolecular rate constant of (2.170.3)� 10�3M�1min�1 which could only account
for half of the a-azido-NeuAc formed. Comparison of rate, product ratio, and
stereochemical data indicate that concurrent pathways for formation of N3–NeuAc
are operative, with 17% of product forming from reaction of azide and the tight ion
pair, 12% via the solvent-separated ion pair, and 6% from the free NeuAc ox-
ocarbenium ion. From the corrected product ratio data, the lifetime of the
oxocarbenium ion was estimated to be Z3� 10�11 s. Taken in conjunction with the
data for trapping in methanol, the neuraminyl oxocarbenium ion is probably able to
equilibrate with solvent in the absence of a strong nucleophile-like azide, but in its
presence only a fraction is able to proceed past the ion pair stage.

Bennet and coworkers studied the spontaneous hydrolysis of a series of pyridinium
glycosides of NeuAc32 (Scheme 15, 1). These compounds simplify the acid–base
considerations for the hydrolytic mechanism by fixing a positive charge on the re-
actant-state leaving group, leaving only the anomeric carboxyl group as a consid-
eration. Study of the observed rate versus pH led to a rate law for solvolysis that
had two rate constants corresponding to spontaneous hydrolysis of the zwitterions
(carboxylate) and spontaneous hydrolysis of the cation (carboxyl protonated).
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For the series of pyridinium substrates, the rate constant for hydrolysis of the zwit-
terions was only about 3 times greater than for the protonated form. The relative
nucleophilicity of the acetic acid/acetate pair spans a considerably greater range, so
this was taken as an indication that the ionized carboxyl would show a greater rate
difference from the protonated form if it was functioning as a nucleophile. The
comparison with acetate may have its shortcomings – acetate does not have the ring
strain penalty associates with a-lactone formation, so in the case of a hypothetical a-
lactone-like transition state, the enhanced nucleophilicity of a carboxylate group
might be tempered by the ring strain. The blg values for the two processes were
identical at �1.22, indicating a similar and late transition state structure with respect
to the leaving group, whether or not the carboxylic group was protonated or not.
The reported activation parameters DHz

¼ 112 kJmol�1 and DSz
¼ 28 Jmol�1K�1

for the unsubstituted pyridinium glycoside was considered most consistent with a
transition state not involving nucleophilic participation of the carboxyl group.
However, the DSz

¼ +48 Jmol�1K�1 for pH independent solvolysis of a-PNP Ne-
uAc was considered30 to be circumstantially supportive of a nucleophilic role for the
carboxylate. The large positive DSz term was rationalized on the basis of liberation
of water solvating the carboxylate at the nucleophilic transition state.30 These two
reports are difficult to reconcile on their own, but as discussed earlier, the issue of
carboxylate nucleophilicity might be further addressed by application of carbon
KIEs at the anomeric center. Also, data obtained for product analyses of solvolyses
of pyridinium N-glycosides of NeuAc (discussed below) argue against nucleophilic
carboxylate participation as the sole reaction manifold.

Armed with earlier correlations of reactivity and oxocarbenium ion lifetimes,
Bennet and coworkers32 used the 2-deoxyisoquinolinium salt 2 (Scheme 15) as a
model to make a correlation between its reactivity and known cation lifetime and the
neuraminyl pyridinium ion’s reactivity to estimate the lifetime of the neuraminyl
oxocarbenium ion to be 3� 10�11 s, in agreement with studies utilizing the azide
trapping method.38

In 2004, Knoll and Bennet41 reported a study of the aqueous methanolysis of the
a-3,4-dihydro-2H-pyrano[3,2-c]pyridinium N-glycoside of NeuAc 3 (Scheme 16).
This study was aimed at addressing the possibility that the NeuAc carboxylate group
plays a nucleophilic role in the overall displacement process at the anomeric center.
One would predict that overall retention stereochemistry would be observed in a
two-step displacement process involving initial intramolecular attack by the car-
boxylate group, followed by backside attack from solvent (Scheme 17). Solvolysis of
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3 in either 100% or 50% aqueous MeOH afforded b-methyl glycoside (in 50%
MeOH over 50% of the product was the hemiketal product). This result is consistent
with a mechanistic model not involving the carboxylate as a nucleophile, at least
when presented with the presence of a methanol nucleophile. In that same work, a
study of the effect of solvent polarity on kobs was reported. Variation of the
%MeOH content between 0% and 100% resulted in only a 10-fold increase in kobs
for the 100% MeOH runs. This relative insensitivity to solvent polarity change was
considered a good indication that an intramolecular carboxylate pathway was not
operative, since such a pathway would have a much lesser charge distribution at the
transition state and should have been more sensitive to the decreasing polarity of the
reaction mixture than was observed. In comparison, the authors compared the data
for 3 to that previously reported for 4, a 20-deoxy-3-bromiisoquinolinium glucosyl
salt. This compound, which cannot experience nucleophilic participation by a car-
boxylate would have been expected to be less sensitive to solvent polarity than the

hypothetical nucleophilic carboxylate reactions of 3, however it was found to be
slightly more sensitive to solvent polarity.

As a final point in these experiments, it was noted that the selectivity ratio for
formation of methyl glycoside via MeOH attack versus hemiketal via water attack
(kMeOH=kH2O) was about 1.6 whereas the ratio for solvolysis of CMP–NeuAc was
about 1.3.31 Higher ratios reflect methanol’s greater selectivity for stabilized car-
benium ion species, and the relatively low values seen for either 3 or CMP–NeuAc
provide an indication that the oxocarbenium ion species derived from either subst-
rate are of limited lifetime (i.e. stability). One must be careful when comparing data
from differing leaving groups of different glycosidic bond stereochemistry, as dis-
cussed below.

In 2005, Dookhun and Bennet reported a study of the stability of b-aryl
N-acetylneuraminides (5, Scheme 18).42 Note that the natural glycosyltransfer
substrate, CMP–NeuAc and the compounds in this study were of the b-configu-
ration, whereas prior studies of solvolysis of NeuAc aryl glycosides had been con-
ducted on the a-glycosides 6. Bennet concluded that the b-aryl glycosides are
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approximately 10-fold more stable than expected, and attributed their increased
stability relative to the a-glycosides as deriving from ground-state steric strain
present in the a-compounds, and absent in the b-compounds. The a-compounds
place the carboxylate group in the axial position, a position considered to be less
favored thermodynamically. The spontaneous hydrolysis of the a-compound is 100
times faster than that of the b-compound. As had been proposed for the solvolysis of
the natural CMP–NeuAc, it was also suggested that the b-aryl glycosides showed no
evidence for intramolecular participation of the carboxylate group. The evidence
constituting this conclusion included the observation that during aqueous alcohol-
ysis, products of both inversion and retention were observed. Another piece of
supporting evidence was presented in that the blg values for either anomer of
PNP–NeuAc were quite similar, yet their reactivities differ 100-fold. Given this, it
would seem unlikely that carboxylate assistance was operative. Another piece of
supporting information was found in the experimentally estimated activation en-
tropies, which were approximately +60 and +30 e.u. for the b- and a-anomers of
PNP–NeuAc, respectively. Such strongly positive values are consistent with tran-
sition states that are dissociative, without an intramolecular nucleophilic compo-
nent, with any effect of transition state desolvation not withstanding. The smaller
activation entropy for the a-anomer was attributed to a ground-state effect, whereby
in the ground state, the less well-solvated a-anomer and the better solvated
b-anomer, reach similarly dissociative and similarly solvated transition states.
7 Substituent effects on glycoside reactivity

POSITION ON THE RING

The hydroxylation pattern of a saccharide affects its chemical reactivity and be-
havior. Deoxy aldopyranosides lacking the hydroxyl group at the 20-position are
more reactive towards hydrolysis by approximately three orders of magnitude11 and
form oxocarbenium ion intermediates that are estimated to be 4-fold more stable
than their 2-hydroxy counterparts. Withers and coworkers reported on the kinetics
for the pH independent hydrolysis of a series of substituted b-2,4-DNP glycopy-
ranosides.43 The glycon series consisted of the ‘‘native’’ saccharides glucose, galac-
tose, allose, and mannose and their deoxy- and fluoro-substitutions at the 2,3,4, and
6 positions. Based on measured solvolytic rate constants, Hammett plots were
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constructed that revealed the rate constant correlated well with sI. Further, the
sensitivity to the substituent was greatest for the 2-position and least for the
6-position, in general agreement with a model that involves the substituent inter-
acting with the reaction center via field effects. When the observed rate constants
were compared with the relative rates calculated by a Kirkwood–Westheimer anal-
ysis, excellent correlations were obtained. This indicates that the oxocarbenium ion-
like transition state stability is under the strong influence of field effects from the
substituents. Another aspect of reactivity is the impact of glycosyl substituents on
conformation and the ensuing stereocontrol for product formation (Fig. 3).
SUBSTITUENT STEREOCHEMISTRY

While it has been known44 that equatorial substituents on the glycon afford slower
hydrolysis rates than axial ones, the source of this phenomenon was originally
attributed by Edward to steric interactions.45 Recent studies suggest that substituent
effects can often be largely attributed to electronic factors. Experimental and com-
putational studies46 of the acetolysis of gluco- and galacto-2,3,6 tri-O-methyl
pyranosides supported this idea (Scheme 19). The 4-substituent was either methoxy,
acetoxy, or acetamido, and showed that whereas the glucoside was only modestly
sensitive to variation of the 4-substituent (ca. 3-fold rate variation) the galactosides
having the 4-substituent axial showed ca. 50-fold variation in kobs. Methoxy pro-
vided the fastest rates and the acetamido substituted compound was the slowest.
Interestingly, ab initio analysis of a model (trans-4-acetamido-1-methoxy pyran) for
the 4-axial acetamido oxocarbenium ion showed that the nitrogen was pyrimidali-
zed, with its lone pair directed towards the positive charge. The ground-state methyl
pyranoside did not show this effect.

In 2002, Kirby and coworkers47 compared hydrolytic rate constants for methyl
homologs of tetrahydropyrans and found a range of rate constants differing by a
factor of approximately 4; whereas acyclic analogs hydrolyzed faster, as indicated in
Scheme 20 which presents structures and values for kobs. The data were compared to
the observation that the hydroxylated THP ring (i.e. glycopyranosides) can lead to
rate reductions of a million-fold relative to the parent THP acetal. After the coun-
terbalancing electron-releasing effects of the methyl substituted THP acetals were
taken into consideration, it was estimated that the steric or torsional effects of
equatorial substituents in glycopyranosides is only worth two orders of magnitude
for the rate reduction, the balance primarily deriving from electronic factors of the
hydroxyl substituents.

Bols and coworkers reported linear free energy relationships for the hydrolysis of
glycopyranosides.48 Axial and equatorial substituent effects, determined from amine
basicity of similarly configured compounds, were employed.49 The two reactions
studied were the spontaneous hydrolysis of 2,4-DNP glycosides, and the specific
acid-catalyzed hydrolysis of methyl glycosides (Scheme 21).

Axial groups are less retarding than equatorial ones at the same position. Out-
standing correlations of �log kobs and substituent effect were observed, with near



Fig. 3 Series of DNP glycosides used to determine substituent effects. Numbers under each structure represent kobs for hydrolysis; units are

s�1. Adapted from Ref. [43].
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unity slopes. The analysis led to the conclusion that electronic effects of substituents
are a primary factor in influencing hydrolytic rate. In a subsequent study50 it was
shown that in the series presented in Scheme 22, bulkier groups in the axial position
are not predictive for increased rates over compounds placing similar substituents in
the equatorial one. Of course, some care must be placed in the above analyses, since
the assumption that the chemistry is occurring from 4C1 conformations is subject to
interpretation given that the transition states must feature flattened pyranoside
rings.

That axially placed, electron-withdrawing groups have a higher reactivity led to
the proposal that in general, glycosides able to place a hydroxyl substituent axially
would hydrolyze faster than those that could not. As a test, conformationally locked
anhydrosugar glycosides in the 1C4 conformation were synthesized and the kinetics
for hydrolysis determined and compared to data for the 4C1 methyl pyranosides44,51

(Scheme 23). For example, a 248-fold acceleration for hydrolysis of anhydro 8 versus
monocyclic 7 was observed. The mechanistic interpretation was that axially disposed
hydroxyl groups in 8 were not destabilizing compared to the all-equatorial hydroxyl
groups in methyl glucoside 7. An alternate explanation was that relief of ring strain
contributes to the reactivity of the anhydro sugar. It is noteworthy that the methyl
galactoside 9 and its anhydro derivative 10 (which exists in the boat conformation)
have similar rate constants for hydrolysis, suggesting that simple relief of strain does
not account for the dramatic rate difference between 7 and 8. An added complexity
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arises when one considers that hydrolysis of 8 does not lead to the anhydroglucose,
but instead affords the bicyclic furanose which indicates endocyclic cleavage. As a
result, it is difficult to directly apply the data to address the role that axial hydroxyls
may play in the exocyclic cleavage of pyranosides. Perhaps computational analyses
can be used to shed light on the basis for reactivity in the anhydro series with axially
disposed hydroxyl groups.

In addition to considering the impact of the stereochemistry of ring subs-
tituents on glycoside reactivity, one may consider the conformational itinerary
available to the hydroxymethyl group. In a recent investigation, Bols and co-
workers reported a study of the spontaneous rate of hydrolysis of DNP glycosides of
glucose and analogs as presented in Scheme 24.52 Clearly, the data support the idea
that the tg conformation is the least reactive, with compound 14 being some 14 times
less reactive than monocyclic 11 with the hydroxymethyl group free. One
can rationalize the data based on the dipole for the C6–O6 bond either stabilizing
or destabilizing an oxocarbenium ion-like transition state depending upon its con-
formation. As a practical matter, ‘‘disarmed’’ glycosyl donors53,54 bearing a
4,6-acetal-protecting group can be considered to be both electronically, and tor-
sionally disarmed, since neither 12 or 13 (Scheme 24) recover full reactivity relative
to the unrestrained 11.
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8 Pyranosyl oxocarbenium ion conformations and reactivity

Oxocarbenium ions are typically key intermediates of nucleophilic substitution at
glycosidic carbon. A better understanding of the subtle interplay of steric and
electronic factors that dictate final product diastereoselectivity requires an in-depth
understanding of how substituents on a pyranosyl ring influence conformation
and reactivity. The design of synthetic methods that are highly diastereoselective
for glycoside conformation is one area in which new developments may be fur-
thered through understanding of oxocarbenium ion conformations. A pyranosyl
oxocarbenium ion ring is flattened, and commonly resides in a half-chair confor-
mation. Molecular mechanics55 and ab initio calculations46 revealed that whereas
alkyl substituents at the 3 or 4 position are modestly favored in the pseudoequatorial
position, the hydroxyl group is strongly favored when in the pseudoaxial position
(Scheme 25). The rationale for this stems from the idea that electrostatic interaction
between non-bonding electron on the hydroxyl and the positively charged atoms of
the oxocarbenium ion is facilitated when axial, simply because the charged sites are
closer in this conformation. The second point concerns the trajectory for nu-
cleophilic attack. The two faces of the oxocarbenium ion are diastereomeric, and
axial attack on one face leads to a twist boat-like transition state, whereas attack on
the other face gives a sterically favored chair-like transition state. As shown in
Scheme 26, the attack on a half-chair with its 4-substituent in the pseudoequatorial
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position provides products with 1,4-cis stereochemistry, whereas attack on a half-
chair with its substituent in the pseudoequatorial position gives products with
1,4-trans-stereochemistry.

With these considerations in mind, Woerpel and coworkers56 reported a study of
the substituent effects for nucleophilic addition to tetrahydropyranyl oxocarbenium
ions, substituted at the 2,3, or 4 positions with alkyl, hydroxyl, alkoxy, and halogen
substituents. The starting THP acetates were used as an anomeric mixture in these
experiments. Scheme 27 presents selected data for the 4-substituted THP acetate
reactions. A dramatic reversal of selectivity from cis to trans is realized in changing
X from alkyl to heteroatom. The halogen series is interesting because it presents
good experimental evidence against the idea that polar 4-substituents can promote
trans-selectivity via anchimeric assistance. If this was the dominant mode, one would
have anticipated that the larger halogens would have been more effective at pro-
moting trans-selectivity. The results are consistent with an axially disposed subs-
tituent providing through space electronic stabilization of an oxocarbenium ion
intermediate. One assumption implicit in these experiments is that the anomeric
mixture of acetates proceeds to the same solvent-equilibrated oxocarbenium ion.
While not demonstrated here, work on similar systems (mentioned below) argues
that this is indeed the case. One nice feature of the studies with X at the 4-position is
that it is too remote from the oxocarbenium ion carbon to influence the transition
state trajectory of the nucleophile. In the case of the 2- and 3-substituted compounds
studied, this is not the case. Superposition of the aforementioned electronic effects
and transition state steric interactions seems to be operative.

An interesting study that provided compelling evidence for axial electronegative
groups being stabilizing to oxocarbenium ions utilized NMR, crystallographic,
and computational studies of dioxocarbenium ions that derived from 4-substituted
1-ethoxy THP.57 Unlike oxocarbenium ions derived from sugars or tetrahydropyrans,
these compounds are sufficiently stable to isolate and characterize spectroscopically.
The dioxocarbenium ion SbCl6 salts were crystallized and unambiguously shown to
place the benzyloxygroup of 15 and the methyl group of 16 in the pseudoaxial and
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pseudoequatorial positions, respectively (Scheme 28). In the solution phase, the same
conformation for 15 was determined from 1H-NMR on the basis of coupling con-
stants to the methine hydrogen at C-4. Similarly, 16 displayed a spectrum with two
large diaxial coupling constants (11.2, 14.1Hz) as part of the splitting of H-4, con-
sistent with it being pseudoaxial, and the methyl group pseudoequatorial.

Calculations (MP2/6-31G*) allowed an estimate of the relative preference for 15
and 16 to place the alkoxy and methyl groups pseudoaxially and pseudoequatorially,
respectively. Compound 15 placed the benzyloxy group pseudoaxial, with a
5.3 kcalmol�1 preference, whereas 16 resided in a conformation placing the methyl
pseudoequatorial with a modest 1.0 kcalmol�1 preference.

In a study aimed at probing the reactivity of pyranosyl oxocarbenium ions, She-
noy and Woerpel reported on the diastereoselectivity associated with the intramo-
lecular O to C rearrangement of 4-alkoxy 1-vinyl ethers 17 (Scheme 29).58

The authors were interested in using this system to establish the importance of tight
ion pair intermediates in dictating product stereochemistry. The observation that
either configuration of starting enol ether acetal afforded essentially the same ‘‘an-
omeric’’ ratio of C-alkylated product led to the conclusion that tight ion pairing was
not operative in this system. As a further check, a crossover experiment (Scheme 30)
was performed with molecules 18 and 19.

The results provide excellent evidence that an oxocarbenium ion is generated, and
that this and the generated Lewis acid–enolate complexes are able to equilibrate.
Hence, in this system, ion pairing is not a factor in determining facial selectivity
for capture of the oxocarbenium ion. One important factor is the nature of the
leaving group in this system. As the BF3 complex, its nucleophilicity is likely tem-
pered and this would promote progress to the equilibrated oxocarbenium ion. Most



O

BnO

O

Me
BF3OEt2, PhCH3

trans/cis 1:1

18

O

4-MeBn

O

n-Prtrans/cis 1:1

19

O

BnO

O

Me

O

BnO

O

n-Pr

O

BnO

O

Me

O

BnO

O

n-Pr

t/c 83:17 t/c 78:22

t/c 78:22 t/c 82:18

-78 °C

Scheme 30.

Mechanisms for nucleophilic aliphatic substitution at glycosides 303
importantly, the roughly 4:1 diastereoselectvity observed in this system may be
attributed to the propensity of the oxocarbenium ions to react from the half-chair
conformation that places the 4-alkoxy group axially, and that it serves as a deter-
minant of facial selectivity for capture of the oxocarbenium ion.

It is clear from the substituent effect studies conducted over the last few years that
the identity and stereochemistry of pyran substituents can dramatically influence
both the rate for creation of the oxocarbenium ion, the subsequent conformation of
the oxocarbenium ion, and the stereoselectivity for product formation. As the sys-
tem becomes more substituted (e.g. compare galactose to 4-hydroxy THP) the in-
terplay of the different substituents becomes exceptionally complex. Further, in
cases where specific solvation/desolvation events and hydrogen bonding may occur,
a higher level of complexity arises. Sorting through these effects is incredibly diffi-
cult, and two areas which hold considerable promise in helping to do this are com-
putational methods and gas-phase chemistry. Computational methods are becoming
sufficiently inexpensive such that synthetically realistic molecules may be employed,
rather than simple models. Methodologies including ab initio techniques, hybrid
QM/MMmodels, and dynamics are all finding application in the area of mechanistic
carbohydrate chemistry. Gas-phase chemistry affords the opportunity to do two
things that can not be done in solution: (1) remove solvation effects and (2) allow for
detection and kinetic studies on unstable intermediates (i.e. oxocarbenium ions). The
following sections present some of the most recent studies that have helped shed
light on aspects of glycosyl bond chemistry that would be difficult to do otherwise.
9 Computational analyses of oxocarbenium ion reactions

FISCHER GLYCOSYLATION

An interesting semi-empirical study59 (PM3/COSMO) explored the mechanistic
manifolds open to the Fisher glycosylation of 20 in HCl/methanol to provide 21
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(Scheme 31). It was concluded that the reaction proceeded by exocyclic loss of the
anomeric hydroxyl, followed by oxocarbenium ion capture by methanol, as opposed
to a mechanism involving endocyclic ring opening. This was in agreement with
experimental work in which only furanosides were reported as products.60 Surpris-
ingly the key energetic barrier that excluded the ring-opening pathway did not
involve C–O bond formation or breakdown, but instead involved a proton transfer
step from the acyclic intermediate exchanging the position of the proton in the
hemiacetal from the methoxyl group to the hydroxyl group, as in 22-23. It seems
possible that other factors such as strain and conformational biasing against
pyranoside formation could also have been influential in determining the experi-
mentally observed lack of pyranosides.
MOLECULAR DYNAMICS

Stubbs and Marx reported Car–Parrinello ab initio molecular dynamics studies for
the specific-acid-catalyzed glycosidic bond formation between a-D-glucopyranose
and methanol (which corresponds to the cleavage reaction by microscopic revers-
ibility)61,62 (Scheme 32). In this work, particular attention was paid to the role of
the aqueous solvent, and as a computational study is particularly noteworthy for
explicit consideration of solvent molecules. The dynamics simulations required con-
straints on the reaction coordinate (the methanol oxygen/oxocarbenium ion carbon
distance) to ensure driving it along a productive pathway over the short time-course
of the dynamics simulation, over a time period of approximately 15 ps.

The reaction between a-D-glucopyranose and methanol was shown to proceed by
a DN*AN mechanism as outlined in Scheme 32. The initial dissociation step included
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the concerted protonation of the O1 hydroxyl leaving group, and formation of
double bond character between the ring oxygen and former anomeric carbon. This
step resulted in formation of a very short-lived oxocarbenium ion. In the second
step, the glycosidic bond is formed between methanol and C1 of the oxocarbenium
ion ring, with associated loss of double bond character between C1 and O5, and
proton transfer from the methanol-derived glycosidic oxygen. The authors con-
cluded that the oxocarbenium ion was not solvent equilibrated, in agreement with
experimental estimates23,24,27,28 that the lifetime of the glucosyl oxocarbenium ion is
also on the ps time scale. When the latent nucleophile methanol was not constrained
to be proximate to the nascent oxocarbenium ion, protonations of the leaving group
hydroxyl were found to be unproductive. In other words, only runs featuring
intimate association of methanol led to productive dissociation of the protonated
hydroxyl that then resulted in oxocarbenium ion formation. This is consistent with
the idea that the oxocarbenium ion is too unstable and short lived to exist without
participation of solvent. Another intriguing result of the dynamics study involved
the observation of the transient desolvation of the pyranose ring oxygen over the
existence of the oxocarbenium ion intermediate. This makes some sense, given that
hydrogen bonding to the oxygen would render it a poorer electron donor to the
electron deficient oxocarbenium ion carbon. It was also pointed out that one
strength of the calculations was that only with solvation included would this feature
be observed, raising a possible caveat for calculations on glycosyltransfer systems
that fail to include solvation effects in an explicit manner. The predicted desolvation
of the ring oxygen also raises the question as to what impact this could have on 18O
KIEs; it would be interesting to model these isotope effects in the presence and
absence of solvation to see if they might be of some value in detecting solvation
changes at the ring oxygen.
NEURAMINIC ACID TRANSITION STATES

Another area where computational studies have provided interesting insights is
with regard to the oxocarbenium ion derived from NeuAc. As mentioned earlier,
this sugar possess a carboxylate group that has been the subject of scrutiny with
regards to its impact on glycoside breaking or formation. Intuitively, an ox-
ocarbenium ion with an a-carboxylate might be predicted to be an especially
stable one, due to the very proximate electrostatic interaction. Models for the
2-deoxyglucosyl oxocarbenium ion and the neuraminyl oxocarbenium ion were
compared at the RHF/6-31G** level with regards to stable complex formation
with water and the subsequent transition state barrier for capture of the
oxocarbenium ion by the proximate water molecules.63 The microsolvated struc-
tures are shown in Scheme 33. The two ion–molecule complexes 24 and 25 have
distances of 2.39 and 2.57 Å between the nucleophilic water oxygen and the
oxocarbenium ion carbon. The closer distance for 24 may be a reflection of the lack
of carboxylate stabilization, i.e. greater ion–dipole interaction is required to stabilize
complex 24.
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The barrier for capture of the 2-deoxyglucosyl oxocarbenium ion (24-26) is
1.3 kcalmol�1 while for the neuraminyl ion (25-27) the barrier is 3.2 kcalmol�1

both of these values were corrected for zero-point energy. These results agree with
experiments that indicated the NeuAc oxocarbenium ion is marginally more stable
than the 2-deoxyglucosyl oxocarbenium ion.

The ab initio calculated transition structure 27 (Scheme 33) features a strong
hydrogen bond between the incoming nucleophile and the a-carboxylate group.
Given that positive charge is passed into the attacking nucleophile as it bonds with
the oxocarbenium ion, an estimate was made of the amount of stabilization a hy-
drogen bond might provide.63 If the carboxylate stabilizes the transition state for
nucleophilic attack on the oxocarbenium ion, this would shorten the ‘‘intrinsic’’
lifetime of the oxocarbenium ion. In single point calculations that either rotated the
water cluster away from the carboxylate, or when the carboxylate was rotated to
remove the hydrogen bond, an estimate for the hydrogen bond strength of
�8 kcalmol�1 was obtained. The lack of a fully solvated model argues however that
this estimate is likely to be too high. Even with lower values attributed to the
energetics of this hydrogen bond, the calculations supported the idea that the barrier
for capture of the NeuAc oxocarbenium ion is lowered via the hydrogen bond. In
any case, it is hard to rationalize why an a-carboxylate would not intrinsically

stabilize the oxocarbenium ion – the only question, and it remains open, is to what
extent? This provides a hypothesis to explain why the oxocarbenium ion derived
from NeuAc is not significantly more long lived than the glucosyl oxocarbenium ion:
the ability of the carboxylate to interact with attacking water in the transition state
provides a considerable amount of catalysis via the hydrogen bond, which may
proceed to bona fide general base catalysis as the glycosidic bond is formed. The
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issues of base catalysis for nucleophilic capture of oxocarbenium ions of varying
stability has been discussed by Richard and Jencks.64
a-LACTONES

The neuraminic acids have a carboxylate group immediately adjacent to the an-
omeric center begs the question as to if and how it might participate in displacement
reactions. As presented in earlier sections, there is no overwhelming experimental
evidence to indicate a-lactone intermediates are the major pathway for NeuAc
glycoside hydrolysis, yet neither has the data ruled out if it might be a component of
an overall reaction’s manifolds. The a-lactone compounds are indeed known65 but
are too unstable to exist in nucleophilic media at room temperature. Hence, com-
putational techniques are well suited to examine carboxylate function in neuraminic
acid glycosyltransfer reactions. Williams has addressed the energetic issues sur-
rounding intramolecular participation of the carboxyl group by computational
methods, utilizing AIM analysis, with and without inclusion of solvent effects
(ICPM models).66 High-level computations on hydroxyoxiranone 28a (Scheme 34)
indicated that it is better represented electronically by 28b and 28c, whereas its
geometry is a-lactone like in terms of it still maintaining an acute angle with respect
to the lactone oxygen–lactone carbonyl carbon and a-carbon.

The nature of bonding in this system shows sensitivity to solvation. With the
ICPM model and a dielectric of 78, the zwitterionic character of 34 increased over
the gas phase. While one may criticize the non-explicit nature of the solvation model
used in these calculations, subsequent work67 on related oxiranone supported this
conclusion with calculations employing QM/MM techniques that explicitly account
for water (DFT/TIP3). In a recent study68 that utilized time resolved IR spectros-
copy and DFT calculations, it was reported that a-lactones are sensitive to medium
polarity, with more polar media favoring zwitterionic forms. Further, electron-
withdrawing substituents on the a-carbon favor the cyclic structure, but electron
release favors the zwitterionic form. Hence, experimental and computational studies
of model a-lactones provide the strong sense that an a-lactone intermediate during
NeuAc glycoside bond changes would be disfavored by polar aqueous environments
and the electron-releasing NeuAc ring oxygen. Just as a number of experimental
studies of NeuAc glycosyl transfer have suggested the possibility of a-lactone in-
termediacy, but never found strong experimental support, the model work in this
field also is not strongly supportive of the a-lactone hypothesis for the solvolysis of
NeuAc glycosides.
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10 Mechanistic studies of ‘‘synthetic’’ reactions and glycon donors

Mechanistic study of the hydrolysis reactions of unsubstituted sugars reveals con-
siderable complexity in the mechanisms of these reactions. Studies aimed at the very
practical and important problem of understanding glycosylation mechanisms with
synthetic glycon donors bearing their requisite protecting groups face a considerably
more difficult challenge due to the additional perturbations that the protecting
groups can cause via steric, conformational, and electronic factors. Experimentally,
the nature of glycon-protecting group can exert a profound outcome on the
glycosylation reaction via conformational and electronic factors.53,54 Another point
is that modern synthetic methods9 often utilize ‘‘latent’’ leaving groups that typically
require activation; the mechanisms of the reactions need not resemble those of acid-
catalyzed glycoside hydrolysis (or Fischer glycosylation). Relatively inexpensive and
accurate computational methods are now available to address these issues, and these
approaches may ultimately provide information of predictive utility to optimize
stereo- and regio-selective syntheses.

Crich and Chandrasekera recently reported a KIE study of 4,6-O-benzylidine,
2,3-benzyl mannosyl triflate in its reaction with a saccharide donor as shown in
Scheme 35.69 The competitive method was used, and relied on 1H-NMR integrals of
the ratios for the remote O-benzylidine acetal hydrogen versus the anomeric
hydrogen. After correcting the KIE to 25 1C, the average for three independent
runs was 1.12. This value was taken as evidence for a transition state that was
highly dissociative, however the discrimination between a mechanism involving
nucleophilic association and one involving a tight ion pair was not possible. This
system would be well suited for application of primary 13C KIEs, which would help
discriminate between these two mechanistic possibilities.

Whitfield and coworkers,70,71 discussed interesting computational studies of the
anomeric selectivity for glycosylation pathways of galactosyl, glucosyl, and mannosyl
compounds, differing in the flexibility of the pyran ring as controlled by the presence
or absence of cyclic acetal-protecting groups (Scheme 36). Of particular note is that
the work was centered on saccharide compounds that could be employed in synthetic
work. The methodology employed was DFT with a continuum dielectric model. The
key outcome of this work was the suggestion that differing product anomeric se-
lectivity as a function of the nature of the sugar and protecting groups is largely
derived from conformational effects on the oxocarbenium ion intermediates and
hydrogen bonding interactions between the incipient nucleophile and substituents
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on the oxocarbenium ion. It was suggested that a rigid ring will limit the accessible
conformations for the oxocarbenium ion, and in conjunction with the presence of a
hydrogen bonding interaction with nucleophile could render one face of the ox-
ocarbenium ion more accessible than the other.

For example, in the case of the 2,3-isopropylidene galactose addition reaction,
attack on the b-face is favored by 7.2 kcalmol�1 largely driven by hydrogen bonding
between the acetate at O-6 and the incoming methanol. As pointed out, it is likely
that the importance of hydrogen bonding is overestimated, since the a-attack mode
would still involve hydrogen bonding to solvent, despite the lack of the intramo-
lecular hydrogen bond found for b-attack. In 2005 this line of inquiry was extended
and developed into the ‘‘two-conformer hypothesis’’.72 This essentially states that
glycosyl oxocarbenium ions exist in two (or more) related energy conformations.
Analysis of the conformational itinerary available to tetramethyl glucosyl and
mannosyl oxocarbenium ions, and their ion–dipole complexes with methanol were
carried out with DFT methods. In short, ion–dipole complexes of the oxocarbenium
ion and nucleophile that will capture it can exist in a total of at least four species
(when both a- and b-complexes are considered). The energetics of which face is most
favorably added to are dominated by hydrogen bonding interactions between the
nucleophile and sugar substituents, and whether attack from the a- or b-face forces
the transition state to go through chair-like or boat-like structures. 4H3 conforma-
tions for both gluco- and manno-oxocarbenium ions were identified as the low-
energy minimum. However, close in energy were the 3E for the mannosyl ion
(+1.9 kJmol�1) and 5S1 for the glucosyl ion (+4.7 kJmol�1). While these studies do
not explicitly account for solvation, they illustrate the importance of conformational
analysis in coming to understand oxocarbenium ion capture.
11 Experimental gas-phase studies

The study of glycoside formation and breaking in the gas phase is not as esoteric
as it might appear. The very short lifetimes of glycosyl oxocarbenium ions in so-
lution require that their study be via indirect competitive kinetic experiments.
Knowledge of the barrier for capture of these species, whether as free oxocarbenium
ions or as ion–molecule pairs, is difficult to obtain by direct methods. On the other
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hand, gas-phase studies, such as those conducted in a mass spectrometer would in
principle allow direct observation and experimentation with these species.

In 1994, Oppenheimer and coworkers73 reported a study of the gas-phase gen-
eration of arabinosyl oxocarbenium ions via use of tandem positive-ion liquid sec-
ondary ion mass spectrometry (LSIMS) (Scheme 37). Plots of log ([oxocarbenium
ion]/([M+]+[oxocarbenium ion])) versus sF values for the 20-substituents X showed
excellent correlation with rF ¼ �0.75. In solution, the rate constants for solvolysis
of the same series afford a rI of –6.7. While the basis for this difference in r is not
clear, it is reasonable to propose that the reaction in the gas phase is similar in nature
to the solution reaction. With ion trap or FTICR instrumentation, studies such as
these might be extended to following the fate of the oxocarbenium ion as it reacted
with nucleophiles introduced into the mass spectrometer.

Denekamp and Sandlers reported electrospray ionization Fourier transform ion
cyclotron resonance mass spectrometry (ESI-FTICR-MS) studies of protected
gluco- and galacto-pyranosides to determine the factors that influence ox-
ocarbenium ion generation and stability.74,75 The protecting groups employed were
acetyl, benzoyl, methyl, benzyl, and trimethylsilyl groups. Benzoyl or arylthio leav-
ing groups at the anomeric center were used, and the ammoniated parent ion was the
initial species isolated in the mass spectrometer, prior to CID. Oxocarbenium ions
were observed after CID of ammoniated parent ions when the protecting groups
were Bz or Ac, but not for Bn or Me groups. It was concluded that while partic-
ipating and electron-withdrawing protecting groups, i.e. Bz, Ac facilitate
oxocarbenium ion formation, electron-releasing alkyl groups disallow ox-
ocarbenium ion formation. On this basis it was suggested that saccharides with
alkyl protection may not proceed by the ‘‘SN1’’ (DN+AN) mechanism, and possibly
proceed by an ‘‘SN2’’ mechanism. This conclusion could only apply to the gas phase,
since alkyl-protected glycosyl donors do not show rigid adherence to inversion of
configuration, as would be anticipated for an ANDN reaction. Further, in the gas
phase the oxocarbenium ion species may indeed be generated, but more rapidly
fragment rendering its detection difficult. It may well be that the neighboring group
participation of the esters with the ability to extensively delocalize charge (e.g. see
Scheme 38) yields a much more stabilized, and hence detectable ion. It is quite
possible that the actual structure observed in the MS was the intramolecular adducts
of the ester-protecting group at C2, bonding to C1. Secondly, it is clear that at least
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in solution, KIE studies have revealed that with good leaving groups, hydrolysis of
unsubstituted (and hence, electron-releasing and non-participatory) glucosides typ-
ically proceeds by dissociative DN*AN mechanisms.5,25 Of course in the gas phase the
lack of solvation could well change the landscape for oxocarbenium ion chemistry,
lending itself towards pathways involving elimination and fragmentation. It will be
interesting to see if with more labile leaving groups, and gentler fragmentation
methods, it might be possible to generate and isolate glycosyl oxocarbenium ions in
the FTICR when the saccharide is substituted with alkyl-protecting groups, or even
without protection. Another approach which might prove informative, if necessary,
is to utilize simpler analogs of glycosyl oxocarbenium ions, which may be less prone
to decomposition, should this prove to be a problem with the glycosyl compounds.

Finally, considerable progress has been made with regard to gas-phase confor-
mational analysis of monosaccharides and their hydrated complexes by comparison
of their IR spectra with that predicted by ab initio calculations.76–78 Many of the
tools are therefore available to place a sugar in the gas phase, cleave the glycosidic
bond, isolate the oxocarbenium ion, and then have the opportunity to study the
kinetics for nucleophilic capture by direct kinetic techniques. Experiments such as
competitive KIEs for capture of the oxocarbenium ion also seem possible. Such
work may allow direct experimental determination of oxocarbenium ion lifetimes,
barriers for capture, and transition state structures. Differences observed between
gas-phase results and those in solution may reveal the role that solvent plays in the
reaction.
12 Conclusions

A fairly detailed mechanistic understanding is available for acid-catalyzed hydrolytic
reactions of glucosides, deoxyglucosides, and NeuAc. The nucleophilic displacement
reaction mechanisms can range from ANDN to DN+AN, heavily influenced by the
leaving group and nucleophile combination employed. The lifetimes of any glycosyl
oxocarbenium ion characterized thus far are all sub-nanosecond. Direct experimen-
tal measurements of the barrier height for capture of the oxocarbenium species are
not yet reported. Further, the role of substituents on oxocarbenium ion lifetimes are
limited to either H, OH, or F at what would be C2 of an aldopyranose. Many
opportunities exist to further the knowledge based on monosaccharides other than
those derived from glucose or NeuAc. Reactions using modern glycosidation meth-
ods are comparatively uncharacterized; work here is likely to facilitate new synthetic
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method development. Finally, the prospects for mechanistic study of the glycosidic
bond in the gas phase, in conjunction with computational methods, are excellent and
relatively untapped, with the offer of insights into this chemistry that would be
available in no other way.
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1 Introduction: basic principles and theory

An initial effort to understand the effect of hydrostatic pressure on reaction rates was
presented at the beginning of the last century.1 The argument could be developed from
the thermodynamic relationship between the volume change for a reaction, DV, the
change in Gibbs free energy (DG) for the reaction, and the hydrostatic pressure, P. Since:

V ¼ ðdG=dPÞT (1)

therefore:

DV ¼ ðdDG=dPÞT (2)
1
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Since:

DG ¼ �RT ln K (3)

in which K is the equilibrium constant for the reaction, R is the ideal gas constant and T

is the absolute temperature:

ðd ln K=dPÞT ¼ �DV=RT (4)

To generate an expression for the effect of pressure upon equilibria and extend it to
reaction rates, this early work consisted of drawing an analogy with the effect of tem-
perature on reaction rates embodied in the Arrhenius equation of the late 19th century.2

In the more coherent understanding since the development of transition state theory
(TST),3–6 the difference between the partial molar volumes of the transition state and the
reactant state is defined as the volume of activation, DVa

f , for the forward reaction. A
corresponding term DVa

r applies for the reverse reaction. Throughout this contribution
DV6¼ will be used and is assumed to refer to the forward reaction unless an equilibrium is
under discussion. Thus:

DV ¼ DVa
f � DVa

r (5)

These parameters can be displayed as a volume profile for a reaction to complement
other thermodynamic parameter profiles of free energy, enthalpy and entropy. It is also
possible in certain circumstances, discussed below, to place the volume profile on an
absolute scale rather than only on a relative volume scale.

Assuming for the moment that the volume parameters can be obtained from
experimental practice, an important question is what do the numerical values sig-
nify, and furthermore what changes in molecular species are occurring giving rise to
a volume change? In other words is there a quantitative framework of interpretation
of volume parameters? It was discerned that partial molar volume changes consist
primarily of two components.7,8 The first results from volume changes of the mo-
lecular species themselves, e.g. bond breakage or bond formation (complete or par-
tial), isomerisation or bond deformation. When intrinsic changes give rise to an
increase or decrease in polarity or charge development or charge neutralisation in
species the second component manifests itself in solvation changes. In the presence
of a charged species surrounding solvent molecules are reduced in their molecular
volume, an effect termed electrostriction. Hence an increase or decrease in polarity
or charge causes a change in the extent of electrostriction. Thus:

DV ¼ DVintr þ DVsolv (6)

and

DVa ¼ DVa
intr þ DVa

solv (7)

If a volume parameter can be determined with reasonable precision, the mech-
anistic features of the reaction can be assessed, and set in the context of the mag-
nitude of a given volume parameter. This is not necessarily a straightforward process
and guidelines have been developed for intrinsic mechanistic features based on
compilations of volume parameters assembled in the literature.9–12 In general, except
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for related series of reactions, each system must be examined and analysed based on
its own characteristics and the underlying chemistry.

Historically, determination of volumes of activation was more prevalent in or-
ganic chemistry and early work also considered the possible relationship between the
volume of activation and the entropy of activation.9,13 In the past several decades
growth in the incidence of reports of determination of activation volumes of
inorganic reactions, particularly those of coordination compounds, has greatly in-
creased.12,14–16 Bioinorganic chemistry has witnessed an increase in the application
of the volume of activation as a mechanistic indicator.16 Organometallic chemistry,
one important aspect of which is the use of metal complexes in activation of organic
molecules to promote conversion of them into other (more useful) molecules and
related catalytic cycles, has blossomed as a field of endeavour. This is evident since
several journals are dedicated to reports of organometallic synthetic and reaction
chemistry. Furthermore comprehensive series have appeared17 and organometallic
chemistry is frequently presented in prestigious journals since many organometallic
reactions have beside their intrinsic interest significant industrial relevance and eco-
nomic impact. Consequently, mechanistic studies have assumed considerable im-
portance for understanding individual steps within overall catalytic cycles.
Successful elucidation of the reaction mechanism permits modification and tuning
of reaction systems to improve yields or efficiency. Of various experimental variables
that may be explored, e.g. concentration, ionic strength in appropriate media, elec-
trolyte, solvent, substituents, isotopic substitution and temperature, the variation of
hydrostatic pressure leading to the volume of activation can often provide decisive
mechanistic information.18

The purpose of this contribution is to illustrate the value and significance of
volumes of activation in a wide range of organometallic chemistry reactions. This
will follow an outline of basic experimental design and the methods and exper-
imental practice in determining volumes of activation.

Upon modifying Equation (4) to be applicable to the equilibrium between the
transition state and the reactant state from TST, the equation that can be applied to
experimental kinetic data (rate constants, kp at various pressures) is developed:

ðd ln kP=dPÞT ¼ �DVa=RT (8)

The integrated form:

ln kP ¼ ln k0 � ðDVa=RTÞP (9)

may be used to obtain the volume of activation by plotting ln kp versus P, where k0 is
the value of the rate constant at zero pressure. In fact the latter parameter is always
very close to the value of the rate constant at atmospheric pressure. If such a plot is
linear, the volume of activation is readily obtained from the slope. This is nearly
always the case for pressures in the range 0–150MPa (1 atm ¼ 1.01325� 105 Pa).
When the volume of activation is not independent of pressure and the plot is
non-linear, there are various treatments of the data that allow extraction of the
volume of activation.19–22 In addition there are reviews23 and mathematical
treatments from a thermodynamics standpoint24 of the physicochemical effects of
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pressure. The dependence of DV6¼ on pressure is characterised by the term Db6¼, the
compressibility of activation. When required the compressibility of activation could
be obtained by extending the pressure range of kinetics measurements. However, this
can increase the technical specifications of apparatus, and is often not necessary. The
dependence on pressure of the volume of activation arises mostly when the properties
of the solvent are significantly affected by increasing pressure, giving rise to a second
effect upon the pressure variation of the rate constant. This latter effect is normally
small for aqueous media and is more likely to manifest itself when a reaction is
conducted in an organic solvent. While the dependence on pressure of the volume of
activation is of considerable interest, particularly from the point of view of the effect
of pressure on solvent properties, this aspect will not be treated further here. Nev-
ertheless the effect of pressure on solvent properties, e.g. upon the melting point
(m.p.), must be considered in experimental design: the m.p. of benzene at atmospheric
pressure is 5.5 1C and is about 100 1C at 500MPa, whereas water has an m.p. of – 9 1C
at 100MPa.25 Other factors that need to be addressed in aqueous solutions are the
effect of pressure on the ion-product constant for water, thus affecting the pH scale,
and the effect of pressure on the pKa values of weak acids and pKb values of weak
bases. In addition to the effects of pressure on the compressibility and the m.p. of a
solvent, the boiling point, viscosity, density, dielectric constant and conductivity are
also affected by pressure and cognisance of these effects must be undertaken when
relevant in design of experiments.

When the rate constant is increased by increasing pressure, DV6¼ is negative, and
conversely when the rate constant is decreased by increasing pressure, DV 6¼ is pos-
itive. Why are pressures up to 150MPa typically used? It will be shown from typical
values of DV6¼ that a smaller range would not normally be adequate to establish DV 6¼

with sufficient precision for mechanistic diagnosis.
Obviously, if the rate law is complex so that activation parameters obtained are

composites of several terms then interpretation becomes more difficult as the ex-
perimentally acquired volume of activation needs to be appropriately apportioned.
However, in some cases varying the experimental conditions, concentrations for
example, a complex rate law can be reduced to a simpler form with attendant
lowering of interpretation difficulties.

It is clear that from the integrated form of Equation (4) the volume of reaction can
be obtained if the equilibrium constant can be determined over a range of pressure.
If the volume of activation is not experimentally accessible for one of the directions
of the reaction, DV can be used to calculate its value. Under certain conditions and
with suitable properties of reactants and/or products it may be possible to determine
their partial molar volumes, hence allowing development of a volume profile on an
absolute volume basis, as noted above. Even if DV can be determined either from the
pressure dependence of the equilibrium constant and/or from use of Equation (5), it
may be possible to confirm its value by determination of the partial molar volumes
from density measurements. The conditions for conducting successful determina-
tions of partial molar volumes are rather stringent and will be described in Section 2.
The method depends on measuring the density, d, of several solutions of different
concentrations of the reactant or product. The following equation is used to obtain
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the apparent molar volume, f at each molar concentration, c:

f ¼ ðMW=dÞ � ððd � d0Þ=d0Þ � ð1000Þ=c (10)

The density of the solvent is d0 and MW is the molar mass of the solute. The
values of the apparent molar volume are plotted against concentration and the
partial molar volume is the value obtained by extrapolation to zero concentration.
2 Experimental

GENERAL CONSIDERATIONS

The methods, techniques, apparatus and instruments relating to determination of
volumes of activation for organic, inorganic and bioinorganic reactions, in most
cases, can be applied in organometallic chemistry. Several publications have covered
the practical aspects of determining kinetic parameters at elevated pressures.16,26–33

These should be consulted for complete details, and they also illustrate the history
and development of methodology in high pressure chemistry kinetics practice.
Determination of rate constants from kinetic data at ambient pressure has been
described in several authoritative works.6,34–40 The processing of kinetic data to
obtain kinetic parameters at high hydrostatic pressures is usually essentially no
different. The emphasis here will be on the techniques of high pressure practice and
the apparatus and equipment that are required. A system (e.g. type of instrument and
monitoring method) that is suitable for following the kinetics at ambient pressure
requires adaptation or modification for use at elevated pressures. The actual appli-
cation of pressure is by standard arrangements of pumps with appropriately placed
high pressure rated valves: these aspects will not be emphasised here, and literature
that provides both more information and further sources may be consulted. Pressure
measurement is either by a Bourdon-type gauge or a pressure transducer. Since small
increments or decrements of pressure cause almost negligible changes in rate, pres-
sure measurements to an accuracy of 1–2% or less are acceptable.

There are many organometallic reactions requiring the presence of one or more
gases in the reacting solution and in equilibrium with the same gases above the
solution. The pressure of the gas is often subject to variation, but this is for
the purpose of improving synthetic yield or for improving catalytic efficiency. The
pressures involved are usually well below those of hydrostatic pressures applied in
the volume parameter determination and these experiments do not result in ob-
taining volumes of activation. While such reactions are extremely important in the
context of using metal complexes in organic transformations with gases under
pressure, they will not be included here. However, reference may be made to some
key sources,41–44 particularly as some of these studies make use of very specialised
instrumentation.

The design and construction of high pressure containers or cells depend on the
monitoring method and whether the reaction may be classified as conventional in its
time range or is a fast reaction. The division between the two is not defined and in
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some cases is somewhat different from the division at ambient pressure. If the
reactants are mixed at ambient pressure, monitoring of reaction progress can com-
mence as soon as the monitoring process operates, providing the reactants have been
thermally equilibrated in advance. Upon pressure application to the mixed reactants
the temperature of the system increases quite rapidly. The extent depends on the
magnitude of pressure and on the heat capacity of the solvent. Aqueous media are
less affected by heating under compression. Nevertheless the time of restoration to
the temperature of kinetics measurement means that conventional time range in-
volves reactions having half-lives of the order of 10min for high pressure reactions
rather than a few to several seconds for ambient pressure experiments. Obviating
this problem can be accomplished in some cases by the simple expedients of either
studying the reaction kinetics at a much lower temperature or in the case of second-
order reactions diluting the reactants.
CONVENTIONAL TIME-RANGE REACTIONS

For reactions that are slow at room temperature, one approach is to initiate reaction
and confine the reaction to an autoclave. Following decompression the contents can
be analysed to assess the progress of the reaction. This procedure was used to
determine the first volume of activation for an inorganic reaction. Apparently only
one elevated pressure was used to estimate the value.44 In more current practice
repeating the process and arresting the reaction at different time intervals could lead
to a reaction profile at a given pressure. The whole procedure would then be re-
peated at several different pressures, and kinetic data treated according to Equation
(9). Obviously such a primitive method is to be avoided, as it is very labour intensive
and wasteful of reactants. It would only be satisfactory if the analysis is very rapid
compared with the reaction rate or the reaction can be quenched immediately upon
decompression.

An extension of this method would allow periodic aliquot sampling from a con-
tainer whose contents are subjected to high pressure. Obvious conditions govern
whether this method would be satisfactory. They are as follows:
(1)
 The reaction progress must be very slow relative to the time required for aliquot
removal and time of sample analysis, or in the latter case a rapid quench can be
carried out. A rapid analytical method is UV/visible spectrophotometry.
(2)
 Pressure restoration inside the container following each sample removal must be
very rapid compared with the rate of reaction.
(3)
 The reaction rate must be slow so that the half-life of reaction is much longer
than the time required for sample introduction into and sealing of the pressure
vessel, and for thermal equilibration following heating of the sample caused by
compression, as noted above.
Sample overheating can be avoided by stepwise pressure application. For this type
of pressure apparatus the container must be sufficiently robust to withstand high
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pressures. If the material is steel or other metal alloy an inert inner coating may be
required if the sample contains metal coordinating or particularly chelating ligands
with high stability constants for metal complex formation. This in turn may cause a
sealing problem as the aliquot sampling method depends on successful operation of
a piston, usually of Teflon with one or more ‘‘O’’ rings that move to compensate for
the volume change upon each sample removal. A piston-cylinder apparatus has been
widely used and volumes of activation determined. Most reports are of substitution
reactions45–49 and one of electron transfer of transition metal complexes.50 The
method has also been used for organometallic reactions.51,52 A representative sam-
ple apparatus is schematically shown in Fig. 1.

A much more efficient method of obtaining kinetic parameters involves contin-
uous monitoring of the reaction sample while it is subject to hydrostatic pressure, i.e.
an in situ sampling method. This necessitates construction of a pressurisable sample
container that can be incorporated within the observation housing of an instrument.
The preferred option is to modify a commercial instrument, although this may have
the drawback of requiring dedication of the instrument to the high pressure mode.
Interchange between high pressure and ambient pressure modes may be a time-
consuming exercise. There are two approaches that can be described for the most
Fig. 1 An example of a piston-cylinder high pressure apparatus.
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frequently applied monitoring method, UV/visible spectrophotometry. One uses a
pressurisable cuvette that is aligned with the light path of a spectrophotometer, and
the cuvette is held in place by a metal block, also possessing optical windows. The
metal block contains thermostatted external circulating fluid and optically trans-
parent pressurisable fluid surrounding the cuvette. The cuvette is typically of the
‘‘pill-box’’ type, designed several decades earlier.53 The pill-box cuvette is cylindrical
with two concentric cylinders that can be rotated for sealing after filling with a
reacting sample. Incident and transmitted light pass through the optically flat cir-
cular end windows. The design allows for path length reduction upon compression
of the contents by the surrounding compressed fluid, usually, n-heptane. A sche-
matic diagram of a pill-box cell and its enclosing pressurisable container is shown in
Fig. 2.

A second variant uses a metal block containing a machined out cuvette and
windows that is placed in the cell compartment of a spectrophotometer. The pres-
sure is applied directly to the reacting solution via a piston.54 Again any reaction
containing reagents sensitive to the metal of the block could not be used in this
variation. In both types of UV/visible in situ monitoring the pressure is applied via a
standard array of high pressure pumps and appropriately positioned high pressure
rated valves. A direct pressure device is illustrated in Fig. 3.

The advantages are, obviously, a continuous record of the reaction, allowing
instant observation of deviations from normal kinetic progress, ability to apply data
fitting routines to yield kinetic parameters, and greater results throughput. In re-
action systems that require anhydrous or oxygen-free conditions, filling of the pill-
box can be carried out in an appropriate glove-box. For oxygen-sensitive reactions a
special cell has been developed as well.22 The second method, of applying pressure to
a solution directly, has mostly been used for aqueous media and where no restric-
tions on exposure to air were important. It is worth noting that the piston-cylinder
apparatus with aliquot sampling requires typically about 0.1 dm3 of solution per
run, the second of the in situmethods requires about 0.005 dm3, and the pill-box uses
a similar volume of solution as a standard 1 cm path length cuvette (ca. 0.003 dm3).
The emphasis has been on UV/visible spectrophotometry since the preponderance of
reports in several areas of chemistry exploits this method. A high pressure cell
capable of monitoring changes in conductivity has been constructed but not widely
used.54 In principle circular dichroism, fluorescence or infrared (IR) spectroscopies
could also be used as rapid monitoring methods, providing successful interfacing
with a high pressure container arrangement is extant. An updated version of a high
pressure apparatus, using a pill-box, in which the detection system has been enlarged
from UV/visible to the near-IR region and for special circumstances pressures up to
400MPa may be applied, has been described.55

A separate section will be devoted to covering the monitoring of reaction progress
at high pressure by nuclear magnetic resonance (NMR) spectroscopy. Although
there have been no reports to date, in principle for sufficiently slow reactions aliquot
samples from a piston-cylinder apparatus could be followed by NMR spectroscopy;
however, such a procedure would not be viable because of the large solution vol-
umes required if deuterated solvents were to be used.



Fig. 2 (a) Schematic presentation of a ‘‘pill-box’’ optical cell for measurements on solutions at
high hydrostatic pressures. The slot and hole allow the pill-box cell to be filled and extra liquid
to be released on closing the cell. (b) Schematic view of a two-window high pressure cell to
accommodate the pill-box optical cell for pressures up to 200 Mpa. 1: pressure plug; 2: O-ring;
3: reaction compartment; 4: D- and O-ring; 5: sapphire window and 6: pressure connection.
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For situations when temperature or concentration lowering does not achieve the
objective of increasing the reaction half-life to a level suitable for the methods
described above, a special arrangement for mixing reactants quickly has been de-
vised.22 This device should not be included in the subsequent section on rapid
reactions. By mixing quickly here, the term refers to about 5 s, whereas below,
mixing times of a few milliseconds are discussed. The reactants are equilibrated
thermally and under pressure, but are separated by a thin membrane. The mem-
brane can be broken by a magnetic-field-activated mixing bar, and the mixed
solution monitored. Thus the method is suitable for reaction half-lives of about 10 s
and longer.



Fig. 3 High pressure cell in which pressure is applied directly to the sample solution.
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It should be noted that although high pressure pumps and valves are standard and
readily available, most of the high pressure containers and cells have been con-
structed in individual investigators’ laboratories and workshops, and are not com-
mercially available.
RAPID REACTIONS

Mixing methods

This section will be in two parts. First the methods for rapidly mixing reactants at
ambient pressure, and subsequently extending this to rapid mixing at elevated pres-
sures, will be described, while a second part will mention methods for studying fast
reactions that are complete within the time that the reactant solutions can be phys-
ically mixed. Again, adaptation of the latter approach to high pressure will be noted.
The methods herein are applicable to thermal reactions. A later section will present
methods for reactions that are induced by radiation.

The objective of rapidly mixing reactant solutions for kinetics measurements was
first reported about 80 years ago. The method required continuous flowing of so-
lutions, and the term continuous flow was assigned to the method.56 Reactant so-
lutions were flowed along tubes and mixed at a Y-type junction. Whereupon
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observation and measurement of an appropriate property at given distances from
the Y-junction, with knowledge of the flow rate, permitted the development of a
kinetic profile. The absence of very rapid detection and rapid flow rates limited the
method as large volumes of reactant solutions were needed. Further development
took the form of the accelerated-flow method,57 and the stopped-flow (s.f.) method.
The latter has its origin58 in the 1930s and several investigators developed their own
version. The history and development of s.f. can be followed.59 The reactant so-
lutions are driven manually or by mild pressure activation through a special mixer.
The observation chamber is at 901 to the direction of flow in most versions. A
rapidly acting receiver syringe with piston that arrests the flow of mixed solution
signalled a significant improvement in time resolution.60–62 Stopping the mixed so-
lution flow triggers the recording of signal changes. In the usual configurations
about 0.15 cm3 of each solution per run is required. Use of an exit valve allows
several replicate runs to be conducted before recharging with fresh reactant solutions
is required. Commercial versions of s.f. instruments currently available are funda-
mentally based on some of the early versions, and now, naturally have far superior
data collection and processing capability. The instrument dead-time of a few mil-
liseconds means that reactions down to a half-life of several milliseconds can be
studied. Almost all instruments use UV/visible signal changes as a means of fol-
lowing kinetics processes. The flow must be turbulent and solution viscosity must be
in an appropriate range. The method is not suitable for mixing solutions of widely
different ionic strength, or of different solvent composition. Reactions that are
markedly exothermic or endothermic can, upon mixing reactants, introduce heating
or cooling effects leading to complications that may not be recognised. A rapid
mixing device has been coupled to a cell for monitoring reacting organometallic
species via IR spectroscopy.63 Other properties of reacting systems, e.g. changes in
conductivity, circular dichroism or fluorescence, could also be used in conjunction
with the s.f. mixing approach.

Adaptation of the s.f. method to kinetics studies at high pressures (hpsf) can only
be viable if the reactant solutions are already under stable thermal and pressure
conditions prior to mixing. This has been achieved by immersing an s.f. unit inside a
pressurisable container. Another important feature of one design64 is that by using
smaller quantities of reactant solution than in ambient pressure s.f. units, more
measurements can be made before decompression and recharging the unit with fresh
reactant solutions are required. This has been accomplished by using the tightness of
fit of the stopping and reactant pistons to arrest flow once the applied pressure from
a stepping motor to the reactant solution pistons is removed, and there is no outlet
valve. In this way about 30 replicate measurements may be made with one filling of
the system and allows the system to be compressed to several different pressures
before refilling. The windows of the s.f. unit are aligned with windows in the press-
urisable vessel, and UV/visible absorbance changes are usually the means of fol-
lowing reaction progress. However, an instrument that monitors fluorescence signals
has been constructed and employed.65 Several hpsf units have been devised and
reported following the first version described by Heremans66 and colleagues.64,67–74

The technical facts may be consulted. Generally the dead-time is longer than on
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ambient pressure s.f. units, although the dead-time has been reduced on some later
instruments.72,74 Instruments currently in use are either that used in Erlangen or
those instruments based on the design of the Merbach group and commercially
available,69,75 and the other relies on a coupling between the driving and receiving
syringes to reduce the dead-time.74,76 Figs. 4 and 5 provide schematic illustrations of
hpsf instruments.

They have been most widely used to follow the kinetics of ligand substitution and
electron transfer reactions of transition metal coordination compounds, although as
will be described below also in several organometallic chemistry reaction kinetics
studies.
Relaxation methods

When a reaction is faster than the time taken to physically mix solutions other
means of following the reaction kinetics must be found. A category of methods,
known as relaxation methods, originated in the 1950s.77 A reaction system at equi-
librium is subject to a rapid perturbation (in principle any property upon which the
equilibrium depends can be employed to perturb the equilibrium). The subsequent
relaxation to a new equilibrium position is a function of the kinetics of the forward
and backward reactions, and the relaxation signal can be analysed to yield kinetic
parameters.76 Methods of perturbation of equilibrium include a temperature jump, a
pressure jump, electric impulse, alternating electrical field, ultrasonic absorption,
microwaves and a photochemical flash. The last method will be treated separately in
a general section on radiation-induced reactions. Relaxation methods and the
methods of analysis of relaxation signals have been included in several publications
on fast reactions in solution.59,78–83

Of the relaxation methods only the temperature-jump and pressure-jump methods
have been adapted for high pressure application, and of these two only the former
(hptj) has been used in many systems for volume of activation determinations.
Despite the flurry of activity in developing hptj,84–88 the method has not found
application in organometallic chemistry, although in principle it could be employed
if the system properties and solvent were suitable.

Details of a standard pressure-jump instrument89 and high-pressure pressure-
jump cells can be obtained from appropriate literature.90–93 The method has found
very limited application and not at all in organometallic chemistry. Commercial
units or modules for high pressure relaxation methods are not available.
RADIATION-INDUCED REACTIONS

Photo-induced methods

In principle reactions that are induced by a light signal could be in the conventional
time range, or rapid, requiring rapid data acquisition. The latter class of reactions
became a reality in the history of this research area upon the development of fast



Fig. 4 Schematic presentation of a high pressure s.f. unit. 1: lid to overall unit; 2: outer
vessel; 3: window holder; 4: quartz windows; 5: electric motor; 6: motor actuator; 7: s.f. unit
positioning rod; 8: syringe driving plate; 9: drive syringe (inner); 10: drive syringe (outer); 11:
block holding windows, mixer and syringe attachment points; 12: mixing jet; 13: stop syringe
(outer) and 14: stop syringe (inner).
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flash lamp technology, and flash photolysis and flash spectroscopy emerged as
techniques for studying rapid kinetics of photochemically induced reactions and
transient spectra of species in the micro- to millisecond range.94 The properties of
the system will determine whether the photosensitivity would lead to relaxation
kinetics or non-relaxation kinetics. Subsequently the time range of measurement has
been reduced by orders of magnitude enabling reactions in the nano- and picosecond



Fig. 5 Cross-sectional diagram of high pressure vessel and s.f. unit. 1: rod made of AISI 316;
2: lever to revolve rod; 3: high pressure vessel; 4: push–pull rod; 5: receiver syringe; 6: receiver-
syringe piston; 7: mixer and optical cell block; 8: quartz; 9: sapphire window; 10: sapphire
window holder; 11: reactant syringe; 12: reactant-syringe piston; 13: high pressure vessel lid
holder and 14: high pressure vessel lid.

R. VAN Eldik, C.D. Hubbard14
range to be studied. Adaptation of these and conventional time methods for high
pressure studies of photochemical and photophysical processes was undertaken by
several investigators.95–100 Examples of some later applications for selected systems
are available.101–104 The pill-box cell and enclosing high pressure container can be
used, with modification, for slow reactions.105 In most cases the adaptation involves
addition of at least one window in order to be able to initiate reaction and two other
windows are used for the subsequent spectrophotometric monitoring of the kinetics.
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The high pressure system of pumps and valves need not differ from those used for
mixing of reactant solutions. Among organometallic reactions whose kinetics at
elevated pressure have been studied following photochemical energy induction are
reactions of metal carbonyl complexes. The most frequently used monitoring
method is UV/visible spectrophotometry. Time-resolved infrared (TRIR) spectros-
copy has been applied recently in studies of iron–carbonyl complexes in supercritical
fluids106 and in studies of molybdenum–carbonyl complexes107 where moderate gas
pressures were used. Although these particular studies did not result in determina-
tion of volumes of activation, it is evident that TRIR spectroscopy could be used in
appropriate cases in association with high pressure kinetics.

Pulse radiolysis

In this method of inducing reaction, usually in aqueous medium, an electron beam
forms radicals from the radiolysis of water in a few microseconds. Subsequent radical
reactions with a variety of substrates can be monitored. Authoritative reviews that
include results from high pressure kinetics studies have appeared recently.108,109 A
specially designed pill-box cell has been developed to enable certain radical reactions
to be studied at high pressures. An initial difficulty to construct a cell that is suffi-
ciently robust to withstand high pressures, but allows a required level of electron flux
to enter the cell, has been overcome by design of a special window (see Fig. 6).110

It should be emphasised that the combination of pulse radiolysis reaction induc-
tion and high pressure kinetics capability means that the method is restricted to a
very small number of investigators, and commercial units are unavailable. Changes
in absorbance in the UV/visible region are used to monitor reaction kinetics. Radical
reactions are very rapid and fast data acquisition capability is required. General
literature on pulse radiolysis as a method is available.111 An account of the value of
high pressure kinetics in combination with pulse radiolysis in mechanistic insight
provides a survey of the scope and range of reactions studied.108
Fig. 6 Schematic diagram of the electron beam window for high pressure pulse radiolysis.
The electron beam enters from the right side.
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ELECTROCHEMICAL METHODS

The subject of redox reactions embraces a considerable variety of reactions. In ho-
mogeneous solution there are many spontaneous reactions, self-exchange reactions or
non-symmetrical electron transfer reactions, for example. The kinetics of many of
these have been studied by UV/visible spectrophotometry at both ambient and
elevated pressures.50,112 The kinetic parameters and volumes of activation for some
self-exchange reactions have been obtained using ambient and high pressure NMR
(HPNMR) spectroscopy, radiochemical tracer methods or s.f. circular dichro-
ism.113,114 Some investigators have been interested in redox reactions at electrodes in
electrochemical cells. In some cases the purpose was to obtain the volume of acti-
vation for a self-exchange reaction indirectly.114 A recent authoritative review has
described in detail the methods for studying electrode reaction kinetics, including the
more familiar cyclic voltammetry and alternating current polarography methods.115

This review also outlined the relationship between homogeneous versus heterogene-
ous self-exchange electron transfer, and emphasised the insight obtained from pres-
sure effects. The technology for studying electrode reaction kinetics at high pressure is
specialised. A three-electrode cell constructed from Teflon or stainless steel depending
on the chemical considerations is sealed inside a thermostattable steel pressure vessel,
suitable for pressures up to 400–500MPa.116,117 The design issues and operating
difficulties needing to be addressed to ensure successful measurements have been
indicated. Of the three electrodes, one is the working electrode, a second is the counter
electrode and the third is the reference electrode that is designed to allow ionic contact
and to allow compression of the solution in the reference compartment. Overall the
cell has a movable piston to allow compression of the reaction medium. As with many
high pressure devices, the pressurising fluid is hexane or heptane and is separated from
the oil of the hydraulic pump by a piston separator vessel. The pressure dependence of
solution viscosity can be significant for organic solvents, but is conveniently negligible
for aqueous solutions. How the pressure dependence of solvent viscosity, when ap-
plicable, is accounted for has been addressed. Fig. 7 is an example of a high pressure
cell and apparatus for electrode kinetics that permits determination of volumes of
activation for both coordination and organometallic compound couples.

Other aspects of high pressure electrochemistry kinetics can be obtained from a
review by two of the leading experts.118
NMR SPECTROSCOPY

The presence of magnetically active nuclei of sufficient sensitivity and abundance in a
reacting system provides a potentially excellent method of monitoring the kinetics of
reaction.119 Providing the reaction is sufficiently slow, measurements can commence
in a reasonably short time after introduction of the sample into a spectrometer at
ambient pressure. One or more signals can be employed in developing a kinetic
profile. Adapting NMR probes for measurements at elevated pressures is an exercise
that has occupied some investigators from the early period of electromagnet-based



Fig. 7 High pressure electrochemical cell.
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spectrometers,120,121 to the current generation of high resolution, cryomagnet spec-
trometers.32,122 The development of HPNMR spectroscopy can also be traced from
relevant reports and reviews.123–125 The adaptation is not simple as materials of the
high pressure probe must not interfere with instrument operation. Since an instru-
ment may need to be dedicated to high pressure mode, NMR spectrometers equipped
for high pressure measurements are not common laboratory currency.

Pioneering studies by Connick and coworkers led to an understanding of the
hydration and lability of the hydration of certain paramagnetic ions.126 Using water
enriched in 17O, they were able to follow the kinetics of exchange of water between
the coordination sphere of each of the aqua ions of Mn(II), Fe(II), Co(II) and Ni(II)
and bulk solvent. Kinetic parameters from 17O NMR spectra at various temperatures
were extracted from modified Bloch equations. Determination of the water exchange
rate constants was important in establishing that rates of complex formation reac-
tions of these metal ions were controlled principally by the respective rates of water
exchange. A mechanism embodying these features became known as the Eigen–
Wilkins mechanism.127,128 Results from hptj experiments on metal-complex-forma-
tion reactions yielded positive volumes of activation of magnitudes that supported
the mechanism.129–132 It also illustrated some time ago the power of high pressure
kinetics experiments as strongly confirmative of mechanisms proposed on the basis of
ambient pressure kinetics results. Against this background, high pressure probes for
NMR (HPNMR) spectrometers that could be used at pressures up to 200MPa were
developed.32,122 These instruments have been used extensively to obtain kinetic
parameters for exchange of water and other solvents on several transition metal ions,
on some main group solvento cations. More recently there has been emphasis on the
lanthanides.133 Volumes of activation were also acquired, and also in some cases
where non-solvent, non-exchanging ligands are also present. In the context of solvent
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exchange on solvento-organometallic compounds, the volume of information is
much smaller. Nevertheless, some dramatic effects are observed and will be reported
below. Examples of HPNMR probes are shown in Figs. 8 and 9. Details of the
construction and materials used are beyond the scope of this article. However, the
figures themselves are very illustrative and further details can be obtained.

There has been considerable activity also in developing HPNMR instruments in
another and very important area of organometallic chemistry. Conversion of
organic substrates into products of greater value, catalysed by organometallic com-
pounds, and understanding the mechanism of individual steps or a whole catalytic
cycle, are goals of many investigators. In many reactions the substrate in a solvent is
converted and the reaction catalysed in the presence of gases at high pressure. As
stated earlier there has been progress in addressing the mechanistic pathways by
using HPNMR spectroscopy, using 13C and 1H nuclei.41–44 An objective is to study
the reactions as a function of gas pressure to optimise yield as well as elucidate
mechanism. Typical pressures are at least an order of magnitude lower than is the
homogeneous systems described and volumes of activation are not determined.
However, the technical aspects of the instrumentation are of interest and valuable to
other high pressure practitioners.
PARTIAL MOLAR VOLUMES FROM DENSITY MEASUREMENTS

Various specification densitometers are available commercially, and operate on the
principle of a sound wave whose frequency depends on the density of the solution.
The density of air and of the solvent must also be determined. The volume of liquid
required is about 2–3 cm3 and each measurement takes only a few minutes. The
range of concentrations needed for viable measurements is usually much higher than
is used in relevant kinetics experiments and therefore sample solubility, scarcity or
solution stability can limit the extent of possible measurement. The need for mod-
erately high concentrations can be seen from examination of Equation (10) since the
difference in densities between each solution and the solvent is part of the calcu-
lation. In fact densities to six significant figures are usually required. Other critical
factors are that the temperature must be precisely (70.01 1C, ideally) and rep-
roducibly known since densities are very sensitive to temperature. Highly pure sol-
utes and solvents should be used and solvent outgassing is important. Solutes in
volatile or mixed solvents do not yield usable results. In addition to obtaining
reaction volumes from partial molar volumes of reactants and products, the simple
method of dilatometry can be applied.
MISCELLANEOUS TOPICS

Range of values and correlation of DV6¼ with DS6¼

Based on compilations of values of DV6¼ it can be seen that typical values are within
the range of 730 cm3mol–1, although some organic reactions extend that range to



Fig. 8 Design features of a wide bore probe head for HPNMR (400MHz) measurements. 1:
O-ring; 2: probe jacket; 3: thermal insulation; 4: polyvinyl chloride; 5: O-ring; 6: O-ring; 7:
semi-rigid coaxial cable; 8: connection to thermostat; 9: titanium tube; 10: lid; 11: screw; 12:
capacitor; 13: capacitor holder; 14: aluminium tube; 15: upper plug; 16: sample tube; 17:
saddle coil; 18: –Macor; 19: TiAl6V4 vessel; 20: lower plug; 21: lower pressure screw; 22:
capacitor; 23: coaxial cable and 24: capacitor holder.
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750 cm3mol–1. Volumes of activation of +30 or –30 cm3mol–1 correspond, respec-
tively, to a rate retardation and a rate acceleration of about a factor of 3.5 at 100MPa
pressure relative to ambient pressure. For these values most methods yield precision
of about75%. For reactions that are less sensitive to pressure the precision is usually
progressively reduced as the modulus of the volume of activation is reduced.



Fig. 9 Photograph of two narrowbore probeheads. a: aluminium jacket sealing the double
helix used for thermostating; b: high pressure vessel; c: platform carrying the autoclave; d:
capacitors; e: capacitor platforms; f: tuning rods; g: high pressure connector; h: thermocouple;
i: BNC connector; j: Pt-100 connector; k: copper tubing and l: widebore adapter.
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However, actual precision can depend on the reaction, the particular method of high
pressure kinetics measurement and the quality of the instrument. As noted earlier,
measurement of pressure at a precision or accuracy of 1–2% is acceptable, as reaction
rate sensitivity to pressure would not be detectable within this range.
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For many inorganic and bioinorganic reactions the volume of activation has been
obtained from measurements at 25 1C. It prevails that the volume of activation is not
particularly sensitive to temperature change. This is convenient in that values ob-
tained for different reactions at different temperatures in most cases can be com-
pared directly. Differences at various temperatures for a given reaction can be
expected to be within the error of each measurement. Clearly this does not apply to
any temperature, and a useful guideline could be that 720 1C from the standard
25 1C of measurement should yield no significant difference in the value of DV6¼.
This can be seen from Equation (9).

When it is experimentally feasible, the temperature dependence of DV 6¼ can be
compared with the pressure dependence of the entropy of activation. The equality of
these terms is defined from extending the Maxwell thermodynamic equality:

ðdVi=dTÞP ¼ �ðdSi=dPÞT (11)

to an equilibrium or a reaction, viz:

ðdDV=dTÞP ¼ �ðdDS=dPÞT (12)

ðdDVa=dTÞP ¼ �ðdDSa=dPÞT (13)

In some cases the experimental agreement is reasonable.
Several investigators have examined the possible correlation of these two acti-

vation parameters, particularly for series of similar reactions.134–136 Correlations
have been attempted for reactions of transition metal coordination compounds, such
as ligand substitution or isomerisation, or solvent exchange,135–137 and the issue has
been addressed recently.138 However, correlations for these parameters for organo-
metallic reactions have not yet been developed.
Safety considerations

Typical sample capacities of solutions in most of the hydrostatic high pressure
methods described are in the range of a few cubic centimetres of solution under
various compression regimes. A considerably higher volume of the pressurising liq-
uid is maintained at the same pressure. If any component of the overall system under
pressure fails liquid leakage can occur and the pressure reverts to ambient imme-
diately. Therefore, the safety aspect is similar to proper laboratory practice in
treatment of solvent or solute spillage, particularly if the materials are hazardous or
toxic. Since component failure is accompanied by rapid decompression normally,
only a fraction of the total liquid that was under pressure will leak. In the case of a
piston-cylinder apparatus, the volume of sample can be as high as 0.1 dm3 and
therefore the potential for more liquid leakage exists. Providing the pressure is
delivered by liquid under pressure, normal safe laboratory practice should be ad-
equate providing the temperature of the system is close to ambient. However, if
compressed gases are used to deliver pressure to the pressurisable liquid, then safety
practice consistent with other applications of compressed gases is required. When
large volumes of liquids, up to 200 dm3, are used in materials processing to bring
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about physicochemical change, additional safety measures to protect operators from
potentially large volumes of hot liquids leaking must be in place.
3 Volumes of activation for thermal organometallic reactions

In this section a summary of an accepted mechanistic classification scheme will be
presented. This scheme applies to many of the organometallic reactions that will be
described. Following this, reactions of interest will be grouped together according to
their common reaction type, e.g. solvent exchange, ligand substitution, oxida-
tion–reduction, small molecule reactions, photochemically initiated reactions and
others. When a particular sub-field of research is currently active, mostly only rel-
atively recent reports will be included and these may be examined for reference to
earlier developments in the sub-field. In other cases when a sub-field has become
dormant the latest reports generally available will be presented. It should also be
emphasised that this account is not an exhaustive one of all volumes of activation
determined in recent organometallic chemistry studies. Nevertheless, to our knowl-
edge the vast majority of reports has been included.

A set of generally accepted guidelines for mechanistic diagnosis from volumes of
activation has been provided. A mechanistic classification of substitution reactions
of transition metal complexes used the letters, D, A and I.139 A dissociative process
with an identifiable intermediate of lower coordination number is assigned D. An
associative process with an identifiable intermediate of higher coordination number
is termed an A mechanism. An interchange process, labelled I, is one in which acts of
bond breaking and making occur, and either took place within a pre-formed ag-
gregate or were synchronous processes. The I mechanism could be further sub-
classified into Id and Ia. The former refers to a dissociatively activated interchange
mechanism that has a rate-determining transition state in which bond cleavage is
more important than bond formation. Conversely, an Ia mechanism is one that has a
transition state in which there is more bond formation than bond cleavage. The
nomenclature has been compared with that used for organic reactions.140 Other
often unrecognised subtleties have been considered at length. This literature may be
fruitfully consulted.140 At least for solvent exchange processes, the assignment of
mechanism based on DV6¼ is reasonably straightforward, providing the numerical
values are not close to zero, since electrostriction effects are absent or negligi-
ble.125,141 It has been estimated that for water exchange on an octahedral complex
via a D or A mechanism, the value of DV6¼ would be about 713 cm3mol�1, re-
spectively.142 Values for solvents other than water will clearly differ. If experimental
values in water exchange reactions progress from these limits towards zero it has
become a practice to assume that these values represent I mechanisms of ‘‘d’’ or ‘‘a’’
character, and that a value of zero would indicate a pure interchange process. The
difficulty is that these assignments are based on arguments that take no account of
other possible volume changes among the non-exchanging ligands and attendant
alterations to the partial molar volume (that are not accessible). It is also noted that
for all reactions, volume changes may occur in parts of molecules not involved in the



Activation Volumes for Organometallic Reactions 23
reaction itself, and these cannot be accounted for or estimated. Nevertheless, as a
first approximation the literature contains many mechanistic assignments based on
the volume of activation. In the following sections abbreviations used are nearly
always those provided by the respective authors.
SOLVENT EXCHANGE

The kinetics and mechanism of solvent exchange from fully solvated or partially
solvated metal cations have been extensively studied, mostly by NMR and HPNMR
spectroscopies.32,133 The range of solvent exchange rates encountered varies over 20
orders of magnitude. The effects of the presence of non-exchanging ligands on both
rates and coordination geometry can be very pronounced.15,32,133,143–146 Early stud-
ies were mostly on the solvento cations or aquamonohydroxy cations of the first row
of transition metals. More recently, reports on solvent exchange kinetics and mech-
anism of second- or third-row transition metal cations, some main group solvento
cations, lanthanide cations and some actinide cations have appeared.133,143 The non-
exchanging ligands invariably have been coordinating ligands. One reason for these
studies, beside their intrinsic interest, is that they assist in understanding metal-
complex-formation reactions in which one or more solvent molecules is/are replaced
by a coordinating or chelating ligand. In the case of some lanthanide ions the
development of appropriately functioning magnetic imaging reagents for medicinal
purposes, composed of solvento complexes of lanthanides, drives the studies for-
ward. Theoretical studies conducted on several of these solvent exchange reactions
have usually shown accord with the mechanisms based on experimental activation
parameters including the volume of activation.147–153

Dramatic changes in the kinetic lability of solvent exchange have been observed
when some of the coordinated solvent molecules are replaced by an organic moiety.
For example, hexa-aqua ruthenium(II) has a water exchange rate constant of
1.8� 10�2 s�1 at 298K,154 while water exchange on Ru(Z5-C6H6)(H2O)3

2+ is charac-
terised by a rate constant of 11.5 s�1 at the same temperature.155 Clearly the water
exchange mechanism for the arene-aqua ions is characterised by a strong trans-lab-
ilising effect of the aromatic ligand on coordinated water. The thermal activation
parameters, DH6¼ of 88 and 76kJmol�1 and DS6¼ values of +16 and +30 Jmol�1K�1

for the hexa-aqua and aqua-arene complexes, respectively, would imply that the
change in free energy of activation is a consequence of both parameters. However, the
magnitude of error on the entropy of activation values is such that the two values are
not statistically different. The volumes of activation, –0.4 and +1.5 cm3mol�1 for the
hexa-aqua and the arene-aqua complex, respectively, indicate an interchange mech-
anism with approximately equal contributions of bond breaking and bond making for
the former species. The latter value indicates an interchange mechanism in which
bond breaking is slightly ahead of bond making, according to the authors. However,
these findings can hardly be definitive given the small difference and errors associated
with both values. Interestingly the osmium(II) analogue, Os(Z5-C6H6)(H2O)3

2+,
has the same solvent exchange rate constant as the corresponding ruthenium
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compound,155 and is characterised by a 10kJmol�1 smaller enthalpy of activation, an
essentially zero entropy of activation and a modest, +2.9 cm3mol�1, volume of ac-
tivation. The latter parameter suggests a slightly more dissociative interchange mech-
anism than for the ruthenium water exchange. The lack of proof for the existence of a
hexa-aqua osmium(II) species, has been noted156,157 and therefore a comparison that
could be made in the ruthenium case cannot be made for the activation parameters
for the osmium species.

Even more dramatic rate enhancements occur for acetonitrile exchange on sol-
vento-, arene-solvento- and cyclopentadienyl-solvento-ruthenium(II) complex spe-
cies. The substitution lability of CH3CN increases along the series Ru(CH3CN)6

2+,
Ru(Z6-C6H6)(CH3CN)3

2+, Ru(Z5-C5H5)(CH3CN)3
+ by five orders of magnitude for

each step. The kinetics were monitored by 1H NMR spectroscopy.158 The increase
correlates with a corresponding stepwise lengthening of the Ru–N distance by 0.03 Å,
and indicates the significant progressive trans-labilisation enhancement. Enthalpy of
activation decrements were, respectively, 28 and 16 kJmol�1. The values of DV6¼

provide clear evidence for mechanistic change. For the solvento cation the value was
+0.4 cm3mol�1, whereas the values were +2.4 and +11.1 cm3mol�1 for the arene
and cyclopentadienyl species respectively, interpreted as interchange, interchange
dissociative and dissociative, respectively. From the findings for both solvents it may
be speculated that Ru(Z5-C5H5)(H2O)3

+ should exchange water ligands very rapidly.
A comprehensive preparative, structural and kinetics study (of water exchange and

substitution) of several p-arene complexes of cobalt, rhodium, iridium and ruthenium
has been undertaken.159 As noted earlier, p-arene molecules upon substituting water
molecules in [M(H2O)6] (charges omitted) to yield [LM(H2O)3], L ¼ Z6-benzene or
Z5-pentamethylcyclopentadienyl ion (Cp�), M ¼ Co, Rh, Ir, Ru, increase the lability
of the three residual water molecules drastically. The effect is most pronounced for
anionic ligands. The labilisation effect is neutralised by two orders of magnitude
when two of the surviving water molecules are replaced by 2,2’-bipyridine (bpy).
There is a strong effect of the variation of metal ion with the lability of coordinated
water in [Cp�M(bpy)(H2O)]2+ following the order Co ooRh4 Ir. Thermal acti-
vation parameters and a series of kinetics results on formation reactions by s.f.
spectrophotometry provided evidence that could be interpreted to show that water
exchange on [Cp�M(bpy)(H2O)]2+ proceeds by a dissociative interchange mecha-
nism. The rates of water exchange in [Cp�M(H2O)3]

2+ (M ¼ Rh, Ir) were followed
at ambient and elevated pressures, by 17O NMR spectroscopy, yielding respectively
activation volumes of +0.6 and +2.4 cm3mol�1. These values are indicative of an
interchange mode of mechanism with a modest dissociative character.

Attention has been drawn to the connection between mechanisms of solvent ex-
change for arene–osmium compounds cited earlier and on dihydrogen–amine com-
plexes of osmium, trans-[Os(en)2(Z

2-H2)S]
2+, S ¼ H2O, CH3CN.160 The values of

the volumes of activation for solvent exchange from 17O NMR (H2O exchange) or
1H NMR (CH3CN) spectroscopy were –1.5 and –0.5 cm3mol�1, respectively. At face
value parameters of this magnitude would be indicative of an I mechanism. How-
ever, it was argued from results of complex-formation reactions, and a previously
cited argument, that the volumes of activation were also influenced by a contraction
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of bonds of the metal to the non-reactive ligands. Thus solvent exchange on these
osmium–dihydrogen complexes was dissociative interchange, Id or dissociative, D.
Therefore, it is a similar mechanistic situation to the Id mechanism for water ex-
change on the osmium organometallic complexes.

It has been pointed out that ruthenium(II) possesses properties that allow it to be
a focus of studies of organometallic chemistry of Ru(II) in water.161 In addition
some Ru(II) aqua complexes are key intermediates in processes connected with anti-
tumour activity of Ru(II) and Ru(III) compounds.162 These facts formed part of the
interest behind studies aimed at understanding factors that govern the reactivity of
ligands in the first coordination sphere of the Ru(II) centre.163 Specifically the effect
of L (L ¼ H2O, CH3CN, (CH3)2SO, H2C ¼ CH2, CO, F2C ¼ CH2, N2) on the rates
of bound water at the axial (trans) and equatorial (cis) positions and on the redox
potentials of [Ru(H2O)5L)]

2+ has been examined. Compared with square planar
complexes cis and trans effects on reactivities are less well understood in complexes
of octahedral geometry. The kinetics of water exchange were monitored by 17O
NMR spectroscopy, and in the case of the ethene compound as a function of pres-
sure. The kinetics results set the order of L for both cis and trans effects, and a
correlation between lability and calculated Ru–H2Oax bond energies was indicated.
Density functional theory was used to calculate properties of the ruthenium species.
Rate constants for mono-complex formation between the ruthenium aqua ion and
different ligands were very similar and an interchange Id mechanism was assigned
even though DV 6¼ for water exchange on hexa-aqua Ru(II) was close to zero (vide
supra). The DV 6¼ values for water exchange on the axial and equatorial positions of
the ethene complexes are +6.5 and +6.1 cm3mol�1, respectively, and reflect the
strong dissociative character of the mechanism. Large positive values of the entropy
of activation supported this conclusion.

It was recognised that most of the earlier work on solvent exchange on organo-
metallic–solvento–complexes featured second- (4d) or third-row (5d) transition met-
als. An extension to the first row was sought for the Group VII carbonyl aqua ions
[(CO)3M(H2O)3]

+, M ¼ Tc, Re.164 There was a degree of uncertainty about the
authenticity of the species when M ¼ Mn, but a spectroscopic characterisation has
confirmed the species as fac-[(CO)3Mn(H2O)3]

+.164 The aqueous solution charac-
teristics of this species strongly depend on the solution pH and the formation of
polynuclear metal species is prevalent but not identical for the rhenium and man-
ganese analogues. Species interconversion rates are also different. The 1+ oxidation
state for these species is considered to arise from CO groups stabilising the t2g orbitals
by back bonding, effecting a low-spin configuration and by shifting the oxidation
potential M2+/+ to a more positive value, thus stabilising the monovalent species.
Under appropriate solution conditions, the water exchange process on [(CO)3Mn
(H2O)3]

+ can be monitored by 17O NMR spectroscopy. The interpretation of signal
intensity changes indicated that carbonyl oxygen exchange occurs as shown below:

(14)
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This type of exchange was not observed for the corresponding rhenium compound.
Fitting procedures from studying the water exchange rate at different temperatures
yielded kex at 298K of 19 s�1, and DH6¼

¼ 68kJmol�1 and DS6¼
¼ 8 Jmol�1K�1.

The exchange rate constant shows that water exchanges almost four orders of mag-
nitude faster than on the corresponding rhenium compound. A preliminary value for
water exchange on the Tc compound is sufficient to show that the exchange rate
decreases in the order Mn4Tc4Re. This was suggested to be consistent with the
order of water exchange on Co3+/Rh3+/Ir3+ aqua ions. However, the strong lab-
ilising effect of Cp�, more prominent for the heavier metals, reverses this lability
order of water exchange on [Cp�M(bpy)(H2O)]2+, M ¼ Co, Rh, Ir.159 The activation
volume for water exchange on [(CO)3Mn(H2O)3]

+ is �4.5 cm3mol�1, indicative of
an associative activation mode (Ia or A). On the basis of a volume of activation
determination the water exchange mechanism on the rhenium cation is interpreted as
Id, a contrasting finding, and an unexpected trend. At present the substitution of
water by another ligand on [(CO)3Mn(H2O)3]

+ has yet to be investigated and there-
fore cannot be compared with the situation pertaining to the rhenium analogue,
where the substitution mechanism appears to undergo a changeover from Id with a
hard donor, to Ia for a soft donor.165

LIGAND SUBSTITUTION

In this section the coverage follows mainly in order of the atomic number of the
pertinent metal. However, in some cases when corresponding reactions of two metal
centres (MCs) have been investigated the sub-section relates to both MCs.

Titanium

Titanium(IV) compounds of the general type Ti(LL)2X2, where LL is a bidentate
anionic ligand and X is a halide or alkoxide, have been shown to possess anti-
tumour activity.166 The cyclopentadienyl compound Ti(Cp)2Cl2 has been studied
and some kinetic characteristics established.167 It is considered possible that the
pharmacological activity resides in the Cp group, but other LL groups, e.g. the
benzoylacetonato moiety in Ti(bzac)2(OEt)2, confers activity on this compound,168

although there are some disadvantages in its application.169 A search for other
efficacious compounds focused on pyrones (see Scheme 1) and pyridinones, since
anions of these ligands formed stable titanium(IV) complexes Ti(LL)2X2. (Pyrones
with R ¼ Me, Et, maltol and ethylmaltol are permitted as food additives.)
Scheme 1.
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Solvolysis and substitution rates are known to be important for platinum anti-
tumour agents,170 and consequently these properties of titanium(IV) complexes
containing pyronato and pyridinato ligands and halide or alkoxide leaving groups
were examined.171 Earlier studies on the kinetics of substitution at Ti(Cp)2Cl2

172

were extended to include the influence of hydrostatic pressure.171 A wide-ranging
kinetics study examined the effects of the non-leaving ligand, the leaving ligand and
various entering (substituting) ligands on the rates for substitution at Ti(LL)2X2,
where LLH ¼ cyclopentadiene, the 4-pyrone ethylmaltol, several 4-pyridinones and
related ligands with X ¼ halide or alkoxide in acetonitrile, spectrophotometrically.
Two reaction stages were observed and of sufficiently different rates that rate con-
stants (first order for each, entering ligand in excess concentration) could be ob-
tained. Analysis indicated a two-term rate law for each step consisting of a solvolysis
pathway and a bimolecular attack. The stages refer to the successive removal of the
departing ligands. The substitution reactions of NCS� with Ti(Cp)2Cl2 and of H2O
with Ti(Etmalt)2Cl2 for the second stage were studied at pressures up to 100MPa
and derived activation volumes for bimolecular attack were –15 and –12 cm3mol�1,
respectively. These values are of the magnitude expected for a bimolecular process in
the absence of solvent effects.11 Hydration effects have a significant impact on ac-
tivation volumes for bimolecular inorganic reactions involving small hydrophilic
anions such as hydroxide or cyanide in aqueous solution.173,174 These effects can be
attributed to extensive desolvation of the anionic nucleophile as it enters the tran-
sition state. In acetonitrile the situation will be very different since dipolar aprotic
solvents solvate hydrophilic anions poorly. The transfer chemical potential of
thiocyanate from water into acetonitrile of +12 kJmol�1 or greater indicates that
thiocyanate is essentially unsolvated in acetonitrile. 175 Therefore, in this situation a
solvation contribution to the activation volumes for thiocyanate attack at these
Ti(IV) species can be thought to be negligible, so that the negative values afford
strong support for a bimolecular associative mechanism for that pathway.
Vanadium

In a partly parallel study to that reported for titanium(IV) above, the kinetics of
substitution at vanadium(IV) in bis-cyclopentadienylvanadium dichloride by a range
of anionic and uncharged nucleophiles (L) in acetonitrile have been investigated.176

Such compounds were originally prepared over 50 years ago,177 and some aspects of
the kinetics of substitution have subsequently been studied.167 As in the corre-
sponding report on titanium(IV) compounds, by employing a wider range of
incoming nucleophile concentrations, substitution of both chloro groups from
V(Cp)2Cl2 could be observed, spectrophotometrically, and characterised. In an ear-
lier report only one stage was detected.172 Moreover, the two steps were sufficiently
different in rate that rate constants could usually be determined accurately. Each of
the two steps followed a two-term rate law, and in the first step the nucleophile
concentration-independent rate constants are essentially identical as expected for a
rate limiting solvolysis. For the second stage there is some variation in the solvolysis
term, a finding to be expected since the substrate has progressed from V(Cp)2Cl2 to
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V(Cp)2ClL, where L has displaced Cl in the first stage. The rate constants for the
nucleophile concentration-dependent part of the rate law for the first stage showed
variation as expected for associative attack, and generally the variations were qual-
itatively consistent with expectations of relative nucleophilicity of the entering
groups, and with a similar pattern as found for reactions of Ti(Cp)2Cl2. Both en-
tering ligand and V(IV) species differ for the nucleophilic attack in the second stage.
Therefore, it would be difficult to comment on the relative values of the second-
order rate constants. High pressure kinetics measurements for the reaction of
V(Cp)2Cl(NCS) with NCS– yielded a value of –12 cm3mol�1, supporting the asso-
ciative nature of the reaction, and comparable to the value of –15 cm3mol�1 for the
corresponding reaction at Ti(IV). Reactions were slower at vanadium, and this was
accounted for from Crystal Field considerations, d1 (V) versus d0 (Ti) ions.
Manganese

The reporting of a rhenium fac-tricarbonyl species containing two b-alanine ligands,
functioning as unidentate ligands, and a bromo ligand, formed by reacting rhenium
pentacarbonyl bromide with b-alanine,178 was followed by a study of the analogous
reaction between manganese pentacarbonyl bromide and b-alanine.179 In the latter
case the kinetics of the reaction in different solvents were studied and some acti-
vation parameters acquired. For the reaction in both 50% aqueous methanol and
50% aqueous dimethyl sulphoxide, two kinetically distinct steps were observed, the
first-stage proceeding in the dark and the second-stage proceeding only in light. The
entering b-alanine ligand, and in parallel experiments using glycine as the entering
ligand, the amino acid was in excess over the concentration of the manganese spe-
cies, in which case the kinetics were first order, and were monitored spectropho-
tometrically. In all cases, except for the first stage of the reaction of Mn(CO)5Br with
b-alanine in 50% aqueous dimethyl sulphoxide, all first-order rate constants were
independent of the concentration of entering amino acid concentration. A two-term
rate law containing a solvolysis (dissociative) term and an associative pathway was
indicated from the analysis of results for the first stage of the reaction of b-alanine
with Mn(CO)5Br in 50% aqueous dimethyl sulphoxide. All other reaction steps were
regarded as following a dissociative mechanism, although the difference of a factor
of three for the rate constant (first stage) for reaction of b-alanine compared with
glycine demonstrated that the dissociative mechanism was not entirely straightfor-
ward. For the second stage, first-order rate constants were independent of the con-
centrations of Mn(CO)5Br, b-alanine or glycine, and independent of solvent
suggesting a dissociative reaction mechanism. The difference in mechanisms for the
first reaction stage was attributed to the markedly higher chemical potential of
b-alanine in 50% aqueous dimethylsulphoxide. Activation parameters for reaction
of Mn(CO)5Br+b-alanine (first stage) were 121 kJmol�1, +84 Jmol�1 K�1 and
–20 cm3mol�1 for DH 6¼, DS6¼ and DV 6¼, respectively. It was difficult to reconcile each
of these values with a simple dissociative mechanism. A positive volume of acti-
vation would be expected for a dissocative mechanism. It was suggested that the
amino acids (acting with different rates as referred to above) have specific but
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different interactions with the manganese species. Drastic solvent reorganisation
about the amino acid occurred as it went from a zwitterionic form in solution to a
non-zwitterionic form in the pentacarbonyl manganese derivative. It was also pro-
posed that the Mn(CO)5Br-amino acid interaction is complete over the whole range
of amino acid concentrations covered, but that the strength of the interaction de-
pends on the nature of the amino acid involved. It was also pointed out that the
entropy and volume of activation were not compatible with a correlation that might
be expected.180 Hence, although rationalisations for these results were provided, the
magnitude and sign of the volume of activation remained puzzling.

A subsequent study181 in which the kinetics of substitution of two CO molecules
by bidentate ligands in Mn(CO)5X (X ¼ Cl, Br) were monitored yielded distinctly
positive volumes of activation. The ligands were dab (biacetyl bis(phenylimine) a
diazabutadiene), dabCl (biacetyl bis(4-chlorophenylimine), dab-OCH3 (biacetyl
bis(4-methoxyphenylimine), phen ( ¼ 1,10-phenanthroline) and bpy. Toluene or
dichloroethane were the solvents employed, solvents that are markedly less polar
than those in the previously cited study. The rate constant for product
(Mn(CO)3(LL)X) formation was independent of the incoming ligand. In toluene
the thermally derived activation parameters were very similar for the reactions of
Mn(CO)5Cl and the bromo analogue with dab and for the reaction of the chloro
compound with dab-OCH3. For reaction of Mn(CO)5Cl with dab, a volume of
activation of +20.6 cm3mol�1 was obtained. All of these findings pointed towards a
limiting D mechanism in which the rate constant represents the rate of dissociation
of a cis-CO ligand from Mn(CO)5X to form a five-coordinate species. The product
species Mn(CO)3(dab)Cl was confirmed to be a distorted octahedron with a facial
arrangement of the three CO groups. It was also noted that the absence of a sol-
vation contribution (no charge or significant polarity changes in the rate-determin-
ing step, and a non-polar solvent) means that the experimental volume of activation
is virtually identical with DVa

intr. The chloro compound reacted about 10 times faster
than the bromo compound, a fact related to the stronger electronegativity of the
chloro ligand that reduced the electron density on Mn. Hence the extent of bond-
stabilising p-back bonding to CO was also reduced. As could be predicted for a
reaction not involving highly polar species, there was only a very modest decrease in
rate when the reaction was conducted in the more polar dichloroethane.
Iron and molybdenum

The second-order term in the rate laws for reactions of low-spin iron(II)–diimine
complexes with such nucleophiles as hydroxide and cyanide ions has been estab-
lished as arising from a bimolecular reaction between complex and nucleophile.182

Activation volumes that were obtained for reactions of CN– and OH– with
Fe(phen)3

2+ and Fe(bpy)3
2+ were in the range of +19.7 to +21.5 cm3mol�1.183

Because these observations were not readily accounted for by an associative mech-
anism, a mechanism analogous to the Eigen–Wilkins mechanism of complex for-
mation was introduced in which dissociative activation dominates in determining the
observed activation volumes. However, subsequently it was shown that solvation
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effects, specifically desolvation of the anionic nucleophile could play a large part in
determining the sign and magnitude of the volume of activation in this type of
reaction.49 The approach that led to this proposal involved studying the kinetics of
substitution reactions of iron(II)-tris-diimine complexes and of molydenum–
diimine–tetracarbonyl complexes, in various solvents, at elevated pressures and
made use of transfer chemical potential data of the relevant entering nucleophile (the
cyanide ion).49 In dimethylsulphoxide and methanol, respectively, the volumes of
activation for reaction of cyanide with Mo(bpy)(CO)4 were –9 and +4 cm3mol�1.
The same bimolecular mechanism would be expected for reaction of CN– with Fe(4-
Me-phen)3

2+, yet for the reactions in a methanol water mixture and aqueous solution
were +13 and +10 cm3mol�1, respectively. Gibbs free energy of transfer of the
cyanide ion from water into mixed and non-aqueous media suggest markedly lower
solvation of the cyanide ion in methanol than in water and less solvation still in
dimethyl sulphoxide. Thus the value of the volume of activation for reaction of
cyanide with Mo(bpy)(CO)4 is consistent with expectation for a bimolecular asso-
ciative mechanism, and a small or negligible contribution in a positive direction
from cyanide desolvation. The increasingly less negative to positive values of the
volume of activation reflected qualitatively the increasing contributions to it of
cyanide ion desolvation. Clearly other factors can assume some importance as there
are differences in the value of DV6¼ for cyanide and hydroxide attack at similar iron
(II)–diimine complexes. This issue has been addressed in later reports.45,48 However,
this early report highlights application of a combination of the volume of activation
parameter and other thermodynamic quantities (transfer chemical potentials, dmm

y)
in a successful attempt to resolve mechanistic issues.49

Further employment of a combination of equilibrium and high-pressure-derived
kinetic parameters enabled insight to be provided into the mechanism of cycload-
dition of tetracyanoethene to tricarbonylcycloheptatrieneiron.51 This reaction ini-
tially was reported to yield a 1,5-adduct,184 but this was later shown to arise from
isomerisation of a 1,3-adduct.185 Interest in determining whether this cycloaddition
reaction proceeds via a concerted or a stepwise dipolar mechanism has stimulated
frontier orbital calculation predictions.186 The finding of a lack of a significant
solvent effect was significant187 and the high dienophile dependence of the rate of
addition was noted.188 These studies pointed towards the concerted mechanism. In
order to obtain direct information on the nature of the transition state, a study to
determine the activation volumes in solvents of widely differing polarities, and to
examine the effects of the same solvents on the initial and final states was under-
taken.51 The reaction had been established previously to be second order (first order
in each reactant) in dichloromethane and acetone-d6 at ambient pressure,187,189 and
the same rate law pertained for the reaction in acetonitrile. The volume of activation
obtained from kinetics measurements by monitoring the reaction spectrophotomet-
rically was statistically the same (�31 cm3mol�1) in dichloromethane, acetone and
acetonitrile. A highly ordered transition state could be inferred from the magnitudes
of the entropy of activation (�165 to –145 Jmol�1K�1), similar to the values
encountered in Diels–Alder reactions,190 and indicated concerted bond formation.
Closely similar values of the enthalpy of activation were obtained for the reaction in
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each solvent. This would not be expected for a pathway involving a zwitterionic
intermediate, since such a pathway would exhibit a spread of enthalpies of activation
reflecting the changes in transition state solvation in the different solvents. From
solubility measurements on both reactants and the product, transfer chemical po-
tentials for transfer from the low polarity dichloromethane to acetone and aceto-
nitrile could be calculated. Changes in the Gibbs energy of activation, calculated
from the rate constants then permitted calculation of the transfer chemical potential
for the transition state. The values of the transfer chemical potential for acetone and
acetonitrile were intermediate between those for the initial state and the final state
demonstrating that there is no increased solvation of the transition state that would
have been anticipated for a dipolar transition state in polar solvents. Taken together,
an analysis of the activation parameters and the transfer chemical potentials clearly
provided support for a concerted mechanism.
Cobalt

There is substantial literature on cobalt-containing compounds in which a car-
bon–cobalt bond is in an axial position trans to usually an N-donor ligand, with the
four equatorial positions occupied by N-donors too. This coordination arrangement
is present in adenosylcobalamin (AdoCbl, coenzyme B12) and in cyanocobalamin
(CNCbl, vitamin B12). The trans N-donor is dimethylbenzimidazole (DMBz)
attached to a nucleotide (Scheme 2).
Scheme 2 Structure of cobalamin, where X ¼ CN� for cyanocobalamin (vitamin B12),
X ¼ H2O for aquacobalamin (vitamin B12a) and X ¼ 50-deoxyadenosyl for coenzyme B12.
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Interest has been further stimulated by accounts of variable manipulation of axial
ligation by different enzymes. Naturally the establishment of relevant kinetic and
thermodynamic properties of processes that control cleavage of the cobalt–carbon
bond and understanding the influence of the ligand trans to the bond are priorities,
as well as is the development of correlations of such properties to structural char-
acteristics. Investigations have taken several forms using the cited compounds
themselves and analogues and model species. For example, a very recent investi-
gation made use of a compound in which the DMBz moiety has been replaced by the
less bulky imidazole in the compound cyanoimidazoylcobamide (CN(Im)Cbl).191

One focus of some recent investigations is characterising the base-on/base-off equi-
librium in which the axially coordinated DMBz- or Im-nucleotide is displaced by
water and protonated.192 In addition, the kinetics of axial ligand substitution in the
case of vitamin B12 derivatives and model complexes have been examined in detail.
These studies have benefitted in terms of mechanistic insight from application of
high pressure techniques. An earlier lack of clarity in overall mechanistic under-
standing is being replaced by a more coherent understanding.193 Mostly reports
from the past few years will be highlighted.

The kinetics of substitution of coordinated water or methanol by three pyridine
nucleophiles (pyridine itself and the 4-CN- and 4-NH2-derivatives) in trans-
RCo(Hdmg)2(H2O) or trans-RCo(Hdmg)2(CH3OH) (R ¼ C6H5CH2 or CF3CH2

and dmg ¼ dimethylglyoxime), have been studied as a function of nucleophile con-
centration, temperature and pressure.194 An analysis of the derived activation
parameters led to the conclusion that the substitution mechanism varies with the
R-substituent and solvent. Thus a limiting D mechanism was proposed when
R ¼ C6H5CH2, reflecting a stronger donor property than when the substituent is
CF3CH2 for which case an Id mechanism was indicated for water substitution. The
mechanism also varies in that the trend in DV6¼ values depended on the basicity of the
nucleophile with progressively increasing positive DV6¼ values (4-CN-4H-44-NH2-).
An extension to this study used a wide range of different entering nucleophiles to
displace the axial ligand in trans-[Co(Hdmg)2(R)S] with R ¼ Me and PhCH2 and
S ¼ H2O or CH3OH, in order to determine the role of the nucleophilicity of the
entering ligand and the nature of R on the reactivity of the Co(III) centre.195 The
entering ligands were imidazole, pyrazole, 1,2,4-triazole, N-acetylimidazole, 5-chloro-
1-methylimidazole, NO2

�, Ph3P, Ph3As and Ph3Sb. The kinetics of substitution for all
except the last two ligands showed through the absence of an intercept in plots of
pseudo-first-order rate constants versus excess nucleophile concentration that a reverse
or parallel reaction does not contribute. The presence of a significant intercept for
corresponding plots for the last two ligands indicated that a reverse solvolysis reaction
is significant in those substitution reactions. The forward second-order rate constants
did not depend markedly on the ligand but the effect of solvent (H2O or CH3OH) was
not insignificant. However, the character of the organic-R group has a strong influence
on the lability of the system. From this study together with results from other studies,
the order of the kinetic trans effect is Et4PhCH24Me4CH2Cl4CF3CH2, according
to the donor properties of the organic group. The absence of a marked dependence on
nucleophile of the substitution reaction rates is normally suggestive of a similar and
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dissociative mechanism. An excellent isokinetic relationship obtained from the thermal
activation parameters tends to confirm the former suggestion, while the values of the
activation volumes support a dissociative interchange mechanism, since typical values
were between +3 and +7cm3mol�1. In the case of substitution of MeOH by Ph3As
in trans-[Co(Hdmg)2(Me)MeOH] the dependence on pressure of the rate constant for
the reverse reaction (substitution of Ph3As by MeOH) could be obtained leading to a
volume of activation of +15.9 cm3mol�1. For the forward direction the value of DV6¼

was determined to be +10.6 cm3mol�1. These results permitted the drawing of a
volume profile for the reaction (Fig. 10).

Obviously the reaction volume is negative. These volumes of activation were
clearly much larger than those just cited above for other substituting ligands and
would normally be thought to suggest the operation of a limiting D mechanism. The
large value of DV 6¼ for the reverse reaction was accounted for on the basis of the
large partial molar volume of the leaving ligand Ph3As. If the forward reaction
actually proceeds by an Id mechanism, the experimental volume of activation con-
tains a term for the volume change for precursor formation as well as one for the
interchange step itself. Thus the respective components are both unknown and
thus complicating interpretation limiting any further detail to be introduced to the
volume profile, and leaving the mechanism assignment less than unequivocal.
Reactants

CH3Co(Hdmg)2MeOH + Ph3As CH3Co(Hdmg)2Ph3As + MeOH

CH3Co(Hdmg)2

Ph3As
MeOH
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Fig. 10 Volume profile for the reversible reaction: trans-[Co(Hdmg)2(CH3)MeOH]+Ph3As$
trans-[Co(Hdmg)(CH3)AsPh3]+MeOH
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The equilibria between the five- and six-coordinate species and possible adduct
formation in Co(III)-corrinoids,196 and the thermodynamic and kinetic properties of
the base-on/base-off equilibration of alkyl cobalamins have been investigated.197 In
a closely related study the kinetics and thermodynamics of the corresponding
equilibria and of the cyanation reaction in alkyl-13-epicobalamins have been ex-
amined.198 In the first of these reports the pressure dependence of the UV/visible
spectra of the five-coordinate (yellow)/six-coordinate (red) equilibrium for both
methylcobalamin and vinylcobinamide was obtained.196 Water is the additional
ligand that gives rise to the five- to six-coordinate species conversion. The reaction
volume could be obtained. It was identical for both equilibria (DV ¼ �12.571.2
and �12.571.0 cm3mol�1 for the methyl and vinyl complexes, respectively). It was
also remarkably close to the numerical value of –13 or +13 cm3mol�1 advocated
and generally accepted for limiting A or D mechanisms for the displacement of a
water molecule.199 Experiments with vinylcobinamide (five-coordinate) and di-
cyanocobinamide (six-coordinate) showed that adducts were formed with a selection
of various added solutes, consistent with their places in the lyotropic series. It was
suggested that these solute species are probably located in the hydrophobic cylinder
surrounding the cobalt ion. The second report describes a study of the influence of
the electronic nature of X on the base-on/base-off equilibration of a series of
alkylcobalamins (XCbl). This is in effect a probe of the characteristic equilibrium
property of cobalamins in which the axially coordinated DMBz is displaced by a
water molecule (the base-off form) and protonated (Scheme 3).
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A combination of equilibrium and kinetic measurements as a function of tem-
perature, pressure and acid concentration was analysed and indicated that the base-
off form of different XCbl species can possess different coordination. AdoCbl and
ethylcobalamin are mainly five-coordinate, whereas the CF3-, CN- and H2O-coba-
lamins have little base-off form and exist mainly as six-coordinate species. When
X ¼ CH3, CH2Br or CH2CF3 there is an equilibrium mixture of the five- and six-
coordinate species. Evidence for an acid-catalysed dechelation (of DMBz) pathway
was provided. Two derivatives (NCCH2 and CN�) of the epimer obtained by
epimerisation at C13, in which the e-propionamide side chain adopts an upwardly
axial configuration, have been the subject of an extensive study of the cyanation
reaction.198 From results obtained by varying the cyanide concentration, temper-
ature and pressure, it was clear that epimerisation has a sensitive influence on the
kinetics of displacement of the DMBz moiety, first by water and then by the cyanide
ion. The rate of substitution was reduced compared with an alkylcobalamin. Dis-
placement of DMBz at high cyanide concentration showed saturation kinetics, and
the activation parameters, DS6¼ and DV 6¼ for the limiting rate constant are +7774
and +8274 Jmol�1K�1, and +13.371.0 and +14.871.2 cm3mol�1 for the
NCCH2 and CN� epimers, respectively. These values were interpreted as evidence
for a limiting D mechanism.

On the basis of significantly positive entropies and volumes of activation a lim-
iting D mechanism was also proposed for the kinetics of displacement of DMBz by
CN� in XCbl where X ¼ b-NCCH2 or CN

�.200 In these systems saturation kinetics
were also observed at high cyanide ion concentrations. An overall appraisal of
mechanistic features for these reactions was included as part of a reinvestigation into
some of the apparent ambiguities in the literature. Further attempts to establish a
consistent, comprehensive view of substitution reactions of Co(III) compounds that
have analogy with the more direct bio-relevant compounds involved studying the
kinetics of substitution reactions of various cobaloximes.201 The kinetics of axial
water substitution by cysteine in six different cobaloximes (trans-RCo(Hdm-
g)2(H2O) with R ¼ cyclo-C5H9, CH3CH2, CH3, C6H5CH2, C6H5 and CF3CH2) in
aqueous solution, have been investigated. While five-coordinate species have been
inferred from results of studies on coenzyme B12 in aqueous medium and on
alkylcobaloximes in non-coordinating solvents, the evidence, largely on the basis of
the magnitude of DV 6¼, was that the mechanism is dissociative interchange, and
implying the absence of five-coordinate species. The absence of a linear isokinetic
plot suggested mechanistic variation and since the value obtained for DV 6¼ for the
CF3CH2 derivative was 071 cm3 mol�1, it was concluded that an interchange
mechanism operated in this case. It could also be concluded that the activation
parameters are influenced by a combination of electronic and steric factors.

A perspective report emphasised the key role of the application of pressure in
kinetic studies in bringing clarity to understanding the mechanism of substitution
reactions of cobalamins.193 The effect of various alkyl substituents in the trans

position on the kinetic, thermodynamic and ground-state properties has been stud-
ied. Cobalamins featuring in these studies were cyanocobalamin (vitamin B12),
aquacobalamin and the complex formed when the cyano or water ligand is replaced
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by the 3’-deoxyadenosyl moiety. This report recounted the use of DV6¼ in mech-
anistic diagnosis in this field. It also pointed out the role the effect of pressure on the
UV/visible spectra of various cobalamins had in demonstrating the influence of the
alkyl group in controlling the equilibrium between the five- and six-coordinate spe-
cies, relating to these species potential participation in ligand substitution processes.
It became clear that the nature of the cobalt–carbon bond and the character of the
substituent supplying the carbon atom to that bond are vitally important. Applying
UV/visible and 1H NMR spectroscopies, including the determination of DV 6¼

( ¼ –4.5 cm3mol�1) for the reaction of co-enzyme B12 with cyanide ion, indicated
that the rate-determining step involves solvent assisted heterolytic cleavage of the
cobalt–carbon bond.202

As noted above, the cobalamin analogue, in which DMBz has been replaced by
imidazole (CN(Im)Cbl), has been prepared.191 Experiments with this compound
allow among other aspects a test of the effect of the steric bulk of the nucleotide base
on the upward folding of the corrin ring. Furthermore, the properties of the system
regarding substitution can be compared with those of similar systems. A systematic
study of the kinetics of substitution of imidazole by cyanide was conducted, and the
kinetics and thermodynamics of the acid–base chemistry of CN(Im)Cbl were inves-
tigated thoroughly. The cyanide ion substitutes imidazole in the a-position
more slowly than it substitutes DMBz in cyanocobalamin. At high cyanide
ion concentration saturation kinetics are exhibited yielding activation parame-
ters, DH 6¼

¼ 11172 kJmol�1, DS6¼
¼ +9776 Jmol�1K�1 and DV6¼

¼ +9.37
0.3 cm3mol�1. The reverse reaction in which the coordinated cyanide is displaced by
the dangling chelate is notably faster for CN(Im)Cbl, also consistent with an Id
mechanism. Spectrophotometric titrations led to the result that the pKbase�off equi-
librium is about one unit higher than the value determined earlier for cyanocobala-
min. This has its origin in the different basicities of the nucleotide unit to which the
Im and DMBz groups are attached. The kinetics of the base-on/base-off reaction
indicated an acid catalysed pathway.

Contemporaneously, studies of ligand substitution of relevant organometallic
model systems for coenzyme B12 were under investigation. As alluded to earlier,
mechanistic clarity was sometimes absent and further studies on appropriate systems
could usher in mechanistic transparency. Accordingly the kinetics of ligand substi-
tution reactions of octahedral trans-[Co(III)(en)2(Me)H2O]2+ (en ¼ ethene 1,2-dia-
mine) were studied.203 The cyanide and imidazole (Im) nucleophiles (L) displaced
the coordinated water molecule trans to the methyl group to form the six-coordinate
complex trans-[Co(en)2(Me)L] (charge omitted). The reactions were rapid requiring
employment of the s.f. method. Absorbance changes in the near UV and in the
visible regions were used to monitor the substitution reactions spectrophotometri-
cally. The kinetics of the reactions with cyanide ion and with ImH as a function of
pressure gave rise to volumes of activation of +7 and +4.7 cm3mol�1, respectively.
These values were regarded as compatible with an Id mechanism in which the en-
tering ligand becomes weakly bound in the transition state. The stability constant
for the reaction with cyanide was more than an order of magnitude higher than that
for substitution of imidazole, a fact that made possible the determination of the
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Fig. 11 Volume profile for the reaction of imidazole with trans-[Co(en)2(Me)H2O]2+ in
aqueous solution at 10 1C.
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volume of activation for the reverse reaction in the latter case. The intercepts of plots
of the observed first-order rate constants versus excess imidazole concentration at
different pressures were utilised for that purpose. In turn the volume profile for the
forward and reverse reactions of imidazole substitution could be constructed and is
displayed in Fig. 11.

The dissociative nature of the reaction is evident from the magnitudes of the
volumes of activation (+6.4 cm3mol�1 for the substitution of ImH by H2O). As in
another report above the certainty of Id character is clouded by the fact that the
values of DV6¼ are composites of a precursor complex component and a contribution
from the interchange step itself. A full D mechanism could not be categorically ruled
out based on the properties of the system, and since the precursor formation step
could contribute a negative volume term. Nevertheless a dissociative interchange
mechanism was proposed as the more likely and a thorough discussion of mech-
anistic features, available at the time, of related systems was included.

In a following report equilibrium, kinetic and leaving group effects on ligand
substitution in the same Co(III)-ethene 1,2-diamine complex and in the correspond-
ing trans-[Co(III)(en)2(Me)NH3]

2+ were investigated.204 The ligands employed were
CN�, SCN�, N3

� and NH3, and these displace the coordinated water or ammonia
molecules trans to the methyl group. The most important aspect of this report that is
pertinent here is the reaction of NH3 with the aqua complex, trans-[Co(en)2(Me)-
H2O]2+, since kinetics experiments at elevated pressures were conducted. The kinet-
ics results at ambient pressure established a second-order reaction, with the condition
of NH3 in excess, pseudo-first-order (kobs) in practice. From the slope and intercept
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Fig. 12 Volume profile for the reaction of NH3 with trans-[Co(en)2(Me)H2O]2+ in aqueous
solution at 5 1C.
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of plots of kobs versus [NH3] the rate constants of the forward and reverse reactions,
respectively, could be acquired. Volumes of activation from the pressure dependence
of kinetic parameters were +5.7 and +9.0 cm3mol�1 for the substitution of H2O,
and the reverse aquation reaction, indicating a transition state of greater partial
molar volume than reactant or product states. This is depicted in Fig. 12.

This volume profile is qualitatively similar to that in Fig. 11 and not very different
quantitatively, indicating similarity in the mechanism, perhaps not unexpected for
similar reactions. A potential advantage of the en model system, it was pointed out,
was the two somewhat flexible chelate systems. It had been suggested that this
property could be important for the biological activity of the coenzyme.205 The
substitution of NH3 by SCN�, N3

� and CN� in trans-[Co(en)2(Me)NH3]
2+ pro-

ceeded via the intermediate aqua complex such that aquation of the amine complex
became the rate-determining step at high entering ligand concentration.

Rhodium and iridium

Substitution reactions of dimethylglyoximato complexes have also been studied
for the transition metal second row analogue rhodium(III), specifically substitution of
water in trans-[Rh(Hdmg)2R(H2O)] where R is CH3, CH2Cl or CH2CF3.

206 These
reactions had been studied earlier207 at ambient pressure but a more definitive pro-
posal for the mechanism was sought. The lability of the coordinated axial water
molecule has been shown to be influenced by the nature of the R group and by the
equatorial chelating ligands. The entering ligands were neutral (pyridine, thiourea
(TU) or TMTU) or mono-anionic (I�, SCN� or N3

�). It was established that the rate
constant for the substitution reaction was not very sensitive to the nucleophilicity of
the incoming ligand, and together with the values of the thermal activation parameters
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suggested a dissociative interchange mechanism. Upon analysing the kinetics results,
except for the iodide ion all incoming ligands provided no evidence of an observable
back reaction. The dependence on pressure of the rate constants for the substitution
reactions yielded positive values of the volume of activation for R ¼ CH3, py and
TMTU as entering ligands, whereas the values for R ¼ CH2Cl and CH2CF3 were
negative (TU as the incoming ligand). The volume of activation for the aquation of
the iodide complex species was also positive. The reason that the faster substitution
reactions (R ¼ CH3) exhibit positive DV6¼ values while the slower reactions
(R ¼ CH2Cl or CH2CF3) proceeded with a rate acceleration with increasing pres-
sure could have its origin in the trans-labilising effect on the Rh–O bond distance. For
Rh–py complexes the bond lengths trans to the R group progressively decreases for
R ¼ CH3, CH2Cl, CH2CF3 and a parallel situation probably prevails for trans-
[Rh(Hdmg)2R(H2O)] species. Hence the mechanism is electronically tuned, changing
from an Id mechanism for the faster reactions to an Ia mechanism for the slower
reactions. Other examples of substitution reactions in which a metal–carbon bond
influences reactivity are covered in the section on platinum chemistry. A volume
profile could be drawn for the reaction of the iodide ion and the reverse aquation
reaction illustrating the increased volume of the transition state relative to reactant
and product states (Fig. 13).

The more positive volume of activation (+6.3 cm3mol�1) for the dissociative
release of the iodide ion than for release of the water molecule (+2.1 cm3mol�1) was
considered to arise from the larger partial molar volume of the iodide ion and the
reduction in electrostriction of the complex ion.

The lability of water molecules in the Z5-organometallic complexes Cp�Ir(H2O)3
2+

and Cp�Rh(H2O)3
2+ and the mechanism of water exchange with bulk solvent water

molecules were discussed in the previous section.159 A subsequent study in which the
kinetics of substitution of a water molecule in these species by several ligands (L) at
Fig. 13 Volume profile for the reaction of iodide ion with trans-[Rh(Hdmg)2Me(H2O)]2+ in
aqueous solution at 9 1C.
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various concentrations, temperatures and pressures has brought insight into the
mechanism of substitution and allowed the development of volume profiles.208 The
ligands were anionic (Cl�, Br�, I�, SCN�) or neutral (4-cyanopyridine, nicotin-
amide, pyridine, TU and dimethylsulphide (DMS)) which would allow the explo-
ration of the significance, if any, of charge upon the entering ligand. The substitution
reactions were monitored by s.f. spectrophotometry. Conditions for monitoring the
kinetics could be selected since series of spectrophotometric, potentiometric and
NMR pH titrations had been carried out to establish the species present in a range
of conditions. For both anionic and neutral ligands the rhodium compound forms
only mono-substituted complexes, Cp�Rh(H2O)2L

2+/+ while both mono- and
bisubstituted complexes are formed with the iridium compound when L is neutral.
Stability constants that were determined were highest for two sulphur-containing
neutral ligands. As noted earlier, coordination of the Cp� ligand gives rise to ex-
treme labilisation of the coordinated water relative to the corresponding hexa-aqua
ions and this effect gives rise to rapid substitution reactions. The second-order rate
constants for formation of the mono-substituted complexes are higher for the an-
ionic ligands, but except for the SCN� ligand range over little more than an order of
magnitude, and are very similar for the rhodium and iridium species. A method of
approach to determine the reaction mechanism involves correcting the second-order
rate constant for outer-sphere complex formation and a statistical factor to yield the
rate constant for the interchange (ligand for water) step. These rate constants were
not highly dependent on the nature of L and were in the same general range as the
rate constants for water exchange, thus suggesting an interchange mechanism of
dissociative character. Although the second-order rate constants and the calculated
interchange rate constants do not vary widely the variation of them was examined
with respect to a scale of nucleophilicity for both the anionic and neutral ligands and
also with the basicity of the pyridine ligands. The nucleophilicity discrimination
factor was well below that found for typical associative mechanisms, and on this
basis an associative mechanism of substitution could be excluded. Further mech-
anistic assignment could be inferred from the kinetic parameters derived from high
pressure measurements. The volumes of activation for the forward substitution and
reverse aquation reactions were determined, and thus the reaction volumes could be
calculated and volume profiles developed for the mono-substitution process. In all
cases the volume of the transition state was larger than that of the reactant state
(triaqua species and the ground-state ligand), further supporting the proposal of a
dissociative mode of activation. The reaction volumes for the charged ligands are
positive since the anation reaction results in loss of electrostriction. The reverse
(aquation) reaction is accompanied by charge creation, an increase in electrostrict-
ion, a volume change that surpasses the volume increase due to partial bond break-
age since the volumes of activation are negative. It has also been noted that the
volumes of activation in the forward direction are modest values. For example,
when L ¼ Cl� and Br�, they are +1.1 and +0.8 cm3 mol�1 respectively, for the
rhodium triaqua species, and that these could mask a volume contraction of the
spectator water molecules around the small d6 ion, that may occur as the transition
state is reached. It was suggested further that the actual bond lengthening of the
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M–OH2 bond to reach a dissociative transition state is much smaller than would be
the case for the ground-state labilisation arising from the effect of the presence of the
Cp* moiety. Taken together these factors do not permit the exclusion of a limiting D
mechanism. The volume profiles for reactions of chloride ion, bromide ion,
4-cyanopyridine (py-CN) and nicotinamide (py-nia) with Cp�Rh(H2O)3

2+ are dis-
played in Fig. 14.

For the iridium compounds the volumes of activation for the anionic ligands are
about +4 cm3 mol�1. When the ligands are neutral the reaction volumes are small
and sometimes negative and sometimes positive (an exchange of one neutral ligand
for another and absence of changes in electrostriction). But the volume of the tran-
sition state is always larger than that of the reactants or products, indicative of a
dissociative mechanism. The sensitivity of the kinetic parameters to the nucleophili-
city of the sulphur-containing ligands for the reaction with the iridium compound
raised speculation that an associative activation mode occurs. However, the acti-
vation volume for the complex-formation reaction of SCN� with Cp�Ir(H2O)3

2+

was clearly positive, further supporting an Id or even a D mechanism. Substitution
of a second water molecule by a neutral ligand is slower by an order of magnitude
indicating that the labilisation effect of Cp� is markedly reduced.

Subsequently a study of the kinetics and mechanism of water substitution on half-
sandwich iridium(III) aqua cations, Cp�Ir(A-B)(H2O)2+/+ (A-B ¼ bidentate N,N
or N,O ligand) by several monodentate ligands was reported.209 The A-B ligands
included the D/L proline anion, the picolinic acid anion, 2,2’-bipyridine and 1,10-
phenanthroline. Monodentate entering ligands included pyridine, TU, DMS and the
anions Br�, I�, SCN�, N3

– and NO2
–. Second-order rate constants for substitution by

pyridine in several aqua cations were sensitive to the nature of A-B with a range of
values of over 500, with the singly charged cations reacting more rapidly than the
doubly charged ones. Charge was found to be not the only rate-determining factor.
When experimentally accessible the rate of the reverse, aquation reaction was not
dramatically affected by the nature of A-B. Water substitution by TU and DMS at
various cations is much faster for the singly charged cations than it is when
A-B ¼ phen. For a given cation the magnitude of the substitution rate constants
follows the order TU4DMS4py. In general water substitution by anionic ligands
is faster than it is for neutral ligands. Analysis of the data showed a rather weak
dependence on the nucleophilicity of the entering ligand. The activation parameters
obtained for the reactions of three monoaqua cations with TU were reasonably
decisive in terms of mechanistic assignment. Specifically the modestly positive vol-
umes of activation (+2.3 to +7.4 cm3mol�1) point to a dissociatively controlled
interchange mechanism. It was suggested that the increase in these values corre-
sponded to an increase in the substitution rate constants; this may point to pro-
gressively more dissociative character. However, these values of DV6¼ are in line with
those for the water substitution by ligands on the triaqua complex, Cp�Ir(H2O)3

2+,
also assigned an Id mechanism. These reactions are all several orders of magnitude
faster than water exchange and ligand substitution on hexa-aqua iridium(III) where
the mechanism was assigned Ia based on the negative volumes of activation. How-
ever, the pronounced labilisation induced by the Cp� moiety stimulates a cautionary



Fig. 14 Volume profiles for reactions of chloride ion, bromide ion, 4-cyanopyridine (py-CN)
and nicotinamide (py-nia) with Cp*Rh(H2O)3

2+ in aqueous solution at 25 1C.
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note that since, as a consequence, ground-state lengthening of the Ir–OH2 bond
would be expected, then a lesser degree of bond breaking upon reaching the tran-
sition state would ensue in a substitution reaction. Hence a modest DV6¼ alone does
not entirely rule out a D mechanism.
Tungsten

This section also includes reactions of organomolybdenum systems where these are
related to comparable reactions of tungsten-based compounds. Several studies of
substitution kinetics of Group 6 metal hexacarbonyls have shown that the reactions
normally follow a two-term rate law representing parallel reaction pathways, one of
which involves the incoming ligand in the transition state and the other does not.210

The pathway involving associative attack provides the dominant path for Mo or W
compounds.211 Many pentacarbonyl derivatives [M(CO)5(L)], including [Mo(CO)5
(py)], [Mo(CO)5(4Mepy)], [Mo(CO)5(4CNpy)] and [W(CO)5(py)] also exhibited ki-
netic characteristics of a limiting D mechanism.212,213 However, activation volumes
for reactions of this type were smaller than might be expected, being in the range of 0
to +5 cm3mol�1.214 Substitution at tetracarbonyl derivatives [Mo(CO)4(L)2] and
[Mo(CO)4(LL)] (L ¼ py, or 4Mepy, LL ¼ bpy, phen or dab) was also considered to
take place by a D mechanism, despite the small positive values of the volumes of
activation. The entropies of activation were distinctly positive. The first-order rate
constants were independent of the concentration of the entering bidentate ligand, a
result that means either bond cleavage to produce a five-coordinate intermediate or
ring closure of a ring opened product species was rate determining. Therefore all the
evidence except the small positive volumes of activation pointed to a D mechanism.
The explanation resided in two possibilities. It was noted that the rate of the rate-
determining step was strongly dependent on solvent polarity in the series hexane,
toluene, 1,2-dichloroethane. Solvent polarity increases with increasing pressure and
this was argued to cause an increase in rate constant with pressure that reduces the
actual rate retardation intrinsic to the reaction. This results in a volume of activation
of 5 cm3mol�1 lower than it otherwise would be in the absence of the effect of
pressure on solvent polarity. Alternatively, it was proposed that an internal rear-
ragement of the five-coordinate intermediate might occur resulting in a volume
collapse that is smaller than expected for a D mechanism.

In order to further extend this work to similar tungsten compounds, a study of the
kinetics of substitution at cis-tetracarbonyl bis(4-methylpyridine)tungsten(0) in tol-
uene was undertaken.215 Incoming ligands employed were bpy, phen, 5-NO2phen and
bipym ¼ 2,20-bipyrimidine, and they were present in excess concentration over that
of the tungsten compound. First-order rate constants were obtained from monitoring
the appearance of [W(CO)4(LL)] spectrophotometrically. Analysis of the dependence
of rate constants on nucleophile concentration and on the rate retardation pattern
when the leaving group was added to the reacting system led to the conclusion that a
limiting D mechanism was in operation. Further kinetics experiments with phen as
the entering ligand and applying pressure gave rise to an activation volume of
+8 cm3mol�1, thus supporting firmly a limiting dissociative mechanism.
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Rhenium

Following the report cited above165 that covered primarily the water exchange
kinetics on fac-[(CO)3Re(H2O)3]

+, an extensive study of the kinetics of ligand sub-
stitution of coordinated water by N- and S-donor ligands (pyrazine (pyz), tetra-
hydrothiophene (THT) and dimethylsulphide (DMS)) has been described.216 To
avoid complications that would ensue if the monohydroxy species of the tricarbonyl
rhenium species were present, appropriate conditions of a range of acidity were
chosen. The kinetics measurements were to be conducted at elevated pressures,
therefore experiments (spectrophotometry and 1H NMR spectroscopy) were
performed to assess the effect of pressure upon the acidity constant of pyrazine.
Depending on the ligand concentration the product of reaction was the mono-
complex [(CO)3Re(H2O)2(pyz)] or in addition the binuclear complex [(CO)3
(H2O)2Re(m-pyz)Re(H2O)2(CO)3]

2+. The kinetics of the substitution reaction at
variable pressure were studied under conditions where only one of the water mol-
ecules was substituted. Volumes of activation of +5.4 and +7.9 cm3mol�1 were
derived for the forward and reverse reactions, respectively. Corresponding exper-
iments for substitution of water by THT yielded volumes of comparable magnitude
but of opposite sign (–6.6 and –6.2 cm3mol�1 for the forward and reverse reactions,
respectively). All three water molecules of [(CO)3Re(H2O)3]

+ can be displaced by
DMS, and the equilibria and kinetics parameters have been obtained for each of the
successive substitution reactions. Remarkably from the variable-pressure kinetics
measurements the volumes of activation for each step have been derived enabling
the development of a volume profile containing the volume change information for
each reaction step. In all cases the volumes of activation were negative quantities
(Fig. 15).

An initial attempt to assign the reaction mechanism for these complex-formation
reactions was based on consideration of the nucleophilicity of the incoming ligands,
three in this study and others reported earlier,165 in terms of basicity and polaris-
ability relative to the calculated interchange rate constant. It was debated whether
the difference in solvation of the ligands (pyz is hydrophilic and THT and DMS are
more hydrophobic) yielded a significant contribution to the volumes of activation. It
was concluded from the reaction volumes that this was not a prominent factor, and
mechanistic enlightenment emerged from deciding that the substitution could
operate in dual modes. With hard nucleophiles, such as O- and N-donors an Id
mechanism prevails, whereas the affinity of soft S-nucleophiles for the soft rhenium
centre leads these ligands to become part of an associative transition state, according
to an Ia mechanism. The successive substitutions of the three DMS ligands
show a progressive decrease in the rate constant, a trend related to increased steric
hindrance on the MC. This is confirmation of an associatively activated substitution.
At first sight the progressive increase in the equilibrium constant for each successive
DMS ligand appears contradictory to the kinetics trend. Upon analysing data for
formation of the corresponding TU complexes it was reasoned that the progressively
increasing affinity arose from a softening of the MC by coordinated ligand(s).220



Fig. 15 Volume profile for the reaction of DMS with [(CO)3Re(H2O)3]
+ in aqueous solution

at 25 1C.
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Platinum

Substitution reactions of platinum(II) complexes containing one or more metal
carbon bond(s) have a long history.217 Interest in such complexes and their reac-
tivity is associated with their function as catalysts in synthetic procedures and in
environmental applications. One important characteristic is the kinetic trans effect;
this is ascribed to the labilisation of a trans-positioned group caused by a C-bonded
ligand,218 typically alkyl or aryl. In a mechanistic study in which kinetics meas-
urements at elevated pressures were employed, cyclometallated Pt(II) complexes
were used.219 The complex shown in Scheme 4 is water-soluble permitting the ki-
netics of substitution by a wide range of nucleophiles to be studied in aqueous
solution.
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The reactions were rapid requiring s.f. techniques. Large negative values of the
entropy and volume of activation were obtained for the reaction of TMTU with the
cyclometallated compound, and were interpreted to indicate an associative substi-
tution mechanism. The same conclusion had been reached in an earlier study of the
substitution of the water molecule from the zwitterionic-Pt compound as shown in
Scheme 5. 220

The marked increase in lability of the former compound relative to the zwitter-
ionic compound can be attributed to the s-donicity of the second chelating dime-
thylamino group and/or the increased chelation effect of the terdentate ligand.

Some uncertainty arose regarding the mechanism of substitution reactions of
complexes of the type cis-[PtR2S2] with R ¼ Me, Ph and S ¼ DMSO, thioether.221

Substitution reactions for this type of Pt(II) complex have usually followed an
associative pathway. However, convincing evidence for a dissociative mechanism was
presented for reactions in which bidentate ligands functioned as the entering nu-
cleophile. It was proposed that mechanistic clarity might follow if monodentate
ligands were employed so that the successive substitution of the two labile solvent
molecules could be monitored kinetically. Accordingly a kinetics study of the sub-
stitution reaction in which the pyridine ligand replaces DMSO in cis-[PtMe2(DM-
SO)2] was undertaken. The solvent was toluene and this allowed a systematic
variation of the concentration of the leaving group by addition of DMSO. Analysis
of the results revealed that in forming the monopyridine complex two reaction paths,
one dissociative and one associative, were followed. The former was suppressed if the
concentration of added DMSO was more than 40-fold in excess. The parallel path
was supported in its associative nature by the volume of activation of
–11.4 cm3mol�1, at high saturating pyridine concentration. This value contains the
volume change for the formation of the precursor complex and the substitution step
itself, where substitution is the dominant contributor. Study of the entry of the
second pyridine molecule indicated two parallel paths leading to the product. One
involves the complete dissociation of the second DMSO molecule before the pyridine
molecule binds and the second involves a synchronous substitution of pyridine for
DMSO. The volume of activation determined for the formation of the bispyridine
complex comprises contributions from both of these processes. For the former of the
two steps the volume of activation must be distinctly positive, whereas for the latter
step an associative activation mode can be expected contributing a negative com-
ponent to the volume of activation. Therefore the measured value of +1.9 cm3mol�1
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was said to represent a minimum value. The results were considered in terms of other
reactions of Pt(II) complexes containing two cis metal–carbon bonds and also con-
sidering the trans effect on the lability of ligands. However, at the time of writing it
was opined that the substitution mechanism of such complexes was not yet fully
understood.

Since these earlier studies demonstrated the mechanistic diagnostic value of
knowledge of the volume of activation, a wide-ranging study of several cyclomet-
allated compounds analogues of platinum(II) terpyridine (terpy ¼ 2,20:60,200-terpyri-
dine)/chloro complexes has been undertaken.222 Structures were determined by
crystallographic methods and reactivities were investigated by ligand substitution
kinetics measurements. TU, DMTU and TMTU were employed to displace the
chloro ligand from [Pt(N–N–C)Cl] and [Pt(N–C–N)Cl] where N–N–CH is 6-phenyl-
2,20-bipyridine and N–CH–N is 1,3-di(2-pyridyl)benzene. The complexes are illus-
trated in Scheme 6.

One principal objective in this and related studies is to examine the relationship
between s-donor and p-acceptor effects in Pt(II) chemistry. A much higher reac-
tivity observed for the N–C–N compound was reflected in a 20 kJmol�1 lower
enthalpy of activation than for the N–N–C compound. This was explained by citing
the influence of the trans phenyl group in destabilising the ground state, thus fa-
cilitating cleavage of the leaving group to Pt bond. For the N–N–C compound the
activation enthalpy trend was TMTUoDMTU E TU whereas for the N–C–N
compound the relationship was TMTUoDMTUoTU, a sequence not in accord
with expected reactivity trends. It was concluded that differences in entropies of
activation were responsible for the observed steric retardations. For each of the
three TU entering ligands negative volumes of activation were obtained for both
platinum compounds. A volume contraction occurs upon forming the transition
state arising from the bond formation by the entering nucleophile, although this is
partly offset by the geometry changing from square planar to trigonal bipyramidal.
In the case of the N–C–N compound the platinum–ligand bonds of the entering and
leaving ligands are longer owing to the trans influence. Thus the observed DV 6¼

values were less negative for reaction of the N–C–N compound than for the reaction
of the N–N–C compound reaction where the corresponding bonds are shorter.
From these results and abundant literature on substitution reactions at Pt(II) it was
concluded that the magnitude and direction of the cis effect (as compared to the
trans effect of the same ligand) depend on the s-donor strength, p-acceptor ability
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and the steric property of the cis ligand. The relative magnitudes of these factors
and their subtle interplay have consequences for reactivities of these and related
compounds.

In a related investigation the roles of chelate substituents and the cis effect on the
rate of ligand substitution at (Pt(N–N–N) and Pt(N–N–C) centres were explored in
methanol solution.223 The terdentate ligands were terpyridine, 40-Ph-terpy, 40-(2000-
CF3–Ph)-terpy and 40-(2000-CF3–Ph)-6-2,2

0-bpy and the remaining position was oc-
cupied by a chloro ligand (Scheme 7).

The rates of substitution of the latter ligand by TU, DMTU and TMTU were
followed as a function of nucleophile concentration, temperature and pressure by s.f.
spectrophotometry. The reaction was first order in both platinum complex and
nucleophile concentrations. From the form of the rate law and the negative entro-
pies and volumes of activation it was concluded that the mechanism is an associ-
atively activated substitution. It prevailed that substitution in the terpy parent ligand
did not affect significantly the kinetic parameters. The reaction was slower when a
carbon s-donor was in the cis position than when an N s-donor occupies this
position, indicating a different situation from the effect of a Pt–C bond in the trans
position.
Scheme 7.
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The subject of homogeneous hydrocarbon C–H bond activation and functionali-
sation with platinum compounds has been authoritatively reviewed, and the review
contains literature reports up to and including most of 2003.224 A noteworthy sample
report from this account presented evidence for an associative mechanism for ben-
zene substitution at a platinum(II) centre.225 The mechanism specifically addressed
was that for the first key step in the multistep catalytic cycle of a Shilov-type
system.226 The reaction of the platinum(II) methyl cation [(N–N)Pt(CH3)(solv)]

+

(N–N ¼ ArN ¼ C(Me)C(Me) ¼ NAr, Ar ¼ 2,6-(CH3)2C6H3, solv ¼ H2O or TFE
¼ CF3CH2OH), with benzene in TFE/H2O mixtures afforded the platinum(II) phe-
nyl cation [(N–N)Pt(C6H5)(solv)]

+. To resolve the mechanism of the mode of entry
of benzene into the coordination sphere a high pressure kinetics study was under-
taken, monitoring UV/visible absorbance changes. The reaction was accelerated by
pressure yielding a negative volume of activation. This parameter contains a reaction
volume term for displacement of the coordinated water by TFE and a second term
for the volume of activation for the activation of benzene by the TFE–solvento
complex. The latter term could be determined to be –9.5 cm3mol�1, which together
with the negative entropy of activation clearly supports the operation of an asso-
ciative mechanism. A recent study provided mechanistic information on reductive
elimination from cationic platinum(IV) complexes to form carbon–carbon bonds,
and this is treated later in the appropriate section.

During a study of substitution reactions of dimethylhalo-platinum(IV) complexes in
acetone, an intramolecular isomerisation was detected in two cases.227 The complexes
were cis-(CH3/S(CH3)2) arranged dimethylhalo-platinum(IV) species in which PPh3
substitutes the S(CH3)2 group. The isomerisation was monitored at low temperatures
by 1H and 31P NMR spectroscopies and could be described as a very energetically
demanding turnstile twist-type reorganisation of the molecule following a significant
degree of dissociation of the ligand. The activation parameters were DH6¼ of
about 100kJmol�1, DS6¼

¼ +88 Jmol�1K�1 and DV6¼
¼ +15 and+20cm3mol�1. A

substantial increase in volume in forming the transition state was therefore indicated.
In other cases mer/fac ratio dispositions introduced complexities.
ISOMERISATION REACTIONS

As part of a comprehensive project aiming to develop metal-based reagents for the
functionalisation of fluorocarbons, an unusual Z2-vinyl isomerisation process was
uncovered.228 As little information was available on the nature of the isomerisation
of the tungsten(II)-based species, a detailed kinetics study was conducted.229 The
reaction under consideration is shown in Scheme 8.

The kinetics could be monitored by IR and UV/visible spectroscopies in toluene
as solvent. In the absence of added ligand the loss of reactant was first order,
with activation parameters, DH6¼

¼ 124kJmol�1, DS6¼
¼ +48Jmol�1K�1 and DV6¼

¼ +15.6 cm3mol�1 at 60 1C. These parameters were interpreted as being in accord
with a limiting dissociative mechanism. The dissociation of CO is rate determining,
followed by rapid isomerisation and recombination of CO. The reaction was also
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studied in the presence of ligands (CO or P(OMe)3) serving to promote the rate of
reaction. Carbon monoxide enhances the reaction rate which depends on p(CO). The
enthalpy of activation is about 25kJmol�1 lower than the non-promoted reaction
value, suggesting formation of a transition state with less bond breaking and some
bond formation. The volume of activation is a small positive value (+3.9 cm3mol�1)
which implied an intramolecular process with volume changes in an interchange
mechanism almost mutually cancelling. The near zero entropy of activation was
consistent with this proposal. Thus the attack by CO and subsequent release of
coordinated CO were seen as a concerted process. In the case of the P(OMe)3-
promoted reaction, carried out in toluene at temperatures at or about room tem-
perature, the product contains the P(OMe)3 ligand coordinated to W trans to the
coordinated fluorine and with the inserted acetylene moiety cis to the fluorine. The
reaction is first order in the tungsten complex concentration and showed saturation
kinetics at high [P(OMe)3], a fact together with other evidence that indicated for-
mation of an adduct before a step involving loss of CO. The activation parameters
were obtained at both low and high ligand concentrations. This permitted extraction
of both the volume change for formation of the precursor complex (+10 cm3mol�1)
and that for the rate-determining step (+5.5 cm3mol�1). The former value was in-
terpreted as arising from major rearrangement of the complex upon binding of
P(OMe)3, partially reflecting possibly the actual isomerisation process, for instance
involving an Z2 to Z1 slippage. It was also acknowledged that desolvation of the
entering ligand could make a contribution to the volume increase. The small value of
the volume of activation for the rate-determining step is typical of values for a
dissociative interchange ligand substitution mechanism (Id). Steric congestion around
the metal atom as a consequence of more W–CO bond lengthening than W–P bond
shortening as the rigid Z3-[C,N,N’] imine chelate ligand and the 2-vinyl group
rearranged upon forming the transition state was the explanatory argument.
REDOX REACTIONS

Cobalt complexes with 14-membered tetraazamacrocyclic ligands have been investi-
gated and successfully employed as catalysts for electrochemical and photo-
chemical reduction of CO2 and H2O.230 One such complex low-spin [Co(I)HMD]+

(HMD ¼ 5,7,7,12,14,14,-hexamethyl-1,4,8,11-tetraazacyclotetradeca-4,11-diene (hex-
amethylcyclam)) reacts with CO2 in H2O and in CH3CN to form the N-rac-
[CoHMD(CO2)]

+ species which is sufficiently stable in dry CH3CN and in a CO2
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atmosphere to study the equilibrium between a purple five-coordinate form at room
temperature and a yellow six-coordinate form at low temperatures:231

CoHMDðCO2Þ½ �
þ
þ CH3CN$ CoHMDðCO2ÞðCH3CNÞ½ �

þ (15)

The equilibrium system, in acetonitrile, has been studied by a variety of spec-
troscopic techniques, and after analysis it was concluded that the product could be
interpreted as a Co(III)-CO2 carboxylate complex,232 meaning that the bound CO2

has been reduced by a two electron transfer by the [Co(I)HMD]+ species. An ad-
ditional perspective on the nature of this equilibrium was sought by application of
pressure upon it in a pill-box cell, with spectrophotometric monitoring.233 Previously,
the entropy of reaction at 15 1C had been determined. It was about –110 Jmol�1K�1,
in accord with a highly ordered and compact six-coordinate species.234 Therefore, a
markedly negative reaction volume could be predicted and was found; it was
–17.7 cm3mol�1 at the same temperature in CH3CN. It was argued that this can be a
result of both a volume reduction upon addition of a solvent molecule, but that a
larger contribution arises from the volume collapse due to the intramolecular electron
transfer process accompanied by a shortening of the Co–CO2 bond length, and an
increase in electrostriction. Bond length reduction had been observed earlier in
XANES and EXFAS studies.231 Knowledge of the temperature and pressure de-
pendence of this equilibrium provides an opportunity that allows, through their var-
iation, precise tuning of the electron density on the Co and CO2 sites.

Determining the mechanism of self-exchange reactions of metallocenes is a
considerable challenge.235 Clarity has been brought to this subject following an
investigation of the reaction between [Z5-C5(CH3)5)2Fe

+] (DmFc+) and [Z5-
C5(CH3)5)2Fe] (DmFc0) in deuterated acetone, dichloromethane and acetonitrile.236

The counter-ions were either hexafluorophosphate or tetrafluoroborate. Values of
the exchange rate constant, kex, were obtained from 1H NMR spectroscopic meas-
urements at ambient and elevated pressures. Only very marginal effects of ion pair-
ing were encountered. Values of DV 6¼ were distinctly negative: –8.5 to –8.9 cm3mol�1

in (CD3)2CO and –6.3 to –7.2 cm3mol�1 in CD2Cl2. Fully quantitative results for
the self-exchange in CD3CN were precluded owing to practical limitations. The
small variations in values of the volumes of activation arise when different concen-
trations or counter-ions are used. The self-exchange reaction at elevated pressures
was modelled through an extension of Marcus–Hush theory. Various contributions
to DV 6¼ were carefully examined particularly with appropriate reference to non-
aqueous solvents. It was concluded that the results were entirely consistent with a
two-sphere activation model and it was not necessary to invoke solvent dynamics in
the explanation. This high pressure study enabled counter arguments to be made
against the proposal that solvent dynamics are involved in this type of electron
self-exchange.237

In a related study, the volume of reaction, the volume of activation for diffusion
ðDVa

diff Þ, and the volume of activation obtained from the standard electrode reaction
rate constant at various pressures, have been determined for the dec-
amethylferrocene (DmFc+/0) system, in several non-aqueous solvents.238 The deca-
methylated ferrocene couple, rather than the unmethylated couple, was chosen. This
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was because the large size of the former and low charge of the positive ion offer
minimisation of complicating Coulombic interactions, such as ion-pairing. The un-
methylated couple (Fc+/0) is also less stable in the rigour of the electrochemical
experimental conditions required. A further objective planned was a comparison of
the pressure effects on the corresponding outer-sphere bimolecular electron transfer
(self-exchange) rate constants in homogeneous solution with those on the non-
aqueous electrode kinetics. The reaction volumes, DVcell could be expressed as a
linear function of the term F (the Drude–Nernst relation, F ¼ (1/e) (d ln e/dP)T
where e is the solvent dielectric constant). DVa

diff ranged from +7 to +17 cm3mol�1

for the DmFc+/0 system and generally increased with solvent viscosity. The values
of DVa

el for the electrode reaction of DmFc+/0 were positive and within exper-
imental uncertainty correspond to the relevant values of DVa

diff ; this is in distinct
contrast to the negative DVa

exp values for the electron self-exchange in homogeneous
solution. It was concluded that the electrode reactions were subject to solvent dy-
namical control. There was not a satisfactory relationship between the radii of the
electro-active species obtained from the Drude–Nernst and Stokes–Einstein equa-
tions and radii related to crystallographic data; this discrepancy was discussed.
OXIDATIVE ADDITION AND REDUCTIVE ELIMINATION REACTIONS

Study of the catalytic oxidation of methane to methanol has witnessed a widespead
use of Pt(II)/Pt(IV) complexes. A general scheme formulated on the basis of work by
several investigators provided a level of understanding pertinent to about a decade
ago.239–243 It was as follows. A labile Pt(II) species bonds methane to give an
Z2-methane complex which can interconvert to a five-coordinate methyl(hyd-
rido)platinum(IV) complex. An additional ligand is required to stabilise the system.
The additional ligand can be chloride or a nitrogen donor. Since both methane
reductive elimination and methane activation pass through the same transition state
the rationale was set for a study of methane elimination from a methyl(hyd-
rido)platinum(IV) complex. The relevance for the mechanism of methane activation
could then be accessed. Methane elimination from [Pt(H)(CH3)(BPMA)]+ where
BPMA ¼ bis(pyridylmethyl)amine could be monitored by NMR spectroscopic
methods both at ambient and elevated pressures.244 By judicious use of acid
(HBF4OEt2 or F3CSO3H) at a particular concentration level, it was possible to
obtain kinetic data for both the cis and trans isomeric forms where the position of
the hydride relative to the amine nitrogen determines the isomer. Solvents employed
were deuterated forms of methylene dichloride or acetone. The trans isomer elim-
inates methane by a factor of 20 slower than the cis isomer. Respective volume of
activation values were +6 (cis) and +8 cm3mol�1 (trans), values that were lower
than anticipated based on earlier reports. These values could be accounted for given
that the rate law from which these parameters were obtained was a composite one in
which a five-coordinate complex was treated as a steady-state intermediate. This
conclusion for the cis isomer was also based on elaboration of the mechanistic
treatment by studying the rate and stereochemistry of deuterium incorporation into
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one methyl group. The findings could be summarised in a reaction scheme illus-
trating the unimolecular reaction of the cis isomer and its deuterated analogue to
form a five-coordinate Pt complex by ring opening of a pyridyl moiety (Scheme 9).

In the trans isomer the pyridyl residue is trans to the weaker s-donor methyl
rather than the hydride in the cis isomer accounting for the slower reacting trans

isomer. Following the formation of the five-coordinate intermediate, two reaction
paths were possible: formation of Z2-methane cis to the amine occupying position
that then leads to elimination or formation of Z2-bound methane trans to the amine
site that leads to deuterium/proton scrambling. Following the generation of this
reaction coordinate diagram, implications for methane activation can be judged by
viewing the diagram in the reverse direction. One conclusion is that the highest
energy of activation is required for substitution of a strong donor ligand by meth-
ane. Subsequently, interconversion into the five-coordinate methyl(hydrido)plati-
num(IV) complex and ring closure to yield a stable six-coordinate complex are very
facile processes.

A very recent report moves forward significantly understanding the mechanism of
reductive elimination reactions to form carbon–carbon bonds from platinum(IV)
complexes.245 This report described the kinetics of reductive elimination from a
cationic platinum(IV) complex as a function of solvent, of substituent character in a
leaving group, of the potential effect of different spectator ligands and addressed
whether there was a kinetic isotope effect. The reactions were studied also as a
Scheme 9.
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function of temperature and of hydrostatic pressure. Earlier neutral platinum(IV)
complexes of the type fac-[(L2)PtMe3X], X ¼ halide, carboxylate, aryloxide; L ¼ a
monodentate phosphine (PMe2Ph, PMePh2) or L2 ¼ a bidentate diphosphine
(dppe ¼ bis(diphenylphosphino)ethane, dppbz ¼ o-bis(diphenylphosphino)ben-
zene) were shown to undergo reductive elimination to form carbon–carbon and/or
carbon–heteroatom bonds.246–249 Kinetic studies on these complexes showed that
for C–C and C–X reductive elimination reactions investigated, dissociation of a
ligand occurred prior to the actual reductive coupling. The exact nature of the six-
coordinate state to five-coordinate intermediate conversion depended on L, L2 and
X, but a five-coordinate intermediate could always be proposed if not based on
actual, but on circumstantial evidence. Since electron withdrawing groups in X,
addition of Lewis acids and solvent polarity changes all had influence upon the
kinetic parameters, it was clear that variations among these reaction conditions
could influence the extent of, or select for C–C or C–X coupling. Against this
background and with a desire to form exclusively C–C coupled products, reductive
elimination kinetic studies from cationic species fac-{[(L2)Pt(IV)Me3(pyr-X)][Otf]},
L2 ¼ dppe and dppbz, with pyr ¼ pyridine and four-substituted derivatives
NC5H4X (pyr-X) were undertaken.245 Pre-equilibrium dissociation of the pyridine
ligand from the Pt(IV) complex was shown to be responsible for the inverse de-
pendence of the observed rate constant on the concentration of added pyridine. This
implied that reductive elimination occurred from a five-coordinate cationic inter-
mediate or from a six-coordinate solvento complex containing a weakly bound
solvent molecule. The reaction rates were independent of solvent over a broad range
of dielectric constant, compelling evidence for absence of a solvento six-coordinate
intermediate and reinforced the view that elimination was from a cationic five-
coordinate species. The dppe complex reacted about 3.5 times faster than the com-
plex containing the dppbz spectator ligand, a moderate effect. The dppbz complex
could bring about lower electron density on the MC, a property that may affect
either or both of the reaction steps. A kinetic isotope of 1.1 for reaction of the
deuterated pyr–d5 complex was also consistent with the proposed mechanism of
pyridine dissociation followed by carbon–carbon coupling (Scheme 10).

A linear free energy correlation based on four-substituted pyridine substituent
constants yielded a value of r of 1.9; the reaction is considerably faster for more
electron withdrawing substituents, i.e. better leaving groups. The proposed mech-
anism would signify that the value applies only to the first reaction step since the
second does not involve pyridine(s). While cognisant of the difficulty of using subs-
tituent constants based on ionisation properties, nevertheless the value of r could be
rationalised as reasonable. Activation parameters of 160kJmol�1, +180 Jmol�1K�1

and +16 cm3mol�1 for DH6¼, DS6¼ and DV6¼ were obtained, respectively. From the
two-step mechanistic scheme and the derived rate law, subject to certain conditions,
these parameters represent the change in the given property for the equilibrium
relating to the first step of pyridine departure plus that for reaching the transition
state of the second step. The thermal activation parameters were consistent with
those obtained for reductive elimination from platinum(IV) neutral complexes,246

and since more molecular disorder is occurring in both steps in reaction of the
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cationic complexes the large positive entropy is compatible with those events. Con-
sidering precedents for volume of activation values and the partial molar volume of
ethane (52.4 cm3mol�1), the significantly positive volume of activation that was de-
termined supports the mechanistic scheme.
REACTIONS OF SMALL MOLECULES

There have been many studies in which the kinetics of dioxygen and carbon mon-
oxide binding to myoglobins, haemoglobins and to porphyrin-based model com-
plexes,250–252 and also to some cobalt(II) complexes that bind dioxygen reversibly,253

have been investigated and in which in some cases the pressure dependence of the
kinetic parameters has been established. Iron(II) cyclidene compounds are non-
porphyrin complexes that have been employed as functional mimics for binding of
these small molecules.254 The kinetics of the forward and reverse reactions of CO
binding to the iron(II) cyclidene complex, Fe(II)(PhBzXy)](PF6)2, have been mon-
itored as a function of temperature and pressure in acetonitrile and an illustrative
volume profile developed (Fig. 16).255,256

The complex Fe(II)(PhBzXy)(PF6)2 exists in solution as a five-coordinate species,
(B)Fe(II)L, in which L is the macrocycle supplying four equatorial nitrogen donors
and the fifth outside axial position is occupied by a coordinated solvent molecule
(acetonitrile). Coordination of a sixth ligand, for example CO, was characterised as
a bimolecular process, in the presence of a base molecule:257

ðBÞFeðIIÞLþ CO$ðBÞFeðIIÞLðCOÞ kon=koff (16)

The reaction volume could be obtained from the pressure dependence of the
equilibrium constant as –47.7 cm3mol�1, in excellent agreement with the
value obtained from the kinetically determined value of –48.3 cm3mol�1 (reaction



Fig. 16 Volume profile for the reversible binding of CO to a lacunar Fe(II) complex.
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volume ¼ DVa
on (–36.9 cm3mol�1) – DVa

off (+11.6 cm3mol�1)). The markedly neg-
ative value for the forward (on) reaction was taken to signify that CO is virtually
enveloped within the structure of the iron complex. Indeed the reduction in volume is
close to that of the partial molar volume of CO (33 and 44 cm3mol�1 in aqueous
solution and 1,2-dichloroethane, respectively).258,259 There is a spin change upon
binding of CO from the high-spin five-coordinate species to the low-spin six-coor-
dinate species. This factor was also considered in interpreting the activation volume
as well as the fact that the iron that is out of the plane of the equatorial ligands in the
former coordinate state but moves towards the plane upon forming a six-coordinate
state. It was proposed that the spin change occurs after the transition state is reached
in the forward direction meaning that the volume increase that occurred upon
reaching the transition state in the reverse direction is attributable to the spin state
change and also to the movement of iron(II) out of the ligand plane as partial bond
breakage Fe–CO begins. Thus the transition state was envisaged as a high-spin iron
(II)-CO species, late in the forward direction and early in the reverse direction. The
large negative entropy of activation in the forward direction (–108 Jmol�1K�1) cor-
responded to the loss of degrees of freedom of CO. Weakening of the iron–CO bond
and the spin state change accounted for the positive entropy of activation
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(+30 Jmol�1K�1) in the reverse direction. Free energy, entropy as well as volume
profiles were presented. The thermodynamic parameters were similar to those found
for binding of CO to myoglobin.
ADDITION REACTIONS

Cycloaddition reactions of derivatives of chromium and tungsten pentacarbonyl

compounds

Addition reactions can be expected, in principle, to involve significant bond for-
mation in the transition state, such that reaction acceleration would be anticipated
at elevated pressures. Reactions of the type illustrated in Scheme 11, [2+2] cyclo-
additions, were significantly accelerated by pressure and there was almost no de-
pendence on the polarity of the solvent.260

An average value of DV 6¼ was –16 7 1 cm3mol�1. This together with the reaction
rates being independent of solvent suggested the reaction followed a non-polar
concerted synchronous one-step mechanism. The insertion of dipropylcyanamide
and 1-(diethylamino)propene into the metal–carbene bond of pentacarbonyl(met-
hoxyphenylcarbene)chromium and tungsten had earlier been found also to yield
significantly negative volumes of activation (–17 to –25 cm3mol�1).261

Addition reactions of metal pentacarbonyl a, b-unsaturated Fischer carbene complexes

In acetonitrile all reactions of pyrrolidine addition exhibited DV6¼ values between
–15 and –17 cm3mol�1.262 However, upon decreasing the solvent polarity, DV 6¼

became markedly more negative and a good correlation with the solvent parameter
qp (i.e. the pressure derivative of q, the polarisability of the solvent) could be dem-
onstrated. It was concluded that the addition of pyrrolidine followed a two-step
process with a polar transition state leading to a zwitterionic intermediate. Addition
of para-substituted anilines to a similar Fischer carbene complex in acetonitrile was
characterised by more negative values of DV 6¼ (–21 to –27 cm3mol�1) than those for
addition of pyrrolidine. 263 Second-order rate constants for the addition reaction
exhibited an excellent correlation with the basicity of the aniline derivatives used.
The trend in activation volumes could be correlated with an early or late transition
state for the fast and slow addition reactions, respectively Scheme 12.
Scheme 11.
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Addition to an osmium cluster

The unsaturated osmium hydrido carbonyl cluster (m2-H)2Os3(CO)10 reacts with a
wide variety of Lewis bases, L,264 according to the following equation:

(17)

The addition of several P-donor ligands to the cluster in non-polar solvents was
monitored spectrophotometrically. From the kinetics results clear, quantitative,
electronic and steric profiles for the associative reaction based on the electronic and
steric properties of the nucleophiles were provided.265 The second-order rate con-
stants could be correlated with the pKa values of the ligands. The pKa value is a
property related to its s-donicity. This aspect addresses the electronic effect of the
added nucleophile. Potential steric effects upon the rate constant were addressed by
considering both the cone angle and size of the nucleophile. An equation combining
these principles was developed and with various parameters was able to correlate
both electronic and steric effects. It was also pointed out that when the cone angle is
lower than a critical threshold value, in the transition state the cluster provided a
well-defined open space in the coordination sphere offering negligible repulsion to
small entering donors. Notwithstanding this successful description of the reaction, a
further comprehensive investigation of the reaction was undertaken in which 18
P-donor nucleophiles were employed.266 The objective was to acquire the thermal-
and pressure-derived activation parameters and determine whether similar correla-
tions could be developed that could provide a further classification of the transition
state, and indeed a novel and detailed picture of the transition state nature. The
second-order rate constants for reactions in chlorobenzene, determined spectro-
photometrically, followed the same empirical equation that had been developed for
reactions in heptane. A term for the s-donicity of the nucleophiles in non-polar
solvents was applied for ligand electronic effects. Steric effects were not observed for
ligands with a Tolman cone angle below the steric threshold of 1471. Larger ligands
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have a significant effect upon the rate constant. Reaction of PPh3 with the osmium
cluster was characterised by a similar rate constant in heptane and nitrobenzene, but
a slightly lower value when the solvent was chlorobenzene. These findings were
taken to imply that the transition state for a given nucleophile remains essentially
unchanged in different solvents. In all cases the entropies and volumes of activation
were distinctly negative, the former typically in the range of –90 to –170 Jmol�1K�1,
and the latter almost all in the range of –12 to –26 cm3mol�1. A plot of DH 6¼ versus
DS 6¼ could be interpreted to indicate the reaction rates are largely entropy control-
led. The large negative values of DV 6¼ (obtained in chlorobenzene) for the associative
process are in accord with values for other associative reactions such as Michael
addition, insertion reactions and [2+2]-cycloadditions. Values for isosteric ligands
were invariant and since there was no dependence on s-donicity, the volume re-
duction upon forming the transition state depended only on steric factors and not on
nucleophile basicity. A geometrical model was developed based on the ligand cone
angle and an equation formulated that could account for the observed volume of
activation in terms of an intrinsic component and a volume term based on the
volume of a ligand based on its cone angle. In fact this treatment is one of the most
detailed analysis of volumes of activation in organometallic kinetics literature. The
correlation of DV6¼ values with ligand cone angles was described as remarkable. For
cone angles less than 1601, DV 6¼ decreases linearly with a term that is a measure of
the relative volume of the nucleophile. This suggested that the Os?P bond lengths
in the transition state are the same for these nucleophiles, and enabled an estimate to
be made of the penetration (ca. 24 pm) of the P-donor ligands inside the periphery of
the cluster in the transition state. When the cone angle is 1601 a new type of steric
threshold appeared and above this value the volumes of activation become less
negative, ligand penetration is lower and Os?P bond lengths become progressively
longer. Practical limitations prevented determination of volume profiles. It is pos-
sible that these would have revealed evidence for early or late transition states.
Nevertheless this report represents a landmark of thorough and valuable analysis
and insight into the reaction mechanism.

OTHER REACTIONS

Metal exchange in heterobimetallic compounds

Interest in the coordination chemistry of thiophene and in model studies of the
absorption process involved in hydrodesulfurisation in the petroleum industry led to
the development of bimetallic and trimetallic complexes containing thiophene.267 Of
greater interest was the finding of irreversible exchange (s and p) of coordination
sites by metal fragments. An example of the reaction is shown in Scheme 13.

This finding was followed by a comprehensive preparative, structural character-
isation and kinetics study of the conversions typified by the reaction above.268 These
reactions were accorded the term metal exchange reactions. The heterobimetallic
complexes with s, p bridging thiophene or selenophene ligands (Z1:Z5-
XCRCHCHCMn(CO)5)Cr(CO)3 (X ¼ S, R ¼ H (1); R ¼ Me (2); X ¼ Se, R ¼ H



Scheme 13.
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(3) converted irreversibly at 0 1C in acetone into the complexes (Z1:Z5-
XCRCHCHCCr(CO)5)Mn(CO)3 ((4), (5) and (6)), respectively. Changes in the
UV/visible, IR and NMR spectra accompany these transformations. The kinetics of
the reaction of (2)–(5) were monitored by UV/visible spectrophotometry; the first-
order rate constant was essentially independent of the concentration of (2), and not
significantly affected by variation of solvent employed. Solvents ranged from
cyclohexane (e ¼ 2.02), tetrahydrofuran (e ¼ 7.3), dichloromethane (e ¼ 8.9) to ac-
etone (e ¼ 21), and the rate constants were, respectively 11, 36, 26 and 38,
all� 106 s�1 at 15 1C. Comparable rate constants were determined for the reaction of
(2)–(5) in d6-acetone or d2-dichloromethane by 1H NMR spectroscopy, and no
intermediates were observed. These findings indicated that solvent polarity does not
play an important role in the metal exchange reaction and therefore direct partic-
ipation of coordinated solvent molecules in the transition state could be ruled out.
Thermal activation parameters were established for the conversions of compounds
(1) and (2) and were 93 and 86 kJmol�1 (enthalpies) and �1676 and
�30711 Jmol�1K�1 (entropies), respectively. The former are values associated
with covalent bond cleavage, while the latter are modest values and were considered
to point to an intramolecular exchange process. A near zero (–0.670.5 cm3mol�1)
volume of activation for the conversion of (2)–(5) substantiated this conclusion and
excluded the possibility of an intermolecular arene displacement route. A scheme
invoking bridging carbonyl ligands in which the MCs were Z1-bonded to the C2 of
the thienyl ligand with the two bridging carbonyls occupying the free coordination
sites was proposed. It could also be concluded that there were no measurable
changes in electrostriction upon reaching the transition state (Scheme 14).

It was also noted that of the metal exchange reactions investigated the thermo-
dynamically favoured product was always less polar than the starting material.
Monomerisation of dinuclear pallada- and platina-cycles

A complementary structural and kinetics characterisation study regarding the hal-
ogen cleavage reaction (by pyridines) in dimethylaminomethylphenyl-C1,N pallada-
and platina-cycles has been reported (see Scheme 15).269 This work followed by 30
years a pioneering study of the kinetics of monomerisation of a dinuclear bromine-
bridged platinum compound using pyridine.270

Reactions of this type are postulated as equilibria in synthetically important in-
sertion reactions of alkenes, alkynes and other unsaturated molecules into the Pd–C
bonds of dimeric palladacycles.271,272 Further, this reaction can form the basis for



Scheme 14.

Scheme 15 M ¼ Pd(II) and Pt(II), X ¼ halogen bridge, Z ¼ N, P, S, etc., and L ¼ donor
ligand.
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synthesis of monomeric metallacycles from the corresponding dimers.273 Specifically,
the halogen-bridge cleavage reaction of [{M(o-C6H3RCH2NMe2)X}2] (M ¼ Pd or Pt;
R ¼ H, 4-MeO, 5-Me, or 5-F; X ¼ Cl or I) by a series of substituted pyridines in
chloroform has been investigated as a function of concentration of excess pyridine, of
temperature and when experimentally feasible as a function of hydrostatic pressure.
The reactions were rapid and of second order, and showed strong steric rather than
electronic demands, and there was no evidence of a reverse reaction confirming the
essential irreversibility. Five dimeric Pd compounds reacted with essentially the same
rates and thermal activation parameters with pyridine; the five included widely var-
ying electron/donating/withdrawing groups (R) and change of Cl by I. This led to the
conclusion that reaction rates demonstrated electronic insensitivity. However, varying
the steric features of the pyridine nucleophiles (4-Me, 2,4-Me2 and 2,6-Me2) had a
significant retarding effect, in that order. Steric hindrance in the vicinity of the donor
centre was indicative of an associative mechanism. Further evidence for the associ-
ative nature of the bridge-cleavage reaction came from interpretation of the activation
parameters. The enthalpies of activation were regarded as lower than would be com-
patible with incipient bond breakage as the transition state is formed in a dissociative
mechanism. The DS6¼ values, in the range of �104 to �158 Jmol�1K�1, suggested the
transition state is highly ordered, and included back donation from the metal into the
apically coordinated pyridine ligand. In two cases the rates of monomerisation could
be studied as a function of pressure. The compound with M ¼ Pd, R ¼ H and X ¼ I
upon reaction with 2,6-diMe2py converted to the monomeric form with
DV6¼

¼ �22.6 cm3mol�1, whereas the platinum compound with R ¼ 4-MeO and
X ¼ Cl, upon reaction with 4-Mepy yielded DV6¼ of �14.5 cm3mol�1. These distinctly
negative values remove any doubt; these reactions are emphatically associative. The
smaller volume change for the platinum compound reaction was thought to reflect
partly the smaller entering group. Thus, a comprehensive kinetics study in which the
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activation parameters were obtained has illuminated the reaction mechanism of a type
of system first studied decades earlier.

Cyclometallation in dirhodium(II) compounds

Cyclometallation reactions of mononuclear compounds are well established,274 but
such reactions occurring on compounds having two MCs are not as well known. To
address the lack of information regarding the mechanism of the latter reactions a
systematic study of the reactivity of arylphosphines in dirhodium(II) compounds
that give rise to cyclometallation was undertaken.275 The compounds were
[Rh2(O2CMe)(m-O2CMe)2{m-(XC6H3)P(C6H4X-p)2}{P(C6H4X

0-p)3}] (X ¼ H,
X0 ¼ H or Me; X ¼ Me, X0 ¼ H or Me) and they underwent reaction to produce
the corresponding doubly metallated compounds [Rh2(m-O2CMe)2{m-
(XC6H3)P(C6H4X-p)2}2]. The reactant possessed a metallated and an equatorial
phosphine in a head-to-tail cisoid configuration (see Scheme 16).

The kinetics of the reaction have been studied under a multitude of variables and
conditions, including toluene and glacial acetic acid as solvent, thermal, acid- and
base-assisted conditions, different bases (PPh3, P(C6H4Me-p)3 or pyridine), and as a
function of temperature, pressure and base concentration. Depending on the con-
ditions, reaction paths differed such that a substitution path as well as metallation
was revealed. The doubly metallated compounds were shown by 31P NMR spec-
troscopy to retain the head-to-tail cisoid configuration. Activation parameters were
acquired for several permutations of reactant variation and base variations for the
spontaneous, acid- and base-assisted reactions. All values of the volume of activation
were significantly negative: they were in the range of –23 to –37 cm3mol�1, –21 to
–23 cm3mol�1 and –14 or –15 cm3mol�1, for the base-assisted, spontaneous and acid-
assisted processes, respectively. This indicated that compression of the system as the
transition state is reached in clearly important. The less negative values for the base-
assisted reaction were observed when the base was pyridine. This was proposed to
relate to smaller steric demands compared with the values when the base in question
was PPh3. Presumably owing to the complexity of the system, no detailed breakdown
of contributions to the volumes of activation was offered. The entropies of activation
mirrored the latter, supporting a measure of ordering in the transition state. The
absence of electrostriction changes in forming the transition state could be inferred.
Scheme 16 Axial positions are occupied by any Lewis base present in solution. X, X00 ¼ H or
Me.
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4 Volumes of activation for radiation-induced organometallic
reactions

PHOTO-INDUCED REACTIONS

The photochemically induced substitution of one or more CO ligands in
M(CO)4(diimine), (M ¼ Cr, Mo, W and diimine ¼ phen or bpy) by an incoming
nucleophile has been investigated with the purpose of understanding the reaction
mechanism, over a considerable time period.276 Using PEt3 as the entering
nucleophile it was shown that the mechanism of substitution on M(CO)4(phen) in
toluene could vary depending on whether excitation occurred through a low energy
metal-to-ligand charge transfer (MLCT) band or via a ligand field (LF) wave-
length.277–279 In the latter case on the basis of analysis of quantum yields and the
pressure dependence of the kinetics of the substitution the mechanism was assigned
as dissociative. For substitution following MLCT excitation a mechanistic change-
over to an associative one, when M ¼ Mo, W, was proposed on the basis of results
analysis. The changeover was explained by proposing that upon MLCT excitation
electron density is transferred away from the MC onto the phen ligand, enabling an
associative attack by the entering nucleophile at the more electrophilic MC. Whereas
following LF excitation a lengthening of the metal–ligand bond occurs, promoting
dissociative ligand substitution. When M ¼ Cr the pressure dependence of the re-
action progress indicated a less marked variation, a change from a D to an Id
mechanism. This finding could be rationalised on the basis of a smaller Cr centre,
relatively to Mo and W, influencing the extent of bond formation in the MLCT
excited state. A series of further pivotal studies in which nucleophiles and their
respective concentrations, the irradiation wavelengths and hydrostatic pressure were
all varied, was reported.280–282 A systematic tuning of the photo-substitution mech-
anism was discerned by changes in the physical and chemical variables. A first report
addressed the issue of how the mechanism might be affected by nucleophile bulk by
using PMe3 and PPh3 as entering nucleophiles for photo-substitution on the chro-
mium compound. The overall reaction is given in the following equation:

MðCOÞ4ðphenÞ þ PR3 þ hv ! MðCOÞ3ðphenÞðPR3Þ þ CO (18)

A complete reaction scheme was presented based on the accumulated results
including a possible step in which a solvent molecule is temporarily attached to the
compound. LF photolysis is decelerated markedly upon pressure increase, consistent
with a limiting D mechanism. Ligand substitution proceeds by a dissociative inter-
change mechanism following MLCT photolysis, and results for the two entering
nucleophiles were rather similar demonstrating that relatively little bond formation
occurs with the entering nucleophile. A second report describes a corresponding
study upon the molybdenum and tungsten analogues. From the measurement of the
pressure dependence of the quantum yield apparent volumes of activation could be
determined at each irradiating wavelength, and could be analysed in terms of con-
tributions arising from dissociative LF excitation and associative MLCT excitation.
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Steric crowding caused by the PPh3 nucleophile can hinder an associative ligand
substitution process. Together these results for the different metals and different
entering nucleophiles, including additional results for reaction when R ¼ Bun were
assessed and a scheme was presented that included the three possible pathways via
D, I or A mechanisms for nucleophilic substitution from the excited state species
[M(CO)4(phen)]

�. A clear example of a mechanistic changeover was presented for
the reaction of PBun3 with [W(CO)4(phen)] for which the volume of activation for the
quantum yield ranged from+10.5 to –12.0 cm3mol�1 as the wavelength varied from
313 to 546 nm.A pattern of systematic variation in the mechanism of substitution
could be extracted from results obtained by variation of the metal, entering nu-
cleophile, nucleophile concentration, excitation wavelength and applied pressure.
While analysis of ambient pressure results is fruitful, the key distinguishing feature
regarding mechanism is the pressure dependence leading to the volume of activation.

The mechanism of reactions in which photolysis of M(CO)6 (M ¼ Cr, Mo, W) in
the presence of a bidentate ligand in toluene leads to first a pentacarbonyl inter-
mediate, followed by a mono-coordinated bidentate ligand and subsequent chelate
ring closure with expulsion of a second CO ligand was thought to be understood.283

That is for bidentate ligands phen, en and dab (en, dab ¼ 1,4-diisopropyl-1,4-di-
azabutadiene), the volume of activation for the ring-closure step was significantly
negative supporting the operation of an associatively activated chelation mechanism
for M ¼ Mo and W. When M ¼ Cr the volume of activation value suggested a fine
balance between the size of the MC and steric hindrance on the free end of the
bidentate ligand as the transition state was approached. Hence for chromium com-
plexes the chelation mechanism could proceed by an associative or dissociative
mechanism. Subsequently it was shown that under certain conditions chromium
binuclear bridged species and Cr(CO)5(dab) could be isolated, raising concerns that
other species may have (unknowingly) been present in the earlier ring-closure stud-
ies.284 Accordingly, thermal ring-closure reactions of pentacarbonylchromium com-
plexes with bidentate ligands dab (in n-heptane) and dmbpy (dmbpy ¼ 4,40-
dimethyl-2,20-bipyridine) (in toluene) were studied thoroughly. This was made pos-
sible by first isolating some of the monodentate pentacarbonyl chromium com-
plexes. The kinetics were studied as a function of N–N ( ¼ dab or dmbpy)
concentration, temperature and pressure.283 The finding of a decrease in observed
rate constant with increasing N–N concentration was interpreted in terms of
competing reactions leading to the formation of Cr(CO)6 and Cr(CO)4(N–N). At
high N–N the limiting rate constant represents only the chelation reaction for which
activation volumes could be determined. These ranged from +13 to +18 cm3mol�1

and strongly support the operation of a dissociatively activated chelation
mechanism.

Since the molydenum compounds described above demonstrated mechanistic
variation in photochemically initiated substitution reactions, the molybdenum
dimetallacycle [(CO)4Mo(m-PMD)2Mo(CO)4] was selected for a study of the nature
of the substitution mechanism associated with MC and MLCT excitation.285 PMD
is pentamethylenediazirine. The substituting ligands were bpy, phen and 1,2-bis(dip-
henylphosphino)ethane (dppe) for the reaction in toluene solution. For reaction with
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bpy and phen (N–N) the irradiation leads to cleavage of the metal–diazirine bonds
according to the following equation:

ðCOÞ4Moðm-PMDÞ2MoðCOÞ4 þN�Nþ hv ! 2MoðCOÞ4ðN�NÞ þ 2PMD (19)

Analysis of the results obtained by studying this reaction as a function of ligand
concentration and pressure indicated that the photochemical reaction is in compe-
tition with a thermal reaction. For MC photolysis the photochemical reaction pro-
ceeds by a dissociative (D) route whereas the thermal reaction proceeds according to
an associative (A) mechanism. This conclusion was reached primarily on the basis of
the sign and magnitude of the volumes of activation extracted from the kinetic data.
The reaction with dppe proceeds by displacing one bridging PMD ligand (Equation
(20)), or by releasing CO to generate Mo2(m-PMD)2(m-dppe)(CO)6:

Mo2ðm-PMDÞ2ðCOÞ8 þ dppeþ hv ! Mo2ðm-PMDÞðm-dppeÞðCOÞ8 þ PMD (20)

Experimental results following MLCT excitation yielded significantly negative
volumes of activation, indicating associative substitution mechanisms for both the
MLCT initiated and thermal substitution processes. The concentration dependen-
cies and magnitude of the activation volumes yielded no evidence for an interchange
mechanism. A complete scheme indicating the photochemical, thermal, rate deter-
mining and rapid reaction steps was assembled.

Photo-induced homolysis reactions have been observed for a wide variety of
metal–metal bonded complexes containing an a-diimine moiety.286,287 The subse-
quent fate of the metal radicals has been investigated in detail for complexes such as
(CO)5MnMn(CO)3(diimine).288 In non-coordinating, non-viscous solvents the rad-
icals diffuse from the solvent cage and dimerise, whereas in coordinating solvents this
complex photodisproportionates, in the presence of an N- or P-donor ligand (L), into
Mn(CO)5

� and Mn(CO)3(L)(diimine)+. These interesting findings prompted a similar
study on a metal triangular cluster, Os3(CO)10(diimine).289 In acetonitrile and pyri-
dine (S), zwitterions of the type –Os(CO)4–Os(CO)4–Os+(S)(CO)2(diimine) were
generated although the mechanism of formation was unclear. There was no evidence
at this stage of biradical formation in any solvents investigated. A subsequent study
established by electron paramagnetic resonance and nanosecond transient absorption
spectroscopies, the formation of biradicals.290 Conversion of the biradical species to
zwitterions was also monitored. In order to clarify the mechanism of zwitterion
formation, the osmium cluster containing the diimine, 2-acetylpyridine N-n-propyli-
mine, in pyridine was irradiated in a pill-box cell, high pressure cell arrangement in
the pressure range up to 150MPa.The pressure dependence of the quantum yield
afforded an apparent activation volume of +7.5 cm3 mol�1, a value that might not
have been anticipated in view of the marked increase in electrostriction accompa-
nying zwitterion formation and lower intrinsic volume arising from solvent coordi-
nation. The result was explained by invoking bond cleavage, the positive volume
change for which is partly offset by the increase of electrostriction and coordination
of pyridine.

Catalytic schemes for carbon monoxide activation required for methanol car-
bonylation to acetic acid and alkene hydroformylation often depend on a carbon
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monoxide insertion into a metal alkyl bond in a critical carbon–carbon bond for-
mation step.291 Progress in elucidating reactivities and structures of intermediates in
such processes is beset with difficulties owing to low concentrations of relevant
species. One approach has been to generate potentially pertinent intermediates by
flash photolysis and examine the properties of transient species by time-resolved
optical and TRIR spectroscopies.292,293 Reactions of the decarbonylated interme-
diate generated from the excited state of the photolysis of CpFe(CO)2(C(O)CH3)
in heptane have been studied in order to resolve the kinetic characteristics of a
step in which the intermediate reacts with a ligand, rate constant, kL, to yield
CpFe(CO)(C(O))(CH3)(L) ¼ AL and another step, rate constant, km, in which the
species formed is CpFe(CO)2(CH3) ¼ M.294 Measurements applying hydrostatic
pressure were carried out and these resulted in clarification of mechanistic proposals
made earlier. A detailed analysis of the derivation of volumes of activation for these
steps from quantum yield measurements was presented, and use of the method
yielded DVa

L � DVa
m ¼ –5 cm3 mol�1. A similar value was established for the par-

allel reactions of the compound in which Cp is replaced by the indenyl (Ind) moiety.
These DDV 6¼ values suggest transition states that are not dramatically different in
character for the two pathways for each of the respective Cp and Ind compounds.
One possible explanation suggested was that both pathways are concerted reactions
involving a solvento species and it was argued that km would be independent of
pressure thus attributing the numerical value of the difference entirely to the pres-
sure dependence of kL. The improved experimental approach applying FTIR en-
abled a mechanism, previously advanced, based on ring slippage, to be ruled out.
PULSE-RADIOLYSIS-INDUCED REACTIONS

Transition metal–carbon s-bonds can be key intermediates in industrial processes,
biochemical reactions, organic synthesis and in catalytic processes. The pulse ra-
diolysis method can generate from the primary species formed in aqueous medium,
secondary species depending on the solutes present. Aliphatic radicals, for example,
can then react with metal-aqua ions or metal complexes to form complexes with
metal–carbon s-bonds. The subsequent reactivity of these species or the products
can then be monitored, usually spectrophotometrically. The radicals are generated
in sub-microsecond times, and very rapid processes ensue, requiring special-
ised methods. As cited earlier, two authoritative reviews have been published
recently,108,109 the former emphasising the application of high pressure methods in
kinetics and mechanistic studies of species generated by pulse radiolysis. The second
covers comprehensively the research conducted regarding kinetics and mechanistic
studies over the past 30 years. This includes as well, accounts of the properties,
spectra and acid dissociation constants, as appropriate, for complexes containing
metal–carbon s-bonds. A section on mechanistic features has 11 sub-sections, e.g.
heterolysis and homolysis of metal–carbon s-bonds, b-elimination reactions, CO
insertion/methyl migration, bimolecular decomposition of the transient complexes
and methyl transfer reactions, and such coverage cannot be repeated here and would
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be beyond the scope of this contribution. Rather, here a selection of examples where
use of hydrostatic pressure in kinetic studies enhances understanding of the mech-
anism will be presented.

In reactions of divalent transition metal ions with aliphatic free radicals,
metal–carbon s-bond formation is formally accompanied by oxidation of the MC:

Mn þR ! Mðnþ1Þ �R
� �

(21)

Cobalt(II) and nickel(II) species reacted with XCH3 to produce intermediate spe-
cies containing metal–carbon s-bonds, a process characterised by a small positive
DV 6¼, that indicated a dissociative interchange mechanism.295,296 Similar reactions of
aquated Cr(II) ions with a series of 10 different aliphatic radicals exhibited an
average DV 6¼ of +4.371.0 cm3mol�1, also evidence for an Id mechanism.297

Study of the formation and homolysis of (hedta)Fe(III)-CO2
– and (hedta)Fe(III)-

CH3
– (hedta ¼ HOCH2CH2N(CH2CO2

–)CH2CH2N(CH2CO2
–)2) indicated three con-

clusions when these results were considered with other findings.298 They were first:

MnLm þR ! Lm�1M
nþ1 �Rþ L (22)

which proceeds by a ligand substitution mechanism. Second, homolysis of the
metal–carbon bond follows the same mechanism, and third, DV6¼ for the homolysis
reaction depends strongly on the nature of the central metal cation, i.e. the values
are larger for Mn+1

¼ Cr(III), Co(III), Ni(III) and smaller for Fe(III). It was also
found that the volume of activation for the following reaction:

ðhedtaÞFeðIIIÞ-CO2�
2 þ COX�

2 þ 2Hþ ! FeðIIÞðhedtaÞðH2OÞ
�
þ COþ CO2 (23)

upon analysis demonstrated the role of changes in the electronic environment in
terms of the coordination number and spin state of the complex during the for-
mation and dissociation of the metal–carbon s-bonds.

Heterolysis of the metal–carbon s-bond in transient complexes of the type
LmM

n+1-R produced as shown above can proceed by one of two alternative path-
ways in aqueous solution.299,300 One pathway involves formally an overall oxidation
of the MC and the other reduction of the MC occurs during the reaction:

LmM
nþ �RþH2O ! Mnþ1Lm þRHþOH� Oxidation (24)

LmM
nþ �RþH2O ! Mn�1Lm þROH=R�H þH3O

þ Reduction (25)

The kinetics of the heterolysis of several species containing Cr(III)-C s-bonds
have been studied at ambient pressure and at elevated pressures. In general the
pathway followed was consistent with the oxidation pathway. Under different con-
ditions the reactions were acid or general base catalysed. Volumes of activation for
each component of the rate laws could be determined.301 A particular conclusion
that emerged was that water molecule bond cleavage could play an important role in
the transition state. In one case this conclusion was based on interpretation of the
magnitude of the H/D solvent isotope effect. These early studies were followed by
posing the question were the mechanistic conclusions reached for the chromium
systems applicable for other metal–carbon s-bonds? Accordingly, the kinetics of the
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heterolysis of the copper–carbon s-bond in a complex of the type [LCu(II)-R]+

(L ¼ 2,5,8,11-tetramethyl-2,5,8,11-tetraazadodecane; R ¼ CH2CO2
–) were examined

at elevated pressures.298 Ambient pressure kinetics measurements earlier on this
system had shown that the pathway followed is the oxidation pathway.302,303 In
addition corresponding experiments were conducted for the decomposition of
[(H2O)5Cu(III)-R]2+ (R ¼ CH2CO2

– or CHCl2
–) systems which had been shown at

ambient conditions to proceed by the reduction pathway.304 The volumes of acti-
vation for heterolysis of the Cu(III)–C s-bonds of the complexes [Cu(III)–CH2-

CO2
–]+ and [Cu(III)–CHCl2]

2+ were very different, –12.4 and +10.4 cm3mol–1,
respectively. The observed rate constants were not very different but the widely
different volumes of activation required separate interpretation of the heterolysis
process. For the former complex after examining and rejecting other hypotheses the
following explanation was given. Bond formation with a solvent molecule in reduc-
tive heterolysis gave a transition state in which a water molecule binds to the carbon
atom (of the metal–carbon bond) and shifts the M–C s-bond electrons towards the
MC thus causing its reduction. In addition, charge was formed during the process
and could provide a contribution to the negative volume of activation. In contrast,
the positive value of DV6¼ found for heterolysis of the [Cu(III)-CHCl2]

2+ species was
also explained, in part, by binding of a water molecule to the carbon atom, and also
by induction of cleavage of a C–Cl bond. It was argued that a late transition state in
which considerable C–Cl and M–C bond cleavage had already occurred, then these
positive volume contributions will more than compensate for the volume reduction
associated with C–O bond formation.

The transient complex [LCu(II)–CH3]
+ decomposed according to a second-order

rate law, and the volume of activation for that process was determined to be
–5 cm3mol�1. The reaction is:

2½LCuðIIÞ � CH3�
þðaqÞ ! 2LCuþ

ðaqÞ þ C2H6 (26)

After considering and rejecting other interpretations it was suggested that the
mechanism was one in which formation of the transition state involved a coherent,
partial C–C bond formation that will be associated with a volume collapse and a
stretching of the Cu–C bonds. It was further suggested that the latter process will
partially offset the volume collapse, but the C–C bond formation dominates in
volume terms, consistent with a modest negative volume of activation.

Copper(I) complexes catalyse a variety of organic reactions which are of synthetic
and industrial importance.305 In such processes that involve halide abstraction from
aryl or alkyl halides, the abstraction step by a Cu(I) catalyst is believed to be the
rate-determining step. In order to circumvent the property of facile disproportion-
ation of Cuþaq, various methods of stabilising Cu(I) and influencing reaction rates
were considered.306 A kinetics study of ligand (L) effects on the reactivity of Cu(I)L
complexes towards Cl3CCO2

– was undertaken. The results indicated that the rate of
the chlorine abstraction reaction was affected by several factors. These were the
redox potential of the Cu(II/I)L couple, the hybridisation on Cu(I) in the Cu(I)L
complex, steric hindrance, and electron density on the central Cu(I) cation at
the binding site of the chlorine atom to be abstracted. The volume of activation,
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distinctly negative, supported the expectation that the chlorine abstraction step
proceeded by an associative mechanism.
5 Concluding remarks

Application of the hydrostatic pressure variable in a multitude of reaction kinetics
studies leading to the volume of activation has been clearly demonstrated to be of
inestimable value in mechanistic studies of organometallic chemistry reactions. Its
relative simplicity of definition and precision of typical experimental values render
the volume of activation to be of far superior mechanistic value than is the entropy
of activation. The selection of reports described, a truly eclectic collection, illustrates
that reactions of a wide range of metal-centred reactions have benefitted mecha-
nistically from elevated pressure kinetics studies. Indeed in many cases the volume of
activation adds that extra dimension to mechanistic elucidation. The breadth of
techniques and variety of reaction monitoring methods described have added
broader scope, interest and depth to this account.
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1 Theory of kinetic isotope effects

In their 60-year history, kinetic isotope effects (KIEs) have been considered the most
useful and sensitive tools for studying the mechanisms and determining the structure
of the transition states of chemical and enzymatic reactions.1,2 Since the goal of this
chapter is to show how KIEs have been used to learn how various factors such as
substituents, the solvent and ion pairing of the nucleophile affect the transition
structures of SN2 reactions:

Nu
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C LGNu

H H
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Nu:- + RCH2- LG CH2R +LG:- (1)
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where Nu:– is the nucleophile and LG:– is the leaving group and since several
monographs1,3,4 discuss heavy-atom and primary and secondary hydrogen–deute-
rium KIEs very well, only a brief introduction to the use of KIEs as a method of
determining the mechanism and transition state structures of SN2 reactions will be
presented.

The Bigeleisen treatment,5,6 which is based on Eyring and coworkers’ absolute
rate theory, assumes there is a single potential energy surface along which the re-
action takes place, and that there is a potential energy barrier separating the re-
actants from the products. The reaction occurs along the minimum energy path
between reactants and products with the transition state at the top of the barrier;
i.e., at the energy maximum along the reaction coordinate but at an energy min-
imum in all other directions. The transition state is assumed to be in equilibrium
with the reactants and products and have all the properties of a stable molecule
except that one vibrational degree of freedom has become imaginary and that its
energy is converted into motion along the reaction coordinate. The KIE for the
reaction is:

kL=kH ¼ ðkL=kHÞðQa
L =Qa

H ÞðQAHQBH=QALQBLÞ (2)

where the subscripts L and H refer to the molecules containing the lighter and
heavier isotope(s), respectively, the k terms are the transmission coefficients and the
Qs and Q 6¼s are the complete partition functions for reactants A and B and the
transition state, respectively:

QL=QH ¼ ðSL=SHÞðIAHIBHICH=IALIBLICLÞ
1=2

ðMH=MLÞ
3=2

Y3n�6

i

½½ðuLi � uHiÞhc�=2kT �

½1� expð�hcuLi=kTÞ�=½1� expð�hcuHi=kT Þ� ð3Þ

where sL and sH are the symmetry numbers of the respective molecules, the Ms are
the molecular weights, the Is are the moments of inertia about the three principal
axes of the n-atom molecules and the us are the fundamental vibrational frequencies
of the molecules in wave numbers. Using various approximations,1 this complicated
form of the KIE equation can be reduced to the product of three terms, a tunneling
contribution to the KIE (KIET), a temperature-independent factor (TIF, the ratio of
the imaginary frequency of the light and heavy transition states, respectively) and a
temperature-dependent factor (TDF) that consists of the vibrational product (VP),
the excitation (EXC) and the zero-point energy (ZPE) factors for the vibrations
involving the isotopically labeled atom(s) in the reactants and transition state:

kL=kH ¼ ðkL=kHÞTunnel
KIET

ðuaL =uaH ÞðVPÞ
TIF

ðEXCÞðZPEÞ
TDF

(4)

It has been assumed that the KIET and TIF are small in comparison to the TDF
so the KIE, kL/kH, is primarily determined by the TDF in Equation (4). Also, since
the EXC term is small for reactions at or near room temperature, the KIE to a first
approximation is determined by the changes in the force constant that occur when
the reactants are converted into the transition state. In simple terms, this means the
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TDF term can be expressed as:

TDF ¼ ½1þ
X

GðuiÞDui �
X

Gðuai ÞDuai � (5)

where GðuiÞ ¼ ½1=2� 1=ðuiÞ þ 1=eui � 1Þ� and Dui ¼ hc/kT (Dui). The terms h, c, k
and T are Planck’s constant, the speed of light, Boltzmann’s constant and the ab-
solute temperature, respectively. The Dui and Dui 6¼ terms represent the isotope effect
on the vibrational frequencies of the reactant and transition state, respectively. If the
bond to the isotopically labeled atom is broken in a reaction, but bond breaking has
not occurred at the transition state of the rate-determining step of the overall re-
action, there is no change in the force constants involving the isotopic atom (the
second and third terms in Equation (5) will be equal) and the KIE, kL/kH, will be
¼ 1. If there is a decrease in the force constants to the isotopically labeled atom(s)
on going to the transition state of the rate-determining step of the reaction (the third
term of Equation (5) is smaller than the second term) a normal KIE of 41.000 will
be observed. Conversely, an increase in the force constants to the isotopically labeled
atom(s) on going to the transition state of the rate-determining step of the reaction
(the third term in Equation (5) is larger than the second term) can lead to an inverse
(o1.000) KIE. Hence, KIEs are extremely useful for determining the mechanism of
a reaction. Also, because the decrease (increase) in the force constants to the iso-
topically labeled atom(s) on going to the transition state of the rate-determining step
of the reaction is thought to be related to the change in the length of bonds to the
isotope(s), i.e., to the length of the bond(s) to the isotope(s) in the transition state,
the magnitude of the KIE (normal or inverse) is the best way to determine the
amount of bonding to the isotopically labeled atom(s) (the structure) of the tran-
sition state for the reaction. Finally, because this chapter only deals with the single
step SN2 reaction, the KIEs discussed below give detailed information about the
transition state structure for the reaction.

PRIMARY KIES

A primary KIE is found when the bond to the isotopically labeled atom is breaking
or forming in the transition state of the slow step of the reaction. Three basic
relationships indicate how the magnitude of a primary KIE varies with transition
state structure in SN2 reactions.

Leaving group KIEs

A primary heavy-atom leaving group KIE is observed when the bond to the isotopic
atom is breaking in the transition state. Typical examples are a nitrogen (k14/k15) KIE
for the reactions of quaternary ammonium salts,7 a sulfur (k32/k34) KIE for the
reactions of sulfonium salts,8 and chlorine (k35/k37),4,9 and bromine (k79/k81)10 KIEs
for the reactions of alkyl chlorides and bromides, respectively. A comprehensive
review article on this type of KIE has been published by Shiner and Wilgis.4 In the
simple approach to these KIEs for SN2 reactions, the bonding (the vibrational energy)
to the isotopically labeled atom in the LG is reduced on going to the transition state
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so the TDF (Equation (5)) and the KIE, will be 41.000. Since the magnitude of the
isotope effect is directly related to the amount of Ca–LG bond rupture in the tran-
sition state, these KIEs should provide detailed information about the length (bond
order) of the Ca–LG bond in the transition state, see the dotted line in Fig. 1.

Recently, however, this traditional interpretation of this type of KIE has been
questioned.11 The transition state structures and chlorine KIEs for the SN2 reactions
between 25 different nucleophiles (Nu:) and methyl chloride (Table 1) were calcu-
lated quantum mechanically at the B1LYP/aug-cc-pVDZ level of theory by Paneth,
Westaway and Matsson and their coworkers, and plotted against the Wiberg Ca–Cl
transition state bond order12 (Fig. 1). The qualitative correlation based on the BE-
BOVIB method13 (the dotted line in Fig. 1 representing the traditional method of
interpreting a leaving group KIE) assumes the Ca–Cl force constant (the KIE)
changes linearly with the Ca–Cl bond order in the transition state,14 with no isotope
effect when the transition state bond order approaches unity (reactant) and a max-
imum KIE of near 1.019015 for a reaction where the Ca–Cl bond is fully broken in
the transition state. The calculated KIEs did not follow the BEBOVIB line but were
almost identical ranging from 1.0056 to 1.0091 even though the Ca–Cl transition
state bond order varied from 0.32 to 0.73 (the transition states varied from fairly
reactant-like to very product-like) and covered a wide range from very weak neutral
nucleophiles (water) to very strong (SH–) anionic nucleophiles and even to radical
anion nucleophiles. Clearly, the KIE does not change with the amount of Ca–Cl
bond rupture in the transition state as had previously been thought.



Table 1 The transition structures and chlorine leaving group KIEs for the SN2 reactions between methyl chloride and several different
nucleophiles at 2981C

Nu r(C–Cl)a %(C–Cl)b n(C–Cl)c Charge–Cld r(C–Nu)e n(C–Nu)f Charge-Nug KIEh TIFi TDFj Cl-KIEk %KIET�TIF

Cl� 2.364 30.61 0.467 �0.647 2.364 0.467 –0.647 1.0005 1.0021 1.0060 1.0086 30.2
F� 2.076 14.70 0.713 –0.471 2.257 0.218 �0.824 1.0002 1.0014 1.0047 1.0063 25.4
F� aql 2.218 21.82 0.587 �0.588 2.026 0.285 �0.816 1.0008 1.0019 1.0048 1.0075 36.0
SH� 2.229 23.15 0.559 �0.564 2.628 0.408 �0.678 1.0005 1.0020 1.0057 1.0082 30.5
CN� 2.200 21.55 0.567 �0.560 2.462 0.380 �0.787 1.0005 1.0015 1.0053 1.0073 27.4
SCN� 2.399 32.54 0.429 �0.640 2.384 0.495 �0.600 1.0005 1.0018 1.0061 1.0084 27.4
Br� 2.428 34.14 0.418 �0.673 2.458 0.530 �0.547 1.0004 1.0020 1.0063 1.0087 27.6
BH4

– 2.214 22.32 0.587 �0.554 1.702 0.230 �0.707 1.0010 1.0024 1.0050 1.0084 40.5
SeH� 2.266 25.19 0.527 �0.576 2.709 0.445 �0.636 1.0004 1.0020 1.0059 1.0083 28.9
OCl� 2.148 18.67 0.647 �0.518 2.158 0.282 �0.788 1.0004 1.0018 1.0051 1.0073 30.1
Sd� 2.222 22.76 0.554 �0.562 2.630 0.422 �0.677 1.0005 1.0020 1.0057 1.0082 30.5
OBr� 2.164 19.56 0.634 �0.526 2.136 0.294 �0.783 1.0005 1.0018 1.0051 1.0074 31.1
OF� 2.094 15.69 0.688 �0.480 2.232 0.256 �0.825 1.0003 1.0015 1.0048 1.0066 27.3
NHCl� 2.038 12.60 0.732 �0.436 2.483 0.233 �0.812 1.0001 1.0007 1.0049 1.0057 14.0
NHCl� aql 2.068 14.23 0.704 �0.484 2.429 0.249 �0.809 1.0007 1.0021 1.0049 1.0077 36.4
NH3 2.528 39.64 0.343 �0.681 1.788 0.581 0.132 1.0006 1.0019 1.0053 1.0078 32.1
NH3 aq

l 2.235 22.8 0.569 �0.601 2.180 0.338 0.019 1.0007 1.0017 1.0050 1.0075 32.0
OCF3

� 2.386 31.82 0.466 �0.655 1.941 0.371 �0.737 1.0005 1.0016 1.0058 1.0079 26.6
N3

� 2.274 25.64 0.541 �0.597 2.142 0.328 �0.761 1.0006 1.0019 1.0056 1.0081 30.9
SOd� 2.179 20.38 0.583 �0.520 2.669 0.361 �0.663 1.0004 1.0021 1.0057 1.0082 30.5
PH3 2.532 39.87 0.323 �0.632 2.112 0.699 0.511 1.0002 1.0008 1.0062 1.0072 13.9
Pyridine 2.439 34.74 0.417 �0.625 1.859 0.486 0.129 1.0003 1.0009 1.0059 1.0071 16.9
4-Nitropyridine 2.470 36.49 0.387 �0.634 1.813 0.517 0.122 1.0003 1.0008 1.0059 1.0070 15.7
C�CH� 2.130 17.70 0.634 �0.518 2.433 0.318 �0.752 1.0004 1.0014 1.0051 1.0069 26.1
H2O aql 2.433 34.40 0.411 �0.709 1.906 0.405 0.190 1.0007 1.0020 1.0060 1.0087 31.1
H2O THF 2.494 37.77 0.366 �0.733 1.845 0.445 0.201 1.0006 1.0020 1.0061 1.0087 29.9
H2O ether 2.494 37.77 0.320 �0.711 1.845 0.486 0.191 1.0006 1.0022 1.0063 1.0091 30.8
NH2

� aql 2.024 11.84 0.741 �0.447 2.598 0.227 �0.868 1.0005 1.0019 1.0048 1.0072 33.3
NH2

– DMSO 2.019 11.57 0.746 �0.443 2.602 0.223 �0.871 1.0005 1.0018 1.0048 1.0072 32.0
NH2

– THF 2.005 10.80 0.761 �0.428 2.628 0.211 �0.876 1.0003 1.0015 1.0048 1.0066 27.3
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Table 1 (continued )

Nu r(C–Cl)a %(C–Cl)b n(C–Cl)c Charge–Cld r(C–Nu)e n(C–Nu)f Charge-Nug KIEh TIFi TDFj Cl-KIEk %KIET�TIF

NH2
– ether 1.991 9.98 0.776 �0.412 2.655 0.198 �0.883 1.0001 1.0009 1.0046 1.0056 17.9

OH– aql 2.106 16.35 0.676 �0.513 2.284 0.259 �0.824 1.0008 1.0020 1.0049 1.0078 35.9
Sed� 2.260 24.83 0.522 �0.576 2.713 0.458 �0.633 1.0004 1.0019 1.0059 1.0082 28.1

Reprinted with permission from Ref. [11]. Copyright (2004) American Chemical Society.
aThe length of the Ca–Cl TS bond in angstroms.
bThe % elongation of the Ca–Cl TS bond ¼ 100� (length of the Ca–Cl TS bond – length of the Ca–Cl bond in the reactant)/length of the Ca–Cl bond in the

reactant.
cThe Wiberg Ca–Cl TS bond order.
dThe charge on the developing chloride ion in the TS.
eThe length of the nucleophile—a-carbon bond in the TS in angstroms.
fThe Wiberg Nu–Ca TS bond order.
gThe charge on the nucleophile in the TS.
hThe Wigner tunneling contribution to the chlorine KIE.
iThe temperature-independent term or imaginary frequency contribution to the chlorine KIE.
jThe temperature-dependent term or the vibrational energy contribution to the chlorine KIE.
kThe chlorine leaving group KIE ¼ KIET�TIF�TDF.
lCalculated using the PCM continuum solvent model with the conductor field model of electrostatic interactions (COSMO).

K
.C
.
W

E
S
T
A
W

A
Y

2
2
2



USING KIES TO DETERMINE THE TRANSITION STATES OF SN2 REACTIONS 223
It is worth noting that adding water as the solvent with the PCM continuum
solvent model16 and the conductor field model of electrostatic interactions (COS-
MO)17 or even specific water molecules to the calculations did not alter the chlorine
KIEs, nor the conclusion, significantly. Also noteworthy is the observation that
neither the method of calculating the transition state bond order nor anharmonicity
affected the conclusions.

It was important to learn why the magnitude of the chlorine KIE is not related to
the Ca–Cl bond order in the transition state. As expected, the plot of the percent
extension of the Ca–Cl bond on going to the transition state varied linearly with the
transition state bond order with a correlation coefficient of 0.994. This indicated that
the transition state bond order is directly related to the percent extension of the
Ca–Cl bond in the transition state even though the transition state bonds are much
longer, and weaker, than normal bonds. An analysis of the tunneling contribution
(KIET) the temperature-independent factor (TIF) and the temperature-dependent
factor (TDF) for the KIE (Table 1) showed that the [KIET�TIF] represents a
significant portion (between 14% and 40%) of the KIE and that the [KIET�TIF]
term is not correlated with the chlorine KIE (Fig. 2). Since the product of the KIET

and the TIF term does not vary with transition state structure in any obvious way
and accounts for a significant portion of the chlorine KIE, it is this factor that leads
to the unexpected results shown in Fig. 1; i.e., the simple theory (the TDF term)
assumed the [KIET�TIF] term was small and did not affect the magnitude of the
KIE significantly and this is obviously not the case. As one would expect, however,
the plot in Fig. 3 shows that the TDF is related to transition state structure and the
0.3 0.4 0.5 0.6 0.7 0.8
1.0005

1.0010

1.0015

1.0020

1.0025

1.0030

1.0035

K
IE

T
un

TI
F

n (C-Cl)

 anion
 radical anion
 anion in solvent
 neutral in solvent
 neutral

Fig. 2 The dependence of the [KIET�TIF] on the Ca–Cl transition state bond order. Re-
printed with permission from Ref. [11] Copyright (2004) American Chemical Society.
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magnitude of the leaving group KIE as the simple theory suggests. In fact, given the
very wide range of nucleophiles used in this study, the agreement is unexpectedly
good with a correlation coefficient of 0.926 when the outlier, NH3, is discarded. This
means the observed chlorine, and presumably other leaving group KIEs, could be
used to determine the relative amount of Ca–LG bond rupture in the transition
states of reactions if one calculated the transition structure and the KIET, the TIF
and the TDF of the observed KIE and compared the TDF values. Finally, it is
worth noting that the least squares (best) straight line through the data in Fig. 3 does
not pass through either the maximum (1.014 for the TDF term) or minimum (1.000)
value of the chlorine KIE suggesting the relationship between the TDF term of the
KIE and the Ca–Cl transition state bond order must be curved at very small and
very large Ca–Cl transition state bond orders.

Although the above work suggests that leaving group KIEs cannot be used to
determine the relative transition state structure for different reactions, it is believed
that the leaving group KIEs found for reactions where a para-substituent on a
benzene ring has been altered or where the solvent has been changed, do reflect
changes in transition state structure. This is because the [KIET�TIF] term is not
altered significantly by either of these changes in a reaction. As a result, the KIE
should change as the TDF term which is related to transition state structure. This is
currently being tested both experimentally and with theory.18 Also, an investigation
of the chlorine KIE for the SN2 reaction between cyanide ion and ethyl chloride in
dimethyl sulfoxide (DMSO) and in tetrahydrofuran (THF) (vide infra) suggests that
leaving group chlorine KIEs can be used to determine the effect of solvent on the
relative amount of Ca–Cl bond rupture in the transition state.19



Fig. 4 The incoming group KIE versus the percent bond formation in the transition state.
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Incoming group KIEs

A primary incoming group KIE is observed when the bond to the labeled atom is
being formed in the transition state; i.e., when the isotope is the nucleophilic atom in
an SN2 reaction. Since there is no bonding between the nucleophile and the substrate
in the initial state (the second term in Equation (5) is zero) but bonding in the
transition state (the third term in Equation (5) is finite), the TDF is o1. The max-
imum value of these KIEs is 41.000 because the KIET and TIF are always 41.000.
Finally, since the magnitude of the third term in Equation (5) is expected to increase
with the amount of bonding between the nucleophile and the a-carbon in the tran-
sition state, the KIE decreases as the amount of Nu–Ca bonding in the transition
state increases (Fig. 4), i.e., the negative TDF becomes larger than the normal
KIET�TIF and the observed KIE is o1.000. This relationship between the mag-
nitude of the incoming group KIE and transition state structure is currently being
investigated experimentally and by theory.18

KIEs where the isotopically labeled atom is transferred between two atoms in the

transition state

This type of primary KIE is observed when the a-carbon is labeled in an SN2
reaction. a-carbon KIEs have been used extensively to determine the mechanism of
SN reactions.20 Small a-carbon KIEs near 1% are indicative of a carbenium ion SN
(an SN1) reaction while larger KIEs of up to 8% for a 12C/13C KIE,21 16% for a
12C/14C KIE22 and 22% for an 11C/14C KIE23 are indicative of an SN2 mechanism.

The relationship between the magnitude of the KIE and transition state structure
is different from the other primary KIEs because the isotopically labeled atom is
being transferred between the nucleophile and the leaving group in the transition
state. Westheimer24 and Melander25 independently pointed out that, because bond
formation and bond breaking are occurring concurrently, new stretching vibrations
in the transition state, that are not present in the reactants, must be considered. For
instance, in the reaction

AHþ B:� ! ½A . . .H . . .B�a ! A:� þHB (6)



       ?

A - - -H - - -B A - - -H - - -B 

   Symmetric  Asymmetric

Fig. 5 The symmetric and asymmetric stretching vibrations for a three atom system.

Fig. 6 The reaction coordinate diagram for the symmetric stretching vibration when the
central atom is (a) symmetrically placed between atoms A and B (Fig. 5) and (b) closer to
either atom A or B (Fig. 5).
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where a proton is being transferred from one atom to another via a linear transition
state, the transition state has two independent stretching vibrational modes (Fig. 5):
the asymmetric vibrational mode represents translational motion in the transition
state and has an imaginary force constant while the symmetric transition state vi-
bration has a real force constant.24–26 If the motion is truly symmetric, the central
atom will be motionless in the vibration and the frequency of the vibration will not
depend on the mass of this atom; i.e., the vibrational frequency will be the same for
both isotopically substituted transition states (Fig. 6a). As a result, there will be no
ZPE difference between the symmetric vibrations in the light and heavy isotopically
labeled transition states. This means the difference in activation energy is the differ-
ence between the ZPE of the symmetric stretching vibrations in the initial state and a
maximum KIE will be observed. In instances where bond breaking is either more or
less advanced than bond formation, the central atom in the symmetric vibration is
not motionless and the stretching frequency depends on the mass of the central atom
(Fig. 6b). In these cases, there will be a ZPE difference for the vibrations of the
isotopically substituted molecules at the transition state and a smaller KIE will be
observed. This means the relationship between the magnitude of the KIE and the
percent transfer of the central atom in the transition state is curved with a maximum
KIE when the a-carbon is 50% transferred from the nucleophile to the leaving group
in the transition state (the solid line in Fig. 7). It is worth noting that this curved
relationship has been found experimentally by Yamataka and Ando for the SN2



Fig. 7 The a-carbon KIE versus the Ca–Cl transition state bond order for the SN2 reactions
between methyl chloride and 22 different nucleophiles at 2981C. Reprinted with permission
from Ref. [36]. Copyright (2005) American Chemical Society.
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reactions between benzyl para-substituted benzenesulfonates and N,N-dimethyl-p-
toluidine in acetone at 351C22 and also in several proton transfer reactions.

However, a review of the literature shows that almost all of the a-carbon KIEs
reported for SN2 reactions are near the experimental maximum KIE of �8% for a
12C/13C KIE, 16% for a 12C/14C KIE and 22% for a 11C/14C KIE (Table 2).

Since the smallest a-carbon KIE reported for an SN2 reaction is 80% of the
largest-observed KIE, the qualitative conclusion would be that all these SN2 reac-
tions have symmetric or almost symmetric transition states. This is unreasonable,
however, because the a-carbon KIEs that have been measured for SN2 reactions
with very different nucleophiles and leaving groups and in different solvents, Table
2, must have very different transition state structures. This problem led Matsson,
Paneth and Westaway et al. to investigate the relationship between the magnitude of
the a-carbon KIE and the structure of the SN2 transition state.36 The transition
structure and the a-12C/13C KIEs for 22 SN2 reactions between different nu-
cleophiles and methyl chloride were calculated at the B1LYP/aug-cc-pVDZ level of
theory. The nucleophiles ranged in nucleophilicity from very weak (F–) to very
strong (C�N� and SH�) (Table 3), and included anionic, neutral and radical anion
nucleophiles to cover a wide range of transition structures.

Aplot of the a-carbon KIEs versus the Wiberg Ca–Cl transition state bond order12

(Fig. 7) shows that all of the calculated KIEs are within 1% of the largest KIE even
though the Ca–Cl transition state bond orders vary from �0.32 to 0.73, the Ca–Nu
transition state bond orders vary from 0.21 to 0.70 and the transition states range



Table 2 The a-carbon KIEs measured for SN2 reactions

kL/kH a Reaction Solvent Temperature (1C) Refs.

k12/k13

1.07170.008 CN�+CH3–Cl Water 31 27
1.07170.005 CN�+CH3–I Water 31 28
1.08270.007 CN�+CH3–Br Water 31 27
1.0970.05 3,4-Dihydroxyacetophenone+S-adenosyl-L-methionine Water 37 29
1.0870.02 S-methyldibenzothiophenium ion+CH3O

– Methanol 25 30

k12/k14

1.11770.011 N,N-dimethyl-p-toluidine+CH3–I, Methanol 48.5 31
1.12070.001 N,N-diethylaniline+CH3–I Methanol 62.7 31
1.13470.047 N,N-dimethyl-o-toluidine+CH3–I Methanol 62.7 31
1.119–1.162 Benzyl-p-substituted benzenesulfonates+N,N-dimethyl-p-toluidine Acetone 35 32
1.137–1.151 m-bromobenzyl-p-substituted benzenesulfonates+N,N-dimethyl-p-toluidine Acetone 35 32
1.140–1.148 Benzyl-p-substituted benzenesulfonates+N,N-dimethyl-p-methoxyaniline Acetone 35 32
1.135–1.158 Benzyl-p-substituted benzenesulfonates+N,N-dimethylaniline Acetone 35 32
1.12970.003 Benzyl-p-chlorobenzenesulfonate+N,N-dimethyl-m-toluidine Acetone 35 32
1.11770.004 Benzyl-p-chlorobenzenesulfonate+N,N-dimethyl-p-bromoaniline Acetone 35 32
1.12770.006 Benzyl-m-nitrobenzenesulfonate+N,N-dimethyl-m-nitroaniline Acetone 35 32

k11/k14

1.20870.019 CN�+CH3CH2–Cl DMSO 30 33
1.18970.012 2,4-Lutidine+CH3–I Acetonitrile 30 34
1.22170.006 Triethylamine+CH3–I Dimethoxymethane 15 34
1.19270.001 OH�+CH3–I 50% Dioxane-water 25 35

Reprinted with permission from Ref. [36]. Copyright (2005) American Chemical Society.
akL/kH is either k12/k13, k12/k14 or k11/k14.
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Table 3 The transition state bond orders for the Ca–Nu and the Ca–Cl bonds and the a-
carbon KIEs for the SN2 reactions between methyl chloride and 22 different nucleophiles at
2981C

Nu n(C–Cl)a n(C–Nu)b TIFc KIET
d TDFe 13C KIEf Dng %[KIET�TIF]

Cl� 0.467 0.467 1.0342 1.0071 1.0271 1.0698 0.000 59.6
F� 0.713 0.218 1.0313 1.0042 1.0254 1.0620 0.495 57.5
SH� 0.559 0.408 1.0340 1.0069 1.0273 1.0695 0.151 59.1
C�N� 0.567 0.380 1.0330 1.0091 1.0256 1.0690 0.187 61.4
SCN� 0.429 0.495 1.0343 1.0079 1.0271 1.0707 –0.066 60.1
Br� 0.418 0.530 1.0358 1.0063 1.0278 1.0713 –0.112 59.4
BH4

– 0.587 0.230 1.0314 1.0118 1.0233 1.0680 0.357 64.2
SeH� 0.527 0.445 1.0359 1.0068 1.0278 1.0720 0.082 59.8
OCl� 0.647 0.282 1.0327 1.0071 1.0246 1.0656 0.365 61.0
Sd� 0.554 0.422 1.0339 1.0068 1.0219 1.0637 0.132 64.2
OBr� 0.634 0.294 1.0332 1.0079 1.0246 1.0670 0.340 61.7
OF� 0.688 0.256 1.0313 1.0042 1.0254 1.0620 0.432 57.5
NHCl� 0.732 0.233 1.0281 1.0028 1.0246 1.0562 0.499 55.0
NH3 0.343 0.581 1.0305 1.0077 1.0200 1.0593 –0.238 64.9
NH3

d� 0.435 0.359 1.0303 1.0085 1.0258 1.0659 0.076 59.3
OCF3

� 0.466 0.371 1.0340 1.0101 1.0223 1.0677 0.095 65.6
N3

� 0.541 0.328 1.0326 1.0092 1.0254 1.0685 0.213 61.5
SOd� 0.583 0.361 1.0325 1.0057 1.0272 1.0667 0.222 57.6
PH3 0.323 0.699 1.0328 1.0089 1.0269 1.0700 –0.376 60.0
Pyridine 0.417 0.486 1.0362 1.0117 1.0207 1.0700 –0.069 69.0
4–NO2 Pyr 0.387 0.517 1.0364 1.0130 1.0200 1.0708 –0.131 70.4
C�CH� 0.634 0.318 1.0324 1.0071 1.0257 1.0665 0.316 59.9
NHCl� aq

h 0.704 0.249 1.0303 1.0090 1.0232 1.0637 0.455 62.1
F�

aq
h 0.587 0.285 1.0310 1.0131 1.0234 1.0689 0.303 64.6

Reprinted with permission from Ref. [36]. Copyright (2005) American Chemical Society.
aThe Wiberg bond order of the Ca–Cl TS bond.
bThe Wiberg bond order of the Nu–Ca TS bond.
cThe temperature-independent term or the imaginary frequency contribution to the a-carbon KIE.
dThe Wigner tunneling contribution to the a-carbon KIE.
eThe temperature-dependent term or the vibrational energy contribution to the a-carbon KIE.
fThe a-carbon KIE ¼ KIET�TIF�TDF.
gDn ¼ [(Ca–Cl)TS bond order–(Ca–Nu)TS bond order].
hCalculated using the PCM continuum solvent model with the conductor field model of electrostatic

interactions (COSMO).
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from very reactant-like to very product-like. Since large a-carbon KIEs are observed
for transition states that are early, symmetric or late, the curved relationship in Fig.
7 has a very broad maximum. This, unfortunately, means that a-carbon KIEs are
not useful in determining transition state structure. In spite of this, they remain an
important tool for determining the mechanism of SN reactions.

As was found for the chlorine KIEs, the tunneling contribution to the KIE (KIET)
and the temperature-independent factor (TIF; Equation (4)) play a significant role in
determining the magnitude of the KIE; i.e., the KIET ranges from 5.0% to 19.1% of
the total KIE while the TIF term accounts for between 44.9% and 53.3% of the
total KIE and the [KIET�TIF] term represents between 55.0% and 70.4% of the
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total KIE. As with the chlorine (leaving group) KIEs, none of the TIF, the KIET, or
the product of the KIET and the TIF terms were related to the transition state
structure. Finally, the TDF term versus the transition state bond Ca–Cl order does
not show the bell-shaped curve, as the simple theory predicts. This probably is
because the TDF values only vary over a very small range, i.e., from 1.0200 to
1.0278 (Table 3). It is worth noting that adding water as the solvent with the PCM
continuum solvent model16 and the conductor field model of electrostatic interac-
tions (COSMO)17 to the SN2 reactions between fluoride ion or NHCl– and methyl
chloride only increased the KIE slightly (by 0.0007) so solvent does not appear to be
the reason for the observed lack of curvature in the KIE versus transition state
structure curve. The unfortunate conclusion is that a-carbon KIEs are not useful for
determining the structure of SN2 transition states.
SECONDARY KIES

A secondary KIE is observed when the bond to the isotopically substituted atom is
not being broken or formed in the transition state of the rate-determining step of the
reaction. Since a secondary KIE is much smaller than a primary KIE, only two types
of secondary KIEs, secondary a-deuterium and secondary b-deuterium KIEs, have
been studied in any detail.

Secondary a-deuterium KIEs

Secondary a-deuterium KIEs arise when hydrogen(s) at the a- or reacting carbon are
replaced by deuterium. Solvolysis reactions proceeding via a carbenium ion inter-
mediate were found to have large normal isotope effects, (kH/kD)/a-D, of between
75% and 100% of the theoretical maximum values for each leaving group; i.e., 1.22
for fluoride, 1.15 for chloride, 1.13 for bromide, 1.09 for iodide, 1.19 for ammonia
and 1.22 for benzenesulphonate.37,38 Smaller a-deuterium KIEs, originally thought
to be p1.04/a-D for primary substrates,39 were observed for reactions proceeding
via the SN2 mechanism. Two reviews discussing the origin and experimental values
of this type of KIE are in Refs.3,40

Although the magnitude of these KIEs is affected slightly by steric and inductive
effects,3 the magnitude of these KIEs is primarily due to changes in the Ca–H(D)
vibrations on going from the reactants to the transition state; i.e., they depend on
the change in ZPE on going to the transition state. Smaller force constants for the
Ca–H(D) bonds in the transition state than in the reactant leads to an isotope effect
41 (Fig. 8a). When the force constants are greater in the transition state than in the
reactant, an isotope effect of o1 is observed (Fig. 8b).

Large a-deuterium KIEs were found for carbenium ion reactions and small KIEs
for SN2 reactions, and since the Ca–H(D) stretching vibration becomes stronger as
the sp3 hybridized substrate is converted into the sp2 hybridized carbenium ion in an
SN1 reaction, an inverse KIE, not the large normal KIEs observed for SN1 reactions,
should be observed. Therefore, it was suggested that the magnitude of the KIE was



Fig. 8 The reaction coordinate diagram for the secondary a-deuterium KIE for an SN2
reaction with (a) smaller force constants for the Ca–H(D) bonds in the transition state or for
an SN1 reaction and (b) greater force constants for the Ca–H(D) bonds in the transition state.
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Fig. 9 The Ca–H(D) out-of-plane bending vibrations in the substrate and in the SN1 and SN2
transition states.
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due to the change in the Ca–H(D) out-of-plane bending vibrations on going from the
reactants to the transition state (Fig. 9).

A large normal KIE would be expected for an SN1 reaction if the KIE was
determined by the Ca–H(D) out-of-plane bending vibrations (Fig. 9) because the
tetrahedral substrate is converted into the trigonal planar carbenium ion and the
bond angle of the (D)H–Ca–H(D) bonds increases from �109.51 in the substrate to
nearly 1201 in the transition state. This means the Ca–H(D) out-of-plane bending
vibrations are easier (lower energy) in the transition state so a large KIE is observed
(Fig. 8a). In an SN2 reaction, the tetrahedral substrate is converted into a pent-
avalent transition state (Fig. 9). This would increase the energy of the Ca–H(D) out-
of-plane bending vibrations and lead to the small normal or inverse KIEs that are
observed for SN2 reactions (Fig. 8b). This lead to the idea that the magnitude of



Fig. 10 The relationship between the looseness (the nucleophile–leaving group distance) of
the SN2 transition state and the magnitude of the secondary a-deuterium KIE as determined
by the Ca–H(D) out-of-plane bending vibrations in the transition state. Reprinted with per-
mission from Ref. [55]. Copyright (1997) American Chemical Society.
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these KIEs was determined by the amount of steric crowding around the Ca–H(D)
out-of-plane bending vibrations by the leaving group and/or the incoming nu-
cleophile in the transition state; i.e., a smaller KIE would be found when the tran-
sition state was tighter with shorter Ca–Nu and/or Ca–LG bonds because the
Ca–H(D) out-of-plane bending vibrations would be higher energy with a larger ZPE
difference in the tighter transition state (Fig. 10). In fact, until recently, all of the
secondary a-deuterium KIEs in SN2 reactions have been interpreted by assuming
that the magnitude of the KIE is primarily determined by the looseness (the lengths
of the Ca–Nu and/or Ca–LG bonds) in the transition state.

Recently, however, this idea has been challenged. The first indication that inter-
preting these KIEs was more complicated than the simple theory suggested was
theoretical calculations by Williams41 and Truhlar and coworkers42,43 who reported
that the major contribution to the secondary a-deuterium KIE in SN2 reactions was
due to the Ca–H(D) stretching vibrations rather than the Ca–H(D) out-of-plane



Fig. 11 The magnitude of the secondary a-deuterium KIE versus the looseness parameter L6¼

for several identity SN2 reactions of methyl substrates at different levels of theory. The filled
squares were calculated at the 4-31G level, the open squares were calculated at the 6-31+G*
level and the triangles were calculated at the MP2/6-31+G* level. The numbers refer to the
reactions where the nucleophile and leaving group were: (1) Cl, (2) F, (3) OF, (4) CN, (5)
MeO, (6) NC and (7) C�CH, respectively. Reprinted with permission from Ref. [44]. Cop-
yright (1991) American Chemical Society.
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bending vibrations. This larger contribution of the stretching vibrations to the KIE
was confirmed by Wolfe and Kim,44 who calculated the transition state structure
and the secondary a-deuterium KIE for five different identity (where the leaving
group and the nucleophile are the same) SN2 reactions at the 4-31G, the 6-31+G*
and the MP2/6-31+G* levels of theory. Wolfe and Kim also defined a ‘‘looseness’’
parameter,

La ¼ ð%Ca-Nuþ%Ca-LGÞ (7)

where the percent increase in the length of the Ca–LG bond in going from the
reactant to the transition state is

%Ca2LG ¼ ððCa-LG
a2Ca-LGreactÞ=Ca � LGreactÞ � 100% (8)

and Ca–LG
6¼ and Ca–LGreact are the length of the Ca–LG bond in the transition

state and reactant, respectively. A similar equation was used to calculate the
%Ca–Nu for the Nu–Ca bond. A plot of the secondary a-deuterium KIE versus the
L6¼ for the five identity SN2 reactions (Fig. 11) was inverse with a correlation co-
efficient of 0.943. This led Wolfe and Kim to conclude that the magnitude of the
KIE was inversely related to the looseness of the transition state and that all of the
secondary a-deuterium KIEs had been interpreted incorrectly! This suggestion ob-
viously caused considerable anguish for those using secondary a-deuterium KIEs to
determine transition state structure.

Wolfe and Kim also reported that the stretching vibration contribution to the
KIE, effectively the KIE, was determined by the length of the Ca–H(D) bond in
the substrate and not by the Ca–H(D) bonds in the SN2 transition state because the



Table 4 The secondary a-deuterium KIEs for the SN2 reactions between 3-X-, 5-Y-substi-
tuted pyridines and methyl iodide in 2-nitropropane at 251C

3-X 5-Y (k
H
/k

D
)a

CH3 CH3 0.908
CH3 H 0.851
H H 0.850
Cl H 0.835
Cl Cl 0.810

K.C. WESTAWAY234
Ca–H(D) transition state bond lengths were identical in every reaction. This meant
that the magnitude of the KIE did not depend on the structure of the transition
state.

However, several experimental results suggested that Wolfe and Kim’s conclu-
sions were not correct. For instance, if Wolfe and Kim’s suggestion that the KIE was
primarily determined by the length of the C–H(D) bonds in the substrate were
correct, secondary a-deuterium KIEs would be independent of the nucleophile used
in an SN2 reaction. Experimental evidence clearly showed that this was not the case.
For example, Harris et al.45 found that the secondary a-deuterium KIE varied
markedly when the nucleophile was varied in the SN2 reactions between 3,5-disub-
stituted pyridines and methyl iodide (Table 4) and in another study, Westaway and
Lai46 found that the secondary a-deuterium KIE changed from 1.13 to 1.03 when
the nucleophile changed from a free ion to an ion pair in the SN2 reaction between
sodium thiophenoxide and n-butyl chloride in DMSO. Since neither of these changes
in nucleophile affect the Ca–H(D) bonds of the substrate, the KIEs should not have
changed if Wolfe and Kim were correct. A second argument against the proposal by
Wolfe and Kim was that the secondary a-deuterium KIE for a unimolecular nu-
cleophilic substitution (SN1) reaction would be o1.00 if the Ca–H(D) stretching
vibration contribution to the KIE was more important than the bending vibration
contribution. This is because the Ca–H(D) bonds are shorter (stronger) in the car-
benium ion-like transition state than in the reactant. However, the secondary
a-deuterium KIEs found in SN1 reactions are not inverse, but are large and normal,
i.e., 41.07/a-D and can be as large as 1.25/a-D (vide supra). This suggests that the
bending vibrations are more important than the stretching vibrations in determining
the magnitude of the KIE. In fact, Wolfe and Kim’s calculated equilibrium isotope
effect (EIE) for the conversion of methyl chloride into the methyl carbenium ion and
chloride ion supports this conclusion. The stretching vibration contribution to the
EIE for this reaction was inverse at 0.93 whereas the bending vibration contribution
was a large and normal 2.17 making the EIE large and normal.

These problems led Poirier et al.47 to re-investigate the relationship between the
magnitude of the secondary a-deuterium KIE and transition state structure in SN2
reactions. The optimized geometries for the reactants and the transition structures
for the SN2 reactions where the nucleophile was F–, Cl–, OH–, SH–, NH2

– or SCH3
–

and the substrate was either methyl fluoride or chloride were calculated at the HF/
6-31+G* level. Then, Sims’ BEBOVIB-IV program was used to carry out a



Table 5 The HF/6-31+G* KIEs and the vibrational contributions to the KIEs for 11 SN2
reactions of methyl fluoride and chloride with several different nucleophiles at 251C

Nucleophile (kH/kD)a (kH/kD)stretch (kH/kD)bend (kH/kD)vib LTS RTS

Methyl fluoride KIEs
F– 0.846 0.677 0.978 0.656 69.2 3.6930
OH– 0.871 0.686 1.024 0.648 72.8 3.7845
NH2

– 0.904 0.692 1.054 0.643 75.8 3.9055
Cl– 1.002 0.665 1.157 0.762 74.5 4.2611
SH– 1.010 0.663 1.215 0.701 72.4 4.3088
Methyl chloride KIEs
F– 0.882 0.705 1.098 0.711 74.5 4.2611
OH– 0.907 0.714 1.128 0.704 79.7 4.3714
NH2

– 0.897 0.716 1.112 0.665 80.2 4.4599
Cl– 0.935 0.680 1.178 0.739 68.0 4.7880
SH– 0.953 0.690 1.197 0.688 70.9 4.8844
SCH3

– 0.953 0.701 1.221 0.552 70.1 4.8713

Reprinted with permission from Ref. [47]. Copyright (1994) American Chemical Society.
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vibrational analysis and calculate the secondary a-deuterium KIEs at 251C. In this
study, the KIE was expressed as

ðkH=kDÞ ¼ ðkH=kDÞtransðkH=kDÞvibðkH=kDÞrotðkH=kDÞT (9)

where the tunneling term, (kH/kD)T, was determined using the Wigner correction
and the vibrational contribution to the KIE, (kH/kD)vib, was factored into a stretch-
ing contribution, (kH/kD)stretch, and a bending contribution, (kH/kD)bend:

ðkH=kDÞvib ¼ ðkH=kDÞstretchðkH=kDÞbend (10)

The calculated total KIEs, the total vibrational contribution, and both the
stretching and bending contributions to the KIE for 11 SN2 reactions with methyl
chloride and fluoride (Table 5) clearly showed that the stretching vibration contri-
bution to the (kH/kD)as for all the methyl fluoride and chloride reactions was large
and inverse as Williams, Truhlar et al. and Wolfe and Kim reported. The bending
contributions to the KIE, on the other hand, were close to or greater than unity. The
magnitude of (kH/kD)stretch is greater than (kH/kD)bend, again, as Truhlar and Wolfe
and Kim reported. As a result, the KIEs are inverse, or small and normal, as
expected for the SN2 reactions of methyl compounds. It is important to note that the
KIEs in this study were in excellent agreement with those reported by Wolfe and
Kim; i.e., 0.846 and 0.84 for the methyl fluoride identity reaction and 0.935 and 0.94
for the methyl chloride identity reaction even though Wolfe and Kim used the
encounter complex rather than the reactants as the starting point for their calcu-
lations.

The results in Table 5 show the (kH/kD)stretch is effectively constant for each
leaving group; i.e., it varies from 0.66 to 0.69 (by only 0.03) when the nucleophile
changes from F– to SH– in the methyl fluoride reactions and from 0.68 to 0.72 (by
only 0.04) when the nucleophile changes from F– to SH– in the methyl chloride
reactions. (kH/kD)bend, on the other hand, changes from 0.98 to 1.22, i.e., by 0.24 in



Fig. 12 The total KIE versus the stretching vibration contribution to the KIE for the SN2
reactions of methyl chloride and fluoride in Table 5 with various nucleophiles. The open
circles are for the methyl chloride reactions and the solid circles are for the methyl fluoride
reactions. Reprinted with permission from Ref. [47]. Copyright (1994) American Chemical
Society.
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the methyl fluoride reactions, and by 0.12, i.e., from 1.10 to 1.22, in the methyl
chloride reactions. Thus, the change in (kH/kD)bend is eight times greater than the
change in (kH/kD)stretch for the methyl fluoride reactions and is three times greater
for the methyl chloride reactions! Obviously, the bending vibration contributions to
the KIE are much more sensitive to a change of nucleophile than the stretching
vibration contribution in both the reactions. Since the (kH/kD)stretch is effectively
constant, but different, for each leaving group, the change in (kH/kD)a with a change
in nucleophile is primarily determined by the change in (kH/kD)bend. Plots of (kH/
kD)a versus (kH/kD)stretch and (kH/kD)bend (Figs. 12 and 13, respectively) illustrate
this clearly. The correlation coefficients (r) were 0.985 for the methyl chloride re-
actions and 0.983 for the methyl fluoride reactions versus (kH/kD)bend whereas they
were only 0.645 and 0.776, respectively, versus (kH/kD)stretch. It is important to note
that the KIEs for the identity reactions are included in these plots and, therefore,
there is nothing unusual about the identity reactions. Since the changes in the
bending vibration contribution to the KIE vary with the nucleophile, these vibra-
tions must be responsible for the trends in the KIE and an SN2 reaction with a looser
transition state would be expected to have a larger KIE as the original relationship
suggested. This was confirmed by the plots of the nucleophile–leaving group



Fig. 13 The total KIE versus the bending vibration contribution to the KIE for the SN2
reactions of methyl chloride and fluoride in Table 5 with various nucleophiles. The open
circles are for the methyl chloride reactions and the solid circles are for the methyl fluoride
reactions. Reprinted with permission from Ref. [47]. Copyright (1994) American Chemical
Society.
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(Nu–LG) distance in the SN2 transition state, RTS, where

RTS ¼ Ca �NuTS þ Ca � LGTS (11)

and Ca–NuTS and Ca–LGTS are the lengths of the Ca–Nu and Ca–LG transition
state bonds, respectively, against (kH/kD)a and (kH/kD)bend (Figs. 14 and 15). Both
plots are linear with very high correlation coefficients. For instance, the plot of (kH/
kD)a and of (kH/kD)bend versus RTS, Figs. 14 and 15, respectively, has correlation
coefficients of 1.000 and 0.987, respectively, for the methyl fluoride reactions and
0.973 and 0.957, respectively, for the methyl chloride reactions. Thus, as RTS in-
creases (the transition state becomes looser), both the (kH/kD)bend and (kH/kD)a
increase as the bending vibration model predicts. Therefore, although the stretching
vibration plays a significant role in determining the magnitude of the KIE for SN2
reactions of a substrate with a particular leaving group, (kH/kD)bend and the trend in
(kH/kD)a are determined by the looseness of the SN2 transition state. It is important
to note that the RTS model does not apply to identity reactions with different leaving
groups because the large stretching contribution to the KIE is different for each
leaving group. As a result, the major component of the KIE, i.e., the product of the
stretching and bending vibration contribution to the total KIE, does not correlate
with RTS.

Poirier et al.47 also found that plots of L6¼ for the 11 SN2 reactions in their study
against the (kH/kD)a had correlation coefficients of only 0.421 for the methyl fluoride



Fig. 14 The total KIE versus RTS for the SN2 reactions of methyl chloride and fluoride in
Table 5 with various nucleophiles. The open circles are for the methyl chloride reactions and
the solid circles are for the methyl fluoride reactions. Reprinted with permission from Ref.
[47]. Copyright (1994) American Chemical Society.

Fig. 15 The bending vibration contribution to the KIE versus RTS for the SN2 reactions of
methyl chloride and fluoride in Table 5 with various nucleophiles. The open circles are for the
methyl chloride reactions and the solid circles are for the methyl fluoride reactions. Reprinted
with permission from Ref. [47]. Copyright (1994) American Chemical Society.
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and 0.719 for the methyl chloride reactions. Clearly, there is no correlation between
L6¼ and the magnitude of the KIE. This may be because the energy required to
increase the length of a bond by a certain percentage is different for each bond; i.e.,
it is determined by the strength of the bond and the curvature of its potential energy
surface.

Finally, it is important to note that the (kH/kD)a for the ethyl chloride and ethyl
fluoride SN2 reactions with several nucleophiles showed the same relationship be-
tween the a-deuterium KIE and transition state structure (RTS). However, the
(bending/stretching) contribution to the KIE is significantly greater for the SN2
reactions of ethyl substrates; i.e., it increased from 0.48 for the methyl chloride
reactions to 0.88 for the reactions of ethyl chloride and from 0.17 to 0.22 for the
methyl and ethyl fluoride reactions. Thus, the bending vibrations play a greater role
in determining the magnitude of the (kH/kD)a for the reactions of more complex
substrates. This accounts for the change from the inverse (kH/kD)as often found for
the methyl substrate SN2 reactions to the normal (kH/kD)as found for the SN2
reactions of larger (more complex) substrates such as ethyl and benzyl.

Barnes and Williams48 reached the same conclusion concerning the origin of these
KIEs. These workers calculated the transition structure and the (kH/kD)as for the
SN2 reactions of methyl, ethyl and isopropyl chlorides using the AM1 semiclassical
level of theory. They found an almost constant inverse stretching vibration con-
tribution to the KIE was accompanied by a normal bending vibration contribution
to the KIE and that the (kH/kD)a increased as the transition state became looser, in
agreement with the findings of Poirier et al.

In another study, Glad and Jensen49 calculated the transition structures and sec-
ondary a-deuterium KIEs for the SN2 identity reactions of methyl fluoride, chloride
and bromide at the MP2/6-31++G(d,p) level and analyzed the various contribu-
tions to the KIE. They reported that (i) the contribution from the Ca–H(D) stretch-
ing vibrations was important for determining the magnitude of the total KIE, (ii) the
change in the KIE with transition state looseness was primarily due to the changes
that occur in the (D)H–Ca–H(D) out-of-plane bending and umbrella bending vi-
brations and (iii) none of the other transition state vibrations nor the rotational or
the translational contributions to the KIE have a significant effect on the magnitude
of the KIE. They also found that neither Wolfe and Kim’s L6¼ nor Poirier et al.’s RTS

measurement of transition state looseness fit their data. The fit with RTS fails be-
cause Glad and Jensen used reactions with different leaving groups and RTS only
applies to reactions with the same leaving group. However, they did find that the
KIE was larger for a looser transition state with the same, almost linear, slope for
the KIE versus DRCX ¼ 1/2DR 6¼ where

DRa ¼ DRa
CNu

þ DRa
CL (12)

and DR6¼
CNu and DR 6¼

CL are (R 6¼
CNu–RprodCNu) and (R 6¼

CL–RreactCL), respectively. This is
in agreement with the findings of Poirier et al. However, it is interesting to note that
Glad and Jensen’s trend in the KIEs with leaving group for the methyl fluoride,
chloride and bromide identity reactions differs from that calculated by Ruggiero and
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Williams50 (vide infra) so the Glad and Jensen definition of looseness may not be
correct either.

In a recent publication, Ruggiero and Williams50 calculated the secondary
a-deuterium KIEs for several identity SN2 reactions at the MP2/6-311+G* level.
Their secondary a-deuterium KIEs were attributed to both a steric factor (the
bending vibrations) and the stretching vibration contribution to the KIE. They also
found the Ca–H(D) stretching vibration contribution to the KIE was inverse but did
not dominate the KIE and that there was no relationship between the stretching
vibration component of the KIE and the KIE in agreement with the conclusions by
Poirier et al. and Glad and Jensen. However, they also found there was no cor-
relation with either Wolfe and Kim’s L6¼, Poirier et al’s RTS, Jensen’s DRCX nor with
the Dt proposed by Albery and Kreevoy.51 Thus, it appears that there is no good
measure of transition state looseness to date that predicts the KIE for all SN2
reactions, although RTS seems to work for reactions with the same leaving group. In
this regard, Bierbaum and coworkers52 measured the secondary a-deuterium KIEs
for the SN2 reactions of methyl fluoride, chloride, bromide and iodide with several
different nucleophiles in the gas phase. They also calculated the KIEs for these
reactions using several levels of theory. All of the calculated KIEs and the exper-
imental KIEs for the methyl fluoride and chloride SN2 reactions correlated with the
RTS looseness parameter for each leaving group (Fig. 16). However, the KIE versus
RTS relationship failed for the experimental methyl bromide and iodide reactions
(Fig. 16). The authors suggested the methyl bromide and iodide reactions may occur
so rapidly in the gas phase that statistical thermodynamics and transition state
theory do not apply to these reactions; i.e., they react so rapidly that the energy of
the collision complex is not equilibrated so transition state theory does not apply
and that this is the reason the KIEs for these two substrates do not fit the RTS model.
The important observation, however, is that there is evidence from both experiment
and theory that indicates the RTS model works for SN2 reactions with the same

leaving group.
Recently, work by Davico and Bierbaum has indicated that although the rela-

tionship with RTS is basically correct, that it is not complete, and cannot account for
magnitude of the secondary a-deuterium KIE in some SN2 reactions. These workers
suggest that crowdedness, rather than looseness, of the transition state is a better
way of understanding the magnitude of a secondary a-deuterium KIE. This is be-
cause polyatomic nucleophiles and diatomic nucleophiles with two or more heavy
atoms that are off the Nu–Ca–LG axis can sterically hinder the Ca–H(D) bending
vibrations in the transition state. In these cases, the Ca–H(D) bending vibrations will
be of higher energy than that expected for a particular RTS (looseness of the tran-
sition state). This makes the Ca–H(D) transition state bending vibration contribu-
tion to the KIE, and the KIE, smaller than predicted by the RTS model. Thus,
monotomic and diatomic nucleophiles with a hydrogen atom, such as those used by
Poirier et al., follow the looseness or RTS model while polyatomic or diatomic
nucleophiles with two or more heavy atoms can affect the Ca–H(D) bending vi-
brations in the transition state and affect the magnitude of the KIE. It is worth
noting that not all polyatomic or diatomic nucleophiles with two heavy atoms will



Fig. 16 The experimental (open symbols) and theoretical (closed symbols) secondary
a-deuterium KIEs for the SN2 reactions of methyl halides with various nucleophiles in the gas
phase. The RTS values were obtained from the theoretical calculations of the transition
structure using transition state theory at the MP2/6-31++G*, MP2/6-31+G(d), MP2/PDZ
or MP2/PTZ level. Although RTS varied with the level of theory, the correlations remained.
Reprinted with permission from Ref. [52]. Copyright (2001) Elsevier.
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affect the bending vibrations in the transition state. Only those where the other
atoms affect the Ca–H(D) transition state bending vibrations will cause a reduction
from the KIE predicted by the RTS model.

Davico and Bierbaum53 also reported that large nucleophiles affect the value of
the rotational component of the KIE. The rotational component of the KIE is larger
(�0.85) for small (monotomic and diatomic) nucleophiles but can be as low as 0.65
for large nucleophiles. However, this does not affect the KIE significantly because
the product of the low-energy vibrational component, the translational component
and the rotational component of the KIE is effectively constant for all nucleophiles.

Other theoretical calculations of the SN2 reactions between fluoride ion and me-
thyl fluoride at the B3LYP/6-31++G** (5d) level of theory by Hasanayn et al.54

has suggested that the magnitude of secondary a-deuterium KIEs depends on the
transition state Nu–Ca–LG bond angle. They found that the KIE is larger when the
SN2 reaction occurs with retention of configuration and a bent, rather than a linear,
transition state. This suggests that a larger KIE will be found as the transition state
Nu–Ca–LG bond angle is decreased from the expected 1801 although it is not clear
that small reductions in the Nu–Ca–LG bond angle will cause a reduction in the
KIE. Finally, Ruggiero and Williams’s50 calculations have suggested that the mag-
nitude of these KIEs is determined by the distance traveled by the methyl group on
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going from the reactant complex to the product complex and the change in the
Ca–LG force constant on going to the transition state. In fact, they found a ‘‘fair
linear correlation’’ between the change in the Ca–LG bond stretching force constant
on going from the reactant complex to the transition state and the KIE. It is in-
teresting that this change in force constant must be related to looseness in some way.
However, it is puzzling that the KIE does not seem to be influenced by the looseness
of the Nu–Ca transition state bond.

Another suggestion was that the magnitude of a (kH/kD)a was determined by the
changes that occur in only the shorter of the reacting bonds in an unsymmetric SN2
transition state; i.e., if one of the reacting bonds is short and the other is very long in
an unsymmetric SN2 transition state, a change in the length of the longer bond
would not affect the Ca–H(D) bending vibrations in the transition state. As a result,
the magnitude of the KIE would only be determined by changes in the length of the
shorter reacting bond in the transition state (Fig. 17).

The first set of KIEs that suggested the magnitude of a secondary a-deuterium
KIE might not be determined by the Nu–LG distance in the transition state was
found for the SN2 reactions between several para-substituted thiophenoxide ions
and benzyldimethylphenylammonium ion in N,N-dimethyl formamide (DMF):55

4-Y-C6H4S
�
þ C6H5CH2-N

þ

ðCH3Þ2C6H5

! 4-Y-C6H4S-CH2C6H5 þ ðCH3Þ2NC6H5 ð13Þ

Both the nitrogen (leaving group) and secondary a-deuterium KIEs found for
these reactions at 01C in DMF at an ionic strength of 0.904M (Table 6) are identical
considering the experimental errors. The simplest interpretation of these identical
KIEs would be that the transition state structure does not change when the subs-
tituent on the nucleophile is altered. This suggestion seemed highly unlikely, how-
ever, because (i) no one has observed this behavior in any study and (ii) it is
unreasonable to conclude that a change in nucleophile, which changes the rate
constant by a factor of 6.4, would not alter the energy and, therefore, the structure
of the transition state. A second, and more likely, possibility is that the change in
nucleophile alters the structure of the transition state but that the change in
Fig. 17 The Ca–H(D) out-of-plane bending vibrations in an unsymmetric SN2 transition
state. Reprinted with permission from Ref. [55]. Copyright (1997) American Chemical
Society.



Table 7 The secondary a-deuterium and nitrogen leaving group KIEs and Hammett r values
for the SN2 reaction between sodium thiophenoxide and benzyldimethylphenylammonium
nitrate at different ionic strengths in DMF at 01C

Ionic strength (M) k14/k15 (kH/kD)a Hammett r

0.904 1.016670.0004 1.21570.011 �1.6270.01
0.64 1.020070.0007 1.17970.007 �1.7670.19

Table 6 Nitrogen (leaving group) and secondary a-deuterium KIEs for the SN2 reactions
between several para-substituted sodium thiophenoxides and benzyldimethylphenylammoni-
um nitrate in DMF at 01C at an ionic strength of 0.940 M

Para-substituent on the thiophenoxide ion k14/k15 (kH/kD)a

CH3O 1.016270.0007 1.22170.012
H 1.016670.0004 1.21570.011
Cl 1.016670.0005 1.21570.013
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transition state structure does not cause a change in the secondary a-deuterium KIE.
If one assumes that the nitrogen leaving group KIEs can be interpreted in the usual
fashion; i.e., that the magnitude of the KIE increases with the percent Ca–N bond
rupture in the transition state for these closely related SN2 reactions only differing by
the para-substituent on the nucleophile, then all three reactions have identical
amounts of Ca–N bond rupture in the transition state. If this is the case, then
interpreting the secondary a-deuterium KIEs must not be straightforward. The
identical secondary a-deuterium KIEs were rationalized as follows. If the transition
states were unsymmetric and the bonds to the reacting nucleophile (the S–Ca bonds)
in the transition state were very long, the magnitude of the secondary a-deuterium
KIE would only be determined by the shorter (Ca–N) reacting bond (Fig. 17) be-
cause the nucleophilic sulfur atom would be too far away to affect the Ca–H(D)
bending vibrations in the transition state. So, if the Ca–N transition state bond that
does not change with substituent was short and the S–Catransition state bond was
long and changed with substituent, the magnitude of the secondary a-deuterium
KIE would be determined by only changes that occur in the shorter Ca–N transition
state reacting bond and identical secondary a-deuterium KIEs would be observed
for the three reactions.

Several observations support the suggestion that the transition states for these
reactions are unsymmetric with long S–Ca and short Ca–N bonds. A comparison of
the nitrogen and secondary a-deuterium KIEs for the SN2 reaction between ben-
zyldimethylphenylammonium ion and thiophenoxide ion (Equation (13)) at two
different ionic strengths56 (Table 7) shows that the transition state for the 0.904M
ionic strength reaction is, indeed, unsymmetric with long S–Ca and short Ca–N
bonds. The identical nitrogen KIEs of 1.0165 found at the high ionic strength (Table
6) were only approximately one-third of the theoretical maximum nitrogen KIE of
1.04457 and are significantly smaller than the nitrogen KIE of 1.0200 found for the
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same reaction at an ionic strength of 0.64 (Table 7). Therefore, Ca–N bond rupture
is not well advanced in the transition states of the high ionic strength reactions and
the Ca–N bonds must be reasonably short. The identical secondary a-deuterium
KIEs of 1.22 for the high ionic strength reactions (Table 6) on the other hand, were
the largest (�11%/a-D) that have been found for an SN2 reaction of a quaternary
ammonium ion and are significantly larger than the (kH/kD)a ¼ 1.179 found for the
same reaction at an ionic strength of 0.64M (Table 7). Since the Ca–N bond is
shorter and the secondary a-deuterium KIEs are larger in the high ionic strength
reactions, the transition states for the high ionic strength reactions must be very
loose with very long S–Ca bonds. Thus, the KIE data suggests the high ionic
strength reactions with constant nitrogen and secondary a -deuterium KIEs have
very reactant-like transition states with short Ca–N and very long S–Ca bonds.

The Hammett r values also suggest that the S–Ca transition state bond is very
long in the high ionic strength reactions. Since a larger r value is observed when the
change in charge on the sulfur atom on going from the reactants to the transition
state is larger; i.e., when there is more S–Ca bond formation in the transition state,
the smaller Hammett r value of –1.62 observed for the high ionic strength reaction
(Table 7) indicates the S–Ca transition state bond is longer (less formed) in the high
ionic strength reaction. Finally, since it was concluded the reaction at low ionic
strength has a symmetric transition state,7 the transition states in the reactions with
the constant KIEs must be reactant-like with very long S–Ca and short Ca–N bonds.

Since the transition state is unsymmetric and very reactant-like, and since the
change in substituent does not alter the short Ca–N transition state bond signifi-
cantly, identical secondary a-deuterium KIEs are found for all three SN2 reactions in
Table 6. This occurs because the change in transition state structure with substituent
is too far away to affect the Ca–H(D) bending vibrations in the transition state (the
magnitude of the secondary a-deuterium KIE, Fig. 17).

Westaway’s ‘‘Bond Strength Hypothesis’’58 suggests that ‘‘there will be a signifi-
cant change in the weaker reacting bond but little or no change in the stronger
reacting bond in an SN2 transition state when a substituent in the nucleophile, the
substrate or the leaving group is altered’’. Since the Ca–S bond is weaker than the
Ca–N bond in these SN2 reactions, the ‘‘Bond Strength Hypothesis’’ predicts that
adding an electron-withdrawing substituent to the nucleophile should not affect the
Ca–N bond significantly but should lead to a significant change in the weaker S–Ca

bond. These are the exact changes suggested on the basis of the KIEs. Finally, it is
interesting that the stronger Ca–N bond is shorter than the weaker S–Ca bond in
these unsymmetric SN2 transition states.

The same phenomenon, i.e., that the secondary a-deuterium KIEs is only deter-
mined by the length of the shortest reacting bond rather than by the nu-
cleophile–leaving group distance in the SN2 transition state, has also been found in a
series of SN2 reactions between para-substituted benzyl chlorides and cyanide ion.
Matsson, Westaway and coworkers59 used 11C/14C incoming group, secondary
a-deuterium and Hill and Fry’s60 chlorine leaving group KIEs to model the tran-
sition states for these reactions. The chlorine KIEs (Table 8) indicate that the Ca–Cl
bond shortens significantly and the incoming nucleophile 11C/14C KIE suggests the



Table 8 The leaving group chlorine, the incoming group 11C/14C and the secondary
a-deuterium KIEs for the SN2 reactions between para-substituted benzyl chlorides and
cyanide ion in 20% aqueous DMSO at 301C

Para-substituent k35/k37a k11/k14b (kH/kD)a
c Relative transition

state structure

CH3 1.007970.0004 1.010470.0001 1.00870.003 NC- - - -C- - - - - - - - -Cl
H 1.007270.0003 1.010570.002 1.01170.001 NC- - - C- - - - -Cl
Cl 1.006070.0002 1.007070.001 1.00270.003 NC- -C- - - -Cl

aMeasured in 20% aqueous dioxane at 30.01C.60

bMeasured at 30.0070.021C.
cMeasured at 30.00070.0021C.
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NC–Ca bond shortens slightly when a more electron-withdrawing substituent is
added to the benzene ring of the substrate. Therefore, the nucleophile–leaving group
distance in these SN2 transition states decreases when a more electron-withdrawing
substituent is present. If the magnitude of the secondary a-deuterium KIEs were
determined by the nucleophile–leaving group distance in the transition state, the
secondary a-deuterium KIEs should decrease significantly when a more electron-
withdrawing substituent is on the substrate. However, all the a-deuterium KIEs
(Table 8) are small and normal and, moreover, do not change significantly with
substituent. A comparison of the chlorine and the secondary a-deuterium KIEs in
Table 8 shows that the magnitudes of these KIEs are clearly not related while the
secondary a-deuterium and the incoming group k11/k14 KIEs change in the same
way with substituent; i.e., the largest KIEs are observed when the para-substituent is
hydrogen and the smallest KIEs are found when the para-substituent is chlorine.
This suggests that the NC–Ca bonds are short and that the Ca–Cl bonds are long in
these transition states, i.e., that the transition states are unsymmetric and product-
like. As a result, the changes that occur in the Ca–Cl bond when the para-substituent
on the benzene ring is altered do not affect the Ca–H(D) bending vibrations sig-
nificantly and the magnitude of the secondary a-deuterium KIE is only determined
by the length of the shorter NC–Ca transition state bond. Again, the changes that
occur in transition state structure are consistent with the ‘‘Bond Strength Hypoth-
esis;’’58 i.e., the weaker Ca–Cl bond changes significantly and there is little or no
change in the stronger NC–Ca bond when the substituent in the substrate changes. It
is also worth noting that the weaker Ca–Cl reacting bond is long and the stronger
NC–Ca reacting bond is short in these unsymmetric transition states. Thus, the
behavior is identical to that observed in the ammonium salt reaction (vide supra)
even though the change in substituent has been made in the substrate rather than in
the nucleophile.

Another suggestion is that secondary a-deuterium KIEs can be used to determine
the symmetry of an SN2 transition state.55 An examination of the secondary
a-deuterium KIEs for several SN2 reactions of benzyl substrates (Table 9) showed
there were two different substituent effects on these KIEs. In some SN2 reactions,
the KIEs decrease markedly when a more electron-withdrawing substituent is



Table 9 The secondary a-deuterium KIEs for SN2 reactions with symmetric transition states
where the magnitude of the KIE varies with the nucleophile–leaving group distance and for
unsymmetric transition states where the magnitude of the KIE is determined by the length of
only the shortest, and strongest, reacting bond

Para-substituent (Z) ((kH/kD)a)

Substrate/nucleophile CH3O CH3 H Cl Br NO2 D KIE
(%)

Reference

SN2 reactions with symmetric transition states
Z–BzCla/PhS– 1.126 1.096 1.056 1.046 1.039 8.7 61
Z–BzCl/H2O 1.096 1.032 6.3 62
Z–BzCl/H2O in 10% aq CH3CN 1.059 1.008 5.1 62
Z–BzOBs/H2O in 90% aq EtOH 1.124 1.004 12.0 63
Z–BzCI/H2O 1.092 1.061 3.1 64
Z–BzBr/S2O3

¼ 1.063 1.032 3.1 65
Z–BzBr/N3

– 1.024 0.996 2.8 65
Z–BzBr/OH� 1.028 0.984 4.4 65

4-BzN
þ

Me2Ph-Z=PhS
� 1.207 1.179 1.151 5.6 7

SN2 Reactions with unsymmetric transition states

BzN
þ

Me2Ph=Z-PhS
� 1.221 1.215 1.215 0.6 55

Z–BzCl/CN– 1.008 1.011 1.002 0.99 55
4-BzOSO2Ph–Z/4-MeOPhNH2 1.096 1.102 0.6 66
4-BzOSO2Ph–Z/3-NO2PhNH2 1.098 1.095 0.3 66
MeOSO2Ph–Z/4-MeOPhNH2 0.990 0.993 0.3 66
MeOSO2Ph–Z/m-NO2PhNH2 0.971 0.974 0.3 66
EtOSO2Ph–Z/4-MeOPhNH2 0.981 0.984 0.3 66
EtOSO2Ph–Z/m-NO2PhNH2 0.953 0.962 0.9 66
Secondary a-tritium KIEs
4-BzOSO2Ph–Cl/4-Z–PhNMe2 1.061 1.055 1.042 1.048 1.9 32
m-BrBzOSO2Ph–Cl/4-
Z–PhNMe2

1.033 1.026 1.033 0.7 32

Reprinted with permission from Ref. [55]. Copyright (1997) American Chemical Society.
aBz ¼ �C6H4�CH2.
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present while in other SN2 reactions they are almost independent of substituent. This
led Westaway et al. to propose that the reactions where the secondary a-deuterium
KIE varies with substituent have reasonably tight, symmetric transition states while
those where the KIE is independent of substituent have unsymmetric transition
states where the strongest reacting bond is short and determines the magnitude of
the KIE. In the SN2 reactions with symmetric transition states the Nu–Ca and
Ca–LG transition state bonds have comparable bond orders, the Ca–(H)D bending
vibrations are affected by both the bond to the nucleophile and the bond to the
leaving group, and the magnitude of the secondary a-deuterium KIE is determined
by the Nu–LG distance in the transition state. In these reactions, the secondary
a-deuterium KIEs decrease markedly (by between 2.8% and 12%) when a more
electron-withdrawing substituent is added to the benzene ring on the a-carbon or the
leaving group.
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In SN2 reactions with unsymmetric transition states, the Ca–H(D) bending
vibrations, which are primarily responsible for the magnitude of the secondary
a-deuterium KIE for the reactions of complex substrates, are only affected by the
changes in the shortest reacting bond. In all the reactions with an unsymmetric
transition state found to date, the stronger reacting bond is short and the weaker
reacting bond is long. Since the ‘‘Bond Strength Hypothesis’’ predicts that little or
no change will occur in the stronger (the shortest) reacting bond in an SN2 transition
state when a substituent on the nucleophile, the leaving group, or the substrate is
altered, the secondary a-deuterium KIE should be insensitive to a change in subs-
tituent. In fact, the change in the secondary a-deuterium KIE with substituent is
always o1% (the average change is 0.5%) even when the substituent is changed
from strongly electron donating to strongly electron withdrawing. Finally, it is
worth noting that this behavior has been observed for SN2 reactions where the
change in substituent is in the nucleophile, the leaving group, or the substrate so it
appears to be a general phenomenon.

The magnitude of a secondary a-deuterium KIE in an SN2 reaction can also be
affected by the size of the leaving group. The influence of the size of the leaving
group on the magnitude of these KIEs was first suggested by Westaway and Ali7

who attributed the extremely large secondary a-deuterium KIEs of between 1.151
and 1.207 (1.073–1.099/a-D) found for the SN2 reactions of benzyldimethyl-p-sub-
stituted phenylammonium ions and thiophenoxide ion (Equation (14)) to the relief
of the steric crowding of the Ca–H(D) bending

C6H5S
�
þ C6H5CH2-N

þ

ðCH3Þ2C6H4-Z

! C6H5S-CH2C6H5 þ ðCH3Þ2NC6H4-Z ð14Þ

vibrations in the substrate, on going to the transition state. This was reasonable
because the fairly small Hammett r value of –1.70 found by changing the para-
substituent on the thiophenoxide ion (the equilibrium r value for this reaction is
–3.30)67 indicated the S–Ca transition state bonds were long. The large nitrogen
leaving group KIEs ranging from 1.0197 to 1.0202 (�50% of the theoretical max-
imum nitrogen KIE)68 and a large Hammett r value of +2.04 found by varying the
substituent on the leaving group (the equilibrium Hammett r value for this reaction
would be � +4)68 indicated that the Ca–N transition state bonds were also long.

Several other workers have found unusually large secondary a-deuterium KIEs in
SN2 reactions with a large leaving group. For instance, Ko and Leffek69 reported
secondary a-deuterium KIEs of 1.09 and 1.10/a-D for the SN2 reactions of the same
substrate with bromide and iodide ion, respectively. This rationale was also used to
explain the very large secondary a-deuterium KIEs of 1.178 and 1.184/a-D for the
SN2 reactions of 1-phenylethyldimethylphenylammonium ion with bromide and
iodide ion, respectively.70 Craze et al.71 also found very large KIEs ranging from
1.05 to 1.16/a-D for the SN2 reactions of methoxymethoxy-2,4-dinitrobenzene
(Equation (15)) which has a bulky leaving group:

Nu:� þ CH3OCH2-O-C6H3-ðNO2Þ2 ! Nu-CH3þ
� : OCH2-O-C6H3-ðNO2Þ2 (15)



Table 10 The chlorine leaving group and secondary a-deuterium KIEs and the Hammett r
values for the SN2 reactions between para-substituted benzyl chlorides and thiophenoxide ion
in 0.250M lithium methoxide in methanol at 201C

Para-substituent k35/k37a (kH/kD)a
c rNuc

CH3O 1.01012 1.126c �0.283e

CH3 1.00963 1.096–1.125d �0.434
H 1.00976 1.056 �0.500
Cl 1.01013 1.046 �0.720
NO2 1.00950 1.039 �0.961

Average 1.009837 0.00029b

aMeasured by Grimsrud.76

bStandard deviation.
cMeasured at 01C. The value at 201C was estimated to be 1.096 from the temperature dependence of the

KIE for the para-methylbenzyl chloride reaction.
dMeasured at 01C.
eThe value at 01C. The r value at 201C was estimated to be –0.305 from the temperature dependence of the

r value for the para-nitrobenzyl chloride reaction.
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Unusually large secondary a-deuterium KIEs ranging from 1.18 to 1.07/a-D were
also found for the SN2 reactions of methoxymethoxy-N,N-dimethyl-m-nit-
roanilinium ion with the bulky –OCH2–N(CH3)2–m-C6H4–NO2 leaving group.72

Finally, it has been suggested that the lone pairs of electrons on the oxygens of
perchlorate and arenesulfonate leaving groups affect the Ca–H(D) bending vibra-
tions and are responsible for the larger a-deuterium KIEs found in these SN2
reactions.73,74

Finally, increasing the conjugation between the a-carbon and a benzene ring on
the a-carbon reduces the magnitude of a secondary a-deuterium KIE.75 The chlorine
leaving group KIEs for the SN2 reactions between para-substituted benzyl chlorides
and thiophenoxide ion (Table 10) do not vary significantly with substituent; i.e.,
there is no trend in the KIEs and the standard deviation of the average KIE barely
exceeds the error in the individual measurements, i.e., 70.0002. Therefore, the best
interpretation of these KIEs is that the Ca–Cl transition state bond lengths do not
change significantly with substituent. The secondary a-deuterium KIEs for these
SN2 reactions increase for all but the para-methoxybenzyl chloride reaction when a
more electron-donating substituent is added to the benzene ring on the a-carbon of
the substrate. This suggests that the para-methyl benzyl chloride and the para-
methoxybenzyl chloride reactions have the same S–Ca bond lengths in the transition
state. However, the Hammett r values decrease for all substituents. Since a smaller r
value is found when there is less S–Ca bond formation in the transition state, the
S–Ca bond shortens for all reactions when a more electron-donating substituent is
on the benzene ring of the substrate. Since the S–Ca transition state bond is longer
for the reaction with the para-methoxy substituent, but the secondary a-deuterium
KIE is the same as that for the reaction with the less electron-donating methyl
substituent, the increased conjugation into the benzene ring that would be present
with the more electron-donating methoxy substituent must decrease the magnitude
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of the secondary a-deuterium KIE. This may occur because the increased conju-
gation increases the Ca�H(D) stretching frequency in the transition state.

In conclusion, although we do not know all the factors that determine the mag-
nitude of a secondary a-deuterium KIE for SN2 reactions, particularly those with
different leaving groups, overwhelming evidence from theoretical calculations has
shown that the KIE is primarily determined by contributions from an inverse
Ca–H(D) stretching vibration that is effectively constant for each leaving group and
an inverse, or normal, Ca–H(D) bending vibration contribution that seems to in-
crease with transition states looseness (the steric crowding around Ca in the tran-
sition state). The stretching contribution to the total KIE is usually greater than the
bending contribution for the SN2 reactions of methyl substrates, so the KIEs are
inverse or small and normal. However, the stretching contribution to the KIE be-
comes less important as the size of the substrate increases. Therefore, larger KIEs
are found for the SN2 reactions of larger substrates such as ethyl and benzyl where
the normal (kH/kD)bend contribution plays a greater role in determining the mag-
nitude of the KIE. Both experiment and theory suggests the RTS model, based on the
looseness of transition states with the same leaving group, seems to be valid for
reactions with small nucleophiles. However, the RTS model does not apply to re-
actions with large nucleophiles with heavy atoms off the Nu–Ca–LG axis. Here, the
KIE is based on the crowdedness of the transition state although, unfortunately, it
would seem to be impossible to estimate the effect of these off axis atoms on the
magnitude of the KIE. Finally, theory has suggested that other factors such as the
Nu–Ca–LG bond angle in the transition state and the change in the Ca–LG stretch-
ing force constant on going to the transition state also appear to affect the mag-
nitude of these KIEs. Experimental evidence has suggested that (i) the secondary a-
deuterium KIE in SN2 reactions is determined by only the length of the shortest
reacting bond in unsymmetric transition states, (ii) the symmetry of the transition
state can be determined from the magnitude of the change in the KIE with subs-
tituent, (iii) a large, bulky leaving group increases the KIE significantly and (iv)
increasing conjugation to a benzene ring on the a-carbon decreases the magnitude of
these KIEs. While all these contributions to the magnitude of the KIE obviously
make it difficult (impossible) to compare the structure of the transition states in
different reactions based on the magnitude of a secondary a-deuterium KIE, it is
believed that the magnitude of these KIEs can be used to determine the effect of
substituents, a change in solvent and the effect of ion pairing on the structure of the
transition state of an SN2 reaction (vide infra). This is because these changes do not
significantly affect factors such as the crowdedness, the Nu–Ca–LG bond angle or
the leaving group in the reaction. As a result, the magnitude of the KIE should be
related to the looseness of the transition state (RTS) for the reaction.

Secondary b-deuterium KIEs

Secondary b-deuterium KIEs that arise when hydrogen(s) on the b-carbon are re-
placed by deuterium(s) have been extensively investigated by Shiner and coworkers.
For instance, an elegant study by Shiner and Humphrey40,77 showed that secondary
b-deuterium KIEs are comprised of a steric KIE (the Cb–D bonds are shorter than



Table 11 Some secondary b-deuterium KIEs for SN2 reactions

Substrate Nucleophile Temperature (1C) (kH/kD)/b-D Reference

CD3CH2–OTs H2O 60 1.006 78
CD3CH2–OMs H2O 60 1.009 78
CD3CH2–Br H2O 80 1.011 78
CD3CH2–I H2O 80 1.012 78
CD3CH2–OTf TFE 25 1.03 79
CD3CH2–OTf Acetic acid 25 1.04 80
CD3CH2–OTf Formic acid 25 1.05 80
CF3C�CCHCD3–OBs 50% Ethanol 45 1.018 81
CF3C�CCHCD3–OBs 30% Ethanol 45 1.019 81
HC�CCHCD3–OBs 95% Ethanol 45 1.027 81
CD3CH2–Cl CN–/DMSO 30 1.005 33
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the Cb–H bonds74), an inductive effect KIE (D is more electron donating than H74)
and a hyperconjugative (the weaker Cb–H bonds stabilize the transition state more
than Cb–D bonds via hyperconjugation74) KIE that is related to the amount of
positive charge on the a-carbon in the transition state. The steric and inductive effect
contributions to the KIE in SN2 reactions are small because the deuterium(s) are not
at the reaction center and inverse because the deuterated transition state is always less
sterically crowded and there is usually a partial positive charge on Ca in the transition
state. In fact, both the steric and inductive components of the KIE arep1%/b-D.3,40

The hyperconjugative component of the KIE, on the other hand, is always normal
and is invariably the largest contributor to the KIE. The hyperconjugative KIE,
which varies with the amount of positive charge on Ca in the transition state, is large
for a carbenium ion SN reaction and small for an SN2 reaction where the positive
charge on Ca in the transition state is small. Therefore, a large, normal secondary b-
deuterium KIE of X1.07/b-D is expected for a carbenium ion SN reaction and a
small KIE of p1.05/b-D is indicative of an SN2 mechanism.40 For example, the
secondary b-deuterium KIE/b-D increases from �1.02 for ethyl compounds (Table
11) which undoubtedly react by an SN2 mechanism, to �1.11 for a t-butyl compound
that reacts by a limiting SN1 mechanism.40 Finally, the magnitude of these KIEs can
be related to transition state structure because the hyperconjugative component to
the KIE varies with the amount of positive charge on Ca in the transition state. This
means that although small secondary b-deuterium KIEs are found for SN2 reactions,
reactions with a looser transition state will have a slightly larger KIE.

Several factors affect the magnitude of a secondary b-D KIE. For instance, the
magnitude of these KIEs is strongly influenced by the stereochemistry of the car-
benium ion. Shiner and coworkers40,82,83 found that the magnitude of the KIE is
reduced from 1.30/b-D when the dihedral angle between the Cb–H bond and the
empty 2p atomic orbital on the a-carbon is 01, to 1.07/b-D when the dihedral angle
is 301, to only 1.01/b-D when the dihedral angle is 601 and is inverse at 0.99 when the
dihedral angle is 901. Luckily, this is not a serious problem because small b-deu-
terium KIEs are only found in the carbenium ion reactions of bicyclic and other
sterically crowded systems where free rotation about the Ca–Cb bonds is restricted.
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Conjugation between the positive charge on the a-carbon of the carbenium ion
and a strongly electron-donating group also reduces the magnitude of a secondary
b-deuterium KIE significantly. For example, all but one of the b-deuterium KIEs for
the hydrolyses of several 1-para-substituted phenylethyl chlorides (1.07–1.05/b-D)
are between the values expected for a carbenium ion and an SN2 mechanism and a
very small KIE of 1.036/b-D is observed when the para-substituent is the methoxy
group even though all these substrates react via a carbenium ion mechanism with the
formation of the solvent-separated ion pair rate determining. The very small KIE is
found for the para-methoxybenzyl chloride reaction because the highly conjugated
(very stable) para-methoxybenzyl carbenium ion is not highly stabilized by hyper-
conjugation.40

Finally, strong solvation of the carbenium ion intermediate also causes a marked
reduction in secondary b-deuterium KIE.84 For example, the b-deuterium KIE in
the solvolysis of isopropyl tosylate is reduced from 1.13/b-D in trifluoroethanol,
which does not solvate the developing carbenium ion strongly, to 1.08/b-D in water
where the carbenium ion is strongly solvated. Again, hyperconjugation is reduced
because the solvent stabilizes the developing carbenium ion in the transition state.
2 Using KIEs to determine how substituents, the solvent, ion
pairing and enzymes affect the structure of the SN2 transition state

Unfortunately, most of the work investigating how substituents, ion pairing of the
nucleophile, enzymes and the solvent affect the structure of SN2 transition states has
been done by measuring only one KIE. As a result, they do not indicate how the
total transition state changes when the reactants and/or the solvent are altered. Only
studies measuring more than one KIE or using KIEs in conjunction with other
mechanistic criteria can indicate how the total transition state structure changes.
Therefore, only a few selected examples illustrating how multiple KIEs have been
used to determine how substituents, ion pairing and the solvent affect the structure
of SN2 reactions will be presented.
Changing the leaving group

In the one system where definitive results of the effect of changing the leaving group on
transition state structure have been obtained, Westaway and Ali7 used nitrogen leav-
ing group and secondary a-deuterium KIEs and Hammett r values found by changing
the substituent, Y, on the nucleophile of the SN2 reactions between para-substituted
phenylbenzyldimethylammonium ions and para-substituted thiophenoxide ions:

4-Y-C6H4-S
� þ C6H5CH2-N

þ

ðCH3Þ2-4-C6H4 � Z

! 4-Y-C6H4-S-CH2C6H5 þ ðCH3Þ2N-4-C6H4-Z ð16Þ

to model the transition states. The primary nitrogen KIEs (Table 12) are all large; i.e.,
approximately half of the theoretical maximum nitrogen KIE of 1.044 at 01C57



Table 12 The nitrogen and secondary a-deuterium KIEs and Hammett r values for the SN2
reactions between para-substituted thiophenoxide ions and para-substituted phenylbenzyldi-
methylammonium ions in DMF at 01C

Para-substituent on the
leaving group

k14/k15 (kH/kD)a Hammett ra Relative transition state
structure

CH3O 1.0197 1.207 �1.54 S- - - - - - - -C- - - - - -N
H 1.0200 1.179 �1.70 S- - - -C- - - - - -N
Cl 1.0202 1.151 �1.83 S- -C- - - - - -N

aThe r values were determined by changing the substituent, Y, on the nucleophile.
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indicating that there probably is substantial Ca–N bond rupture in the transition state
of all three reactions. Although the nitrogen KIEs are not statistically different, they
do increase in magnitude when a more electron-withdrawing substituent is added to
the leaving group. Interpreting these KIEs is complicated because there is some C ¼ N
double bond formation between the nitrogen and the ipso carbon of the aniline ring in
the transition state. The vibrational energy associated with this extra bonding to
nitrogen in the transition state means that the magnitude of the observed KIE will be
smaller than expected for a particular amount of Ca–N bond rupture in the transition
state. This conjugation (bonding) will obviously be greater when a more electron-
withdrawing substituent is in the leaving group. Therefore, since the nitrogen KIE
increases very slightly and there is additional C ¼ N bonding to the ipso carbon in the
transition state when a more electron-withdrawing substituent is on the leaving group,
the best explanation for these KIEs is that the Ca–N bond is slightly longer in the
transition state with the better leaving group, i.e., when a more electron-withdrawing
substituent is present.

The magnitude of the secondary a-deuterium KIE, on the other hand, decreases
when there is a more electron-withdrawing substituent, Z, on the leaving group.
Changing the substituent in the leaving group would not influence the Ca–H(D)
bending vibrations in the substrate because the structural change is six bonds away
from these bonds. Since the magnitude of these KIEs is directly related to the
Nu–LG distance in these symmetric transition states,7 the shortest S–N distance (the
tightest transition state) is observed with the best leaving group, i.e., when Z is
chlorine.

Combining the results from these two KIEs provides a detailed picture of the
transition states for these reactions. Since the S–N distance decreases and the Ca–N
transition state bond length increases slightly when a more electron-withdrawing
substituent is added to the leaving group, changing to a better leaving group leads to
a transition state with a slightly longer Ca–N bond and a much shorter S–Ca bond.
It is worth noting that the magnitudes of the Hammett r values determined by
changing the para-substituent, Y, on the nucleophile are consistent with a shorter
S–Ca transition state bond when a more electron-withdrawing substituent is in the
leaving group. When the S–Ca transition state bond is shorter, the change in charge
on the sulfur atom when the reactants are converted into the transition state will be
greater and a more negative r value will be observed. Finally, it is again interesting



Table 13 The incoming group 11C/14C carbon and secondary a-deuterium KIEs for the SN2
reactions between meta-chlorobenzyl-para-substituted benzenesulfonates and cyanide ion in
0.5% aqueous acetonitrile at 01C

Para-substituent on the leaving
group

k11/k14 (kH/kD)a Relative transition state
structure

CH3O 1.025
CH3 1.0119 1.028 NC- - - - - - -C- - - - - - - - - -O
H 1.0111 1.012 NC- - - - -C- - - - -O
Cl 1.0096 1.009 NC- - - -C- - -O
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to note that the greatest change in bonding occurs in the weakest reacting bond in
the transition state as the ‘‘Bond Strength Hypothesis’’58 suggests.

Another study utilizing more than one type of KIE to model the SN2 transition
states for reactions with a different leaving group was done using the reactions
between meta-chlorobenzyl-para-substituted benzenesulfonates and cyanide ion:85

CN:� þm� Cl� C6H4 � CH2 �OSO2 � 4� C6H4 � Z

! m� Cl� C6H4 � CH2 � CNþ� : OSO2 � 4� C6H4 � Z ð17Þ

The incoming group 11C/14C KIEs (Table 13) decrease slightly (the difference in
the KIEs is greater than the experimental error in each KIE) indicating that the
NC–Ca bond shortens slightly when a more electron-withdrawing substituent is on
the leaving group. The secondary a-deuterium KIE also decreases when a more
electron-withdrawing substituent is on the leaving group. However, the change in
the KIE with substituent is very small suggesting that the transition states are un-
symmetric.55 Also, since the a-deuterium KIE changes in the same way as the in-
coming group KIE, it would appear that change in the NC–Ca bond is causing the
variation in the secondary a-deuterium KIE. This suggests that the transition states
must have short NC–Ca and long Ca–O bonds. The long Ca–O bond in these
transition states has been confirmed by the large positive Hammett r ¼ +1.71
found by changing the substituent on the leaving group. This conclusion is war-
ranted because the r value of +1.71 is near the maximum Hammett r value found
for the SN2 reactions of benzenesulfonates; i.e., they vary from 0.76 to 2.13.85 Also,
since in the incoming group carbon KIE and the secondary a-deuterium KIE de-
crease when a more electron-withdrawing group is on the benzene ring, the NC–Ca

bond must shorten slightly when a more electron-withdrawing substituent is used.
Although the Ca–O bond must be long in these transition states, it is not known how
it changes with substituent. However, the small change in the stronger NC–Ca bond
is expected because the ‘‘Bond Strength Hypothesis’’ predicts the largest change with
substituent will be in the weaker Ca–O bond. If the results obtained by Westaway
and Ali (vide supra) can be applied to these reactions, one would expect the Ca–O
bond to lengthen significantly when a more electron-withdrawing group is on the
benzene ring of the leaving group.
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The results from these two systems indicate that changing to a better leaving
group in an SN2 reaction leads to a tighter transition state with a shorter Nu–Ca

bond. In one system, the Ca–LG transition state bond is longer when a better leaving
group is present while in the second system the relative length of the Ca–LG tran-
sition state bond was undetermined. The results differ in that the greatest change in
transition state structure occurs at different positions in the two systems; i.e., in the
first study the greatest change occurred in the weaker S–Ca bond whereas it seems to
be in the weaker Ca–O bond in the second system. It is worth noting that this is the
result predicted by the ‘‘Bond Strength Hypothesis’’.

Changing the nucleophile

The effect of changing a substituent in the nucleophile on transition state structure is
the most poorly studied of all of the substituent effects in SN2 reactions. The prob-
lem is that in the many studies where only the secondary a-deuterium KIE has been
measured, the KIEs suggest different changes in transition state structure when the
nucleophile is changed.86

However, similar results were obtained in the two studies where the nucleophile
was varied and more than one KIE was determined. In the Westaway and Jiang87

study, the nitrogen leaving group KIEs for the SN2 reactions between para-substi-
tuted thiophenoxide ions and benzyldimethylphenylammonium ion (Equation (13);
Table 14) increase (the Ca–N bond is slightly longer) when a more electron-with-
drawing substituent is on the nucleophile. The secondary a-deuterium KIEs, on the
other hand, decrease significantly (the S–N distance in the transition state decreases)
when a more electron-withdrawing substituent is on the nucleophile. Since the Ca–N
bond becomes longer and the S–N distance shortens, the S–Ca bond must become
significantly shorter when a more electron-withdrawing substituent is on the nu-
cleophile. It is worth noting that the KIEs found for the same reactions, but where
the nucleophile was the sodium thiophenoxide solvent-separated ion pair,87 showed
the same behavior; i.e., the S–Ca bond shortened significantly while the Ca–N bond
lengthened slightly when a more electron-withdrawing group was on the nucleophile.

In the second study by Paneth and coworkers,88 the nitrogen incoming group and
the secondary a-deuterium KIEs were determined for the SN2 reactions between
three para-substituted N,N-dimethylanilines and methyl iodide. The incoming group
nitrogen KIEs (Table 15) decreased when a poorer nucleophile was used. This is
consistent with a shorter N–Ca bond in the transition states with the poorer
Table 14 The nitrogen leaving group and secondary a-deuterium KIEs for the SN2 reactions
between sodium para-substituted thiophenoxide ions and benzyldimethylphenylammonium
ion in methanol at 20.0001C

Para-substituent on the nucleophile k14/k15 (kH/kD)a Relative transition state structure

CH3O 1.0162 1.271 S- - - - - - - - -C- - - -N
CH3 – 1.237
H 1.0166 1.222 S- - - - -C- - - - -N
Cl 1.0169 1.121 S- - -C- - - - -N



Table 15 The incoming group nitrogen and secondary a-deuterium KIEs for the SN2 re-
actions between para-substituted N,N-dimethylanilines and methyl iodide in ethanol at 251C

Para-substituent on the nucleophile k14/k15 (kH/kD)a Relative transition state structure

CH3 1.0036 0.927 N- - - - -C- - -I
H 1.0032 0.968 N- - - -C- - - - - - -I
C(O)CH3 0.9989 1.143 N- - - -C- - - - - - - -I

Table 16 The change in the secondary a-deuterium KIE for the SN2 reactions of several
para-substituted sodium thiophenoxides and n-butyl chloride in four solvents at
20.00070.0021C

Free ion nucleophile Solvent-separated ion pair nucleophile

Solvent Nucleophile concentration (M) (kH/kD)a Nucleophile concentration (M) (kH/kD)a

DMSO o1.1� 10–2 1.116 42.5� 10�2 1.034
DMF o4.0� 10–3 1.129 48.6� 10�3 1.084
MeOH o7� 10–5 1.132 49� 10�5 1.100
Diglyme – – 41.0� 10�3a 1.14a

aThe sodium thiophenoxide existed as the solvent-separated ion pair at all concentrations in diglyme.
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nucleophile. The secondary a-deuterium KIE, on the other hand, increased when a
more electron-withdrawing substituent was on the nucleophile. This suggested that
the N–I distance increased when a poorer nucleophile was used in the reaction. Since
the N–Ca bond shortens as the N–I distance increases, the Ca–I bond must be longer
when a poorer nucleophile is used. Although the changes in transition state structure
are in the same direction in these two studies, the greatest change in transition state
structure in the Paneth study is in the Ca–LG bond whereas it was in the Nu–Ca

bond in the Westaway–Jiang study. However, in both studies the greatest change in
bonding is in the weakest reacting bond as the ‘‘Bond Strength Hypothesis’’ suggests.
Effect of ion pairing of the nucleophile

Westaway et al.89 discovered that the secondary a-deuterium KIE varied with the
concentration of the nucleophile in the SN2 reaction between sodium thiophenoxide
and n-butyl chloride. A combination of UV spectroscopy, conductivity studies and
the effect of adding 15-crown-5 ether to the reaction mixture90 was used to dem-
onstrate that the source of the problem was a change in the form of the reacting
nucleophile from a free ion to a solvent-separated ion pair. Examples of the change in
the secondary a-deuterium KIE with the form of the reacting nucleophile are given in
Table 16.90 The smaller secondary a-deuterium KIEs found for the reaction with the
solvent-separated ion pair suggests the transition state is tighter with shorter S–Ca

and/or Ca–Cl bonds in each solvent. Although the change in the two reacting bonds
cannot be deduced with certainly, the ‘‘Bond Strength Hypothesis’’ suggests that
greatest change in transition state structure would occur in the weaker S–Ca bond
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and that there would be little or no change in the stronger Ca–Cl bond. Therefore, it
was concluded that changing the nucleophile from a free ion to a solvent-separated
ion pair leads to a tighter transition state with a shorter S–Ca bond but does not
affect the Ca–Cl bond significantly. The change to the shorter S–Ca bond for the
solvent-separated ion pair reaction, i.e., the reaction with the poorer nucleophile, is
identical to that found when changing to a poorer nucleophile (vide supra).

Finally, it is interesting that the smallest effect of ion pairing was found in meth-
anol. This was attributed to the fact that the electron density on the sulfur of the free
ion in methanol would be lower than that in DMSO and DMF because it is solvated
by hydrogen bonding in methanol. This smaller negative charge on the sulfur atom
in the free ion in methanol would approach that on the sulfur of the solvent-
separated ion pair in DMSO and DMF. Since the change in the form of the reacting
nucleophile on ion pairing is smaller in methanol than in DMSO and DMF, the
change in the KIE on ion pairing is smaller in methanol.

The same change in KIE was observed when a solvent-separated ion pair was
converted to a contact ion pair in the SN2 reaction between lithium thiophenoxide
and n-butyl chloride in diglyme.91 Here, the secondary a-deuterium KIE changed
from 1.13170.002 for the solvent-separated ion pair reaction to 1.07070.028 when
the nucleophile was the contact ion pair. The smaller secondary a-deuterium KIEs
found for the reaction with the contact ion pair and the ‘‘Bond Strength Hypoth-
esis’’ suggest that changing to a contact ion pair leads to a tighter transition state
with a shorter S–Ca bond but does not affect the stronger Ca–Cl bond significantly.
The shorter S–Ca bond in the contact ion pair reaction was confirmed when a larger
Hammett r value of –1.3970.1 was found by changing the para-substituent on the
nucleophile in the contact ion pair reaction. The r value for the solvent-separated
ion pair reaction was only –0.5670.04 indicating there was much less S–Ca bond
formation in the transition state of the solvent-separated ion pair reaction. It is
worth noting that this small r value confirmed that changing the form of the re-
acting nucleophile caused a large decrease in the S–Ca transition state bond.

The conclusions about the effect of ion pairing on transition state structure were
confirmed by a study by Westaway and Jiang.87 The nitrogen leaving group KIEs for
the free ion and solvent-separated ion pair reactions (Table 17) are the same con-
sidering the experimental errors in the measurements. Therefore, the change in the
nucleophile does not affect the stronger Ca–N bond significantly as the ‘‘Bond
Table 17 The nitrogen leaving group and secondary a-deuterium KIEs for the SN2 reaction
between the free thiophenoxide ion or solvent-separated sodium thiophenoxide and ben-
zyldimethylphenylammonium nitrate in methanol at 20.00070.0021C

Free ion KIEs Solvent-separated ion pair KIEs

Para-substituent k14/k15 (kH/kD)a K14/k15 (kH/kD)a

CH3O 1.016270.0005 1.27170.013 1.016170.0005 1.21670.012
H 1.016670.0008 1.22270.013 1.016270.0010 1.20770.008
Cl 1.016970.0005 1.12170.014 1.016670.0003 1.15070.009



Table 18 The chlorine leaving group and secondary a-deuterium KIEs for the SN2 reactions
between the free phenoxide ion or the solvent-separated sodium phenoxide ion pair and
benzyl or n-butyl chloride in several solvents at 20.0001C

Free ion reaction Solvent-separated ion pair

reaction

Substrate/solvent k35/k37a (kH/kD)a k35/k37a (kH/kD)a

Benzyl chloride/methanol 1.082670.0001 1.02270.002 1.083170.00005 1.02170.0002
n-butyl chloride/DMSO 1.081170.00007 1.02970.008 1.080670.00009 1.03170.012
Benzyl chloride/DMF 1.082270.0001b 1.02170.0008 1.081970.0009b 1.01870.011

aMeasured in DMSO. Changing the solvent does not alter the chlorine KIE in these reactions.
bThe nucleophile was sodium para-methoxyphenoxide.
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Strength Hypothesis’’ suggests. The secondary a-deuterium KIEs, however, are clearly
smaller for the solvent-separated ion pair reactions. This means the transition states
for the solvent-separated ion pair reactions are tighter with a shorter S–N distance
than those for the free ion reactions. Since the Ca–N bonds are the same and the S–N
distance is shorter for the solvent-separated ion pair reactions, the S–Ca bonds must be
shorter in the solvent-separated ion pair reactions. Again, the shorter Nu–Ca tran-
sition state bond is found in the reaction with the poorer nucleophile, i.e., the ion pair.

Although the results showing that the form of the nucleophile has a significant
effect on transition state structure causes concern for chemists studying reaction
mechanisms, the results obtained in the following investigation suggest it is not as
big a problem as one might think. Fang et al.92 measured the chlorine leaving group
and secondary a-deuterium KIEs for the SN2 reactions between para-substituted
sodium phenoxides and benzyl or n-butyl chloride in DMF, DMSO and methanol.
They found neither the chlorine leaving group nor the secondary a-deuterium KIEs
(Table 18) changed when the nucleophile changed from a free ion to a solvent-
separated ion pair. These results suggest the effect of ion pairing is only important
when soft nucleophiles are used in reactions and that one does not have to worry
about this problem when hard (oxygen) nucleophiles are used. This may be because
converting a free ion to an ion pair would have a much smaller effect on the electron
density of an electronegative (oxygen) atom than on a less electronegative, more
polarizable (sulfur) atom.
Changes at the a-carbon

A detailed study by Westaway and Waszczylo61 used chlorine leaving group and
secondary a-deuterium KIEs along with Hammett r values and activation param-
eters to demonstrate how the transition state is altered when a substituent on the
benzene ring in the substrate is varied in the SN2 reactions between para-substituted
benzyl chlorides and thiophenoxide ions in 0.25 N lithium methoxide in methanol at
251C (Equation (18)).

C6H5-S
�
þ 4-Z-C6H4CH2-Cl ! 4-Z-C6H4CH2-S-C6H5 þ Cl� (18)



Table 19 The chlorine leaving group and secondary a-deuterium KIEs and Hammett r
values for the SN2 reactions between para-substituted benzyl chlorides and thiophenoxide ions
in 0.25 N lithium methoxide in methanol at 251C

Para-substituent
on the substrate

k35/k37a (kH/kD)a rNuc Relative transition state
structure

CH3O 1.01012 1.126b �0.283c S- - - - - - -C- - - - -Cl
CH3 1.00963 1.096 �0.434 S- - - - -C- - - - -Cl
H 1.00976 1.056 �0.500 S- - -C- - - - -Cl
Cl 1.01013 1.046 �0.720 S- - -C- - - - -Cl
NO2 1.00950 1.039 �0.961 S- -C- - - - -Cl
Average value 1.0098370.00029d

aMeasured by Grimsrud.76

bMeasured at 01C.
cEstimated at 201C from the temperature dependence of the Hammett r value for the para-nitrobenzyl

chloride reaction. The r value for the para-methoxybenzyl chloride reaction measured at 01C was�0.26.
dThe error in the individual KIE is 70.00015.
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The chlorine KIEs measured under the same conditions by Grimsrud76 (Table 19)
do not change significantly with substituent. In fact, there is no trend in the KIE
with substituent and the standard deviation of the mean of these KIEs is barely
outside the experimental error in the individual KIE. Therefore, the best interpre-
tation of these KIEs is that changing the substituent on the benzene ring does not
affect the Ca–Cl transition state bond significantly. Because the magnitude of the
secondary a-deuterium KIEs is related to the S–Cl distance in the transition state
(RTS) and because the chlorine bonds are virtually the same length in all of the
transition states, the magnitude of the secondary a-deuterium KIE is directly related
to the length of the S–Ca transition state bond. The secondary a-deuterium KIEs
decrease markedly when a more electron-withdrawing group is on the benzene ring
indicating that the S–Cl distance and the S–Ca bond become significantly shorter
with a more electron-withdrawing substituent. The Hammett r value found by
changing the para-substituent on the nucleophile is larger (more negative) when a
more electron-withdrawing substituent is on the benzene ring. This indicates that
there is a greater change in charge on the sulfur atom of the nucleophile on going to
the transition state and that the S–Ca bond is more completely formed (shorter) in
the transition state with the more electron-withdrawing substituent. These results
confirm the conclusions drawn on the basis of the secondary a-deuterium KIEs and
one can safely conclude that adding a more electron-withdrawing substituent to the
substrate leads to a transition state with a shorter S–Ca transition state bond but
does not cause a significant change in the length of the Ca–Cl bond. It is worth
noting that the greatest change in structure with the change in substituent is in the
weaker S–Ca bond as the ‘‘Bond Strength Hypothesis’’ predicts. Finally, an analysis
of the enthalpies of activation for these reactions suggested that the loss in bonding
between the benzene ring and the a-carbon in the transition state that occurs when a
more electron-withdrawing substituent is on the benzene ring, is replaced by in-
creased bonding to the sulfur, i.e., due to the shorter S–Ca transition state bond.



Table 20 The chlorine leaving group, the primary hydrogen–deuterium and secondary a-
deuterium KIEs and Hammett r values for the SN2 reactions between para-substituted benzyl
chlorides and borohydride ion in DMSO at 20.00070.0021C

Para-substituent
on the substrate

k35/k37 (kH/kD)a Primary kH/kD Relative transition state
structure

CH3 1.0076 1.091 1.236 H- - - - -C- - - - - - - - - -Cl
H 1.0074 1.089 1.250 H- - - -C- - - - - - - -Cl
Cl 1.0078 1.092 1.239 H- - - -C- - - -Cl
NO2 1.0036 1.085 1.257 H- - -C- -Cl
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The same general conclusion was reached in a study of the SN2 reactions between
borohydride ion and para-substituted benzyl chlorides (Equation (19)).9

BL4:
� þ 4-Z-C6H4CL2-Cl ! BL3 þ 4-Z-C6H4CL2-Lþ Cl:� (19)

L ¼ H;D

The chlorine leaving group KIEs (Table 20) decrease markedly when a more elec-
tron-withdrawing substituent is on the benzene ring of the substrate. This indicates
that the weaker Ca–Cl bond shortens markedly as the electron-withdrawing ability
of the substituent increases. The secondary a-deuterium and the primary hydro-
gen–deuterium KIE (for transfer of the hydrogen (deuterium) from borohydride ion
to the a-carbon) do not change significantly with substituent; i.e., the changes in the
secondary a-deuterium and the primary deuterium KIEs with substituent are o1%.
This suggests that there is little or no change in the H–Ca or the B–H transition state
bonds with substituent. Since the secondary a-deuterium KIEs do not change with
substituent, these transition states must be unsymmetric55 and since there is a sig-
nificant change in the chlorine KIEs but not in the secondary a-deuterium KIEs, it
was concluded that these transition states were unsymmetric with short H–Ca and
long Ca–Cl bonds.

In another study,59 Matsson and Westaway and coworkers used secondary a-
deuterium, incoming group carbon and chlorine leaving group KIEs to model the
transition states for the SN2 reactions between para-substituted benzyl chlorides and
cyanide ion in 20% aqueous DMSO. The 11C/14C incoming group KIEs (Table 21)
do not change significantly with substituent suggesting there is very little change in
the stronger NC–Ca transition state bond. However, there is a marked decrease in
Hill and Fry’s chlorine KIEs60 when a more electron-withdrawing substituent is
added to the substrate. This indicates the Ca–Cl bond shortens significantly when
there is a more electron-withdrawing substituent on the benzene ring. Finally, the
secondary a-deuterium KIEs are small and do not change significantly with subs-
tituent. This suggests the transition states are unsymmetric.55 Since the secondary a-
deuterium KIEs change in the same way as the incoming group carbon KIEs, the
authors suggested that the transition states were product-like with short NC–Ca

bonds and long Ca–Cl bonds and that the transition states become tighter with
shorter Ca–Cl bonds when a more electron-withdrawing group is present.



Table 22 The nitrogen leaving group and secondary a-deuterium KIEs and Hammett r
values for the SN2 reaction between sodium thiophenoxide and benzyldimethylphenylammo-
nium nitrate at different ionic strengths in DMF at 01C

Ionic
strength (M)

k14/k15 (kH/kD)a Hammett r Relative transition state
structure

0.904 1.016670.0004 1.21570.011 �1.6270.01 d�d+ S- - - - - - - - -C- - - -N
0.64 1.020070.0007 1.17970.007 �1.7670.19 dd–dd+ S- - - -C- - - - -N

Table 21 The leaving group chlorine, the incoming group 11C/14C and the secondary a-
deuterium KIEs for the SN2 reactions between para-substituted benzyl chlorides and cyanide
ion in 20% aqueous DMSO at 301C

Para-substituent k11/k14a k35/k37b (kH/kD)a
c Relative transition

state structure

CH3 1.010470.0001 1.007970.0004 1.00870.003 NC- - - -C- - - - - - -Cl
H 1.010570.002 1.007270.0003 1.01170.001 NC- - -C- - - - Cl
Cl 1.007070.001 1.006070.0002 1.00270.003 NC- -C- - -Cl

aMeasured at 30.0070.021C.
bMeasured in 20% aqueous dioxane at 30.01C.60

cMeasured at 30.00070.0021C.

K.C. WESTAWAY260
In all the above cases, the transition states become tighter when a more electron-
withdrawing substituent is on the benzene ring of the substrate. Several other in-
vestigators have reported studies where only one KIE was measured for SN2 re-
actions of para-substituted benzyl substrates. In all but one case, the changes in the
KIE were consistent with the changes in transition state structure found in the above
studies.93 Finally, it is important to note that the weaker reacting bonds, i.e., the
weaker S–Ca bond in the first reaction and the weaker Ca–Cl bond in the last two
reactions, vary most with substituent as the ‘‘Bond Strength Hypothesis’’ predicts.
Solvent effects

One example of a large solvent effect on transition state structure of an SN2 reaction
was published by Pham and Westaway56 who measured the leaving group nitrogen
and secondary a-deuterium KIEs for the SN2 reactions between benzyldimethyl-
phenylammonium ion and thiophenoxide ion in DMF. The solvent was altered by
adding different amounts of sodium nitrate to the solvent. Both the nitrogen and the
secondary a-deuterium KIEs (Table 22) were different in the two solvents. The
larger nitrogen KIE in the low ionic strength reaction indicates that there is more
Ca–N bond rupture in the transition state in the less polar (ionic) solvent. The
smaller secondary a-deuterium KIE in the low ionic strength reaction indicates the
S–N distance is shorter in the SN2 transition state in the less polar solvent. It is
worth noting that the Hammett r values confirm that the S–Ca bond is shorter in the



Table 23 The secondary a-deuterium and leaving group nitrogen KIEs for the SN2 reactions
between the solvent-separated sodium thiophenoxide ion pair and benzyldimethylphenylam-
monium nitrate in DMF at 01C and in methanol at 20.00070.0021C

Solvent Temperature
(1C)

(kH/kD)a k14/k15 Hammett ra Relative transition state
structure

Methanol 20 1.20770.008 1.016270.0010 �0.8470.1 d–d S- - - - - - -C- - - -N
DMF 0 1.17970.010 1.020070.0007 �1.7070.05 dd–dd+ S- - - -C- - - - -N
DMF 20 1.17b 1.018b

aThe Hammett r value was obtained by changing the para-substituent on the nucleophile.
bThis KIE was estimated at 201C from the temperature dependence of the KIE (vide infra).

USING KIES TO DETERMINE THE TRANSITION STATES OF SN2 REACTIONS 261
low ionic strength reaction. Since the Ca–N bond is longer but the S–N distance is
shorter in the transition state for the low ionic strength reaction, the S–Ca bond
must be much shorter in the transition state in the less ionic solvent. This means that
a more ionic transition state with larger partial charges on the nitrogen and the
sulfur is found in the more ionic solvent.

In another study, Westaway and Jiang87 determined how changing the solvent
from DMF to methanol affected the transition state of the SN2 reaction between the
solvent-separated sodium thiophenoxide ion pair and benzyldimethylphenylammo-
nium ion. Unfortunately, the KIEs in methanol and in DMF (Table 23) were
measured at different temperatures. However, the temperature dependence for both
these KIEs is small. Applying the average temperature dependence of 0.008/201C
found for several SN2 reactions64,94 to the secondary a-deuterium KIE of 1.179
found at 01C in DMF suggests that this KIE would be �1.17 at 201C. Therefore, the
secondary a-deuterium KIE in methanol ((kH/kD)a ¼ 1.207 at 201C) is significantly
larger than the (kH/kD)a ¼ 1.179 at 01C (�1.17 at 201C) in DMF. No temperature
effect has been reported for primary nitrogen leaving group KIEs. However, Turn-
quist et al.95 reported that the chlorine leaving group KIE for the solvolysis of
t-butyl chloride decreased from 1.01087 at 101C to 1.01058 at 201C and that the
chlorine KIE for the SN2 reaction between n-butyl chloride and sodium thiophen-
oxide in methanol decreased from 1.00964 at 01C to 1.00895 at 201C. Assuming the
temperature dependence correction for a nitrogen KIE can he estimated from the
temperature dependence of the chlorine KIE and the maximum chlorine and ni-
trogen KIEs of 1.0141 and 1.0436, respectively, at 251C,56 the leaving group nitrogen
KIE of 1.0200 in DMF at 01C would be �0.0019 smaller or 1.018 in DMF at 201C.
This means the nitrogen KIE is significantly smaller in methanol than in DMF.

The larger secondary a-deuterium KIE of 1.207 in methanol ((kH/kD)a ¼ 1.17 in
DMF; Table 23) indicates that the S–N transition state distance is greater in meth-
anol than it is in DMF. The nitrogen KIE, on the other hand, is smaller in methanol
than in DMF. This indicates the Ca–N transition state bond is significantly shorter
in methanol than in DMF. Because the transition state in methanol has a longer
S–N distance but a shorter Ca–N bond, the S–Ca bond must be much longer in
methanol than in DMF. Therefore, an earlier transition state, with a much longer
S–Ca and a shorter Ca–N bond, is found in methanol.
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The Hammett r values measured by changing the para-substituent on the nu-
cleophile in DMF and methanol (Table 23) support this conclusion. The smaller
magnitude of the r value in methanol indicates that the change in charge on the
nucleophilic sulfur atom is smaller on going from the initial state to the transition
state in methanol than it is in DMF. Therefore, S–Ca bond formation must be much
less complete (the S–Ca bond is longer) in the transition state in methanol.

It is interesting to consider why the more ionic transition state is found in meth-
anol. The earlier transition state in methanol may occur because the SN2 transition
state is solvated primarily at the partially charged sulfur atom (there would be little
or no solvation of the a-carbon and the nitrogen atoms because these charges are
sterically hindered to solvation). As a result, the transition state would be solvated
by hydrogen bonding to the sulfur atom in methanol whereas it is only solvated by a
much weaker ion–dipole interaction in DMF. This means the more ionic transition
state found in methanol would be more stable in the methanol and a less ionic (a
dipolar) transition state would be found in the dipolar aprotic solvent. This suggests
the structure of the transition state depends on its stability in that solvent.

Finally, it is worth noting that the different transition state structures suggested
by the secondary a-deuterium and nitrogen KIEs measured in methanol and in
DMF are consistent with the ‘‘Solvation Rule for SN2 Reactions’’96 which predicts
that the transition state for this Type II SN2 reaction will be very solvent dependent.
Using a combination of theory and experimental results to model the SN2 transition

state

Two different approaches have been used to estimate the structure of the transition
state of a reaction. One of these is to use theory to calculate the transition structure
of the reaction. This approach is limited to the gas phase and the effect of solvent
has either been ignored or handled by crude approximations.33 This is of particular
concern for reactions where charges are being formed, delocalized or eliminated in
the transition state, i.e., for SN2 reactions. The other method of estimating transition
state structure is by measuring and interpreting experimental KIEs. While this has
the advantage that the data comes from the reaction where it occurs; i.e., in solution,
interpreting KIEs have largely been done using qualitative relationships and there is
no proof that this approach leads to the correct structure for the transition state of
the reaction. One important study has compared these two approaches to deter-
mining transition state structure; i.e., compared the transition structures predicted
by theory and by interpreting experimental KIEs. In this exhaustive study,33 six
different KIEs (Table 24) were measured for the simple SN2 reaction between cy-
anide ion and ethyl chloride in DMSO at 301C. The small secondary a-deuterium
KIE indicated that the transition state was tight with either short NC–Ca and/or
Ca–Cl bonds. The very small secondary b-deuterium KIE indicated there was very
little positive charge developed on the a-carbon in the transition state; i.e., that the
transition state was of the constant total bonding type with one or both of the
partial bonds in the transition state short. The large a-carbon KIE was consistent
with an SN2 transition state but does not indicate whether the transition state was



Table 24 The KIEs found for the SN2 reaction between ethyl chloride and cyanide in DMSO
at 301C

KIE Experimental KIE

ðkH=kDÞa�D2
0.99070.004

ðkH=kDÞb�D3
1.01470.003

k35/k37 1.007070.0003
(k11/k14)a 1.2170.02
(k12/k13)Nuc 1.000970.0007
(k14/k15)Nuc 1.000270.0006
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reactant-like, central or product-like.36 The chlorine leaving group KIE was fairly
large at �50% of the theoretical maximum KIE57 so the authors interpreted this
KIE as meaning there was significant Ca–Cl bond rupture in the transition state.
Since the transition state was tight and of the constant bonding type as the sec-
ondary a- and b-deuterium KIEs suggested, it was concluded that the NC–Ca tran-
sition state bond must be short. This conclusion was supported by the small
incoming group cyanide carbon KIE that was smaller (more inverse) than that
measured in the benzyl-chloride–cyanide ion reactions where the NC–Ca bond was
thought to be short.59 As expected, the secondary nitrogen KIE was effectively
1.0000 indicating that there was little or no change in the bonding to the nitrogen on
going to the transition state. Therefore, the best interpretation of the experimental
KIEs using the traditional qualitative approach was that the transition state was
product-like with a short NC–Ca bond and a long Ca–Cl bond.

The second part of this study involved using 42 different levels of theory ranging
from semi-empirical, to Hartree Foch, to post Hartree Foch, to DFT methods to
predict the transition structure and the KIEs for this reaction. A comparison of the
adequacy of 42 different levels of theory for calculating the experimental KIEs for
the ethyl-chloride–cyanide ion SN2 reaction showed that the best results were ob-
tained when B3LYP and B1LYP DFT functionals16 were used in combination with
the aug-cc-pVDZ basis set.17 However, none of the theoretical methods were able to
calculate all six experimental KIEs within the experimental error. More important
was the discovery that while there was considerable variation between the theoretical
methods tested, every method predicted that the transition state was reactant-like
with a long NC–Ca bond and a short Ca–Cl bond. This meant that the transition
state predicted for ethyl-chloride–cyanide ion reaction SN2 reactions by interpreting
experimental KIEs was at odds with the transition state predicted by theoretical
calculations. This study was important because it indicated that one cannot use (i)
interpreting the experimental KIEs or (ii) theory, or (iii) both methods to determine
the correct structure for the transition state structure of even this simple reaction.

Two reasons seemed possible for the different transition structures found by in-
terpreting the experimental KIEs and theory. One was that the experimental KIEs
were measured in solution whereas the theoretical calculations were done for a gas-
phase reaction. A second possibility was that the chlorine leaving group KIE was
interpreted incorrectly. If one could not conclude the Ca–Cl transition state bond is



Table 25 The secondary a-deuterium, the secondary b-deuterium, the a-carbon 11C/14C, the
incoming group carbon 12C/13C, the nucleophile nitrogen and the chlorine leaving group KIEs
found for the SN2 reaction between ethyl chloride and tetrabutylammonium cyanide in an-
hydrous DMSO and THF at 301C

KIE DMSO THF

ðkH=kDÞa�D2
0.99070.004 1.00270.003

ðkH=kDÞb�D3
1.01470.003 1.00370.001

(k11/k14)a 1.20870.019 1.21270.021
(k12/k13)Nuc 1.000970.0007 0.999070.0007
(k14/k15)Nuc 1.000270.0006 1.001470.0003
k35/k37 1.0069970.00026 1.0065970.00012
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long because of the reasonably large chlorine KIE; i.e., if the chlorine KIE of 1.0070
could be for a transition state with either a short or a long Ca–Cl bond, then the
transition state could be reactant-like as theory suggested. These alternatives have
recently been tested.

Unfortunately, it was not possible to measure the KIEs for this SN2 reaction in the
gas phase so one could not determine whether the lack of solvent in the calculations
was responsible for the different transition states predicted by theory in the gas phase
and the experimental KIEs in DMSO, directly. However, the six previously meas-
ured KIEs for the ethyl-chloride–cyanide ion SN2 reaction could be measured in
THF (dielectric constant, e, ¼ 7.397 as compared to DMSO which has an e ¼ 49).97

THF was chosen because (i) it was the least polar solvent in which the reaction
would occur and (ii) would not solvate the anions and transition state significantly
thereby approaching the gas phase (e ¼ 1.0) as closely as one could experimentally;
i.e., the reacting cyanide ion will have changed from being highly solvated in DMSO
to a slightly solvated ion in THF approaching its form in the gas phase. Thus, the
KIEs in THF should be closer to those expected in the gas phase, i.e., from theory.

An examination of the KIEs in Table 25 shows that only three of the KIEs, the
secondary b-deuterium, the incoming group carbon and the chlorine leaving group
KIEs, change significantly when the solvent is changed from DMSO to THF. The
smaller secondary b-deuterium KIE suggests the transition state is tighter in THF
with less positive charge on the a-carbon. The incoming group carbon KIE becomes
inverse on going to THF indicating that NC–Ca bond formation is more advanced
in the THF transition state.59,85 The leaving group chlorine KIE decreases on going
to THF indicating there is less Ca–Cl bond rupture in the transition state in THF.
These changes in the KIE indicate there is a slightly tighter transition state in THF.
The actual change in the NC–Ca and Ca–Cl transition state bonds was estimated by
comparing the observed change in the KIE with the maximum possible change in the
KIE. For the NC–Ca bond, the change in the KIE on going from DMSO to THF is
(0.19/5.3)� 100% or only 3.6%98,99 while the corresponding change in the Ca–Cl
bond is only (0.040/1.90)� 100% or 2.1%.11,100 Thus, the incoming group carbon
and chlorine leaving group KIEs suggest the transition state is only very slightly
tighter in THF. Only the change in the secondary a-deuterium KIE and in the
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nucleophile nitrogen 14N/15N KIE is inconsistent with this interpretation; i.e., the
secondary a-deuterium KIE should be smaller in THF where the transition state is
tighter. Although this KIE is larger (it is normal rather than inverse) in THF than in
DMSO, the KIEs are the same considering the experimental errors in the meas-
urements and it appears that this KIE is not sensitive enough to detect the small
change in transition state structure that occurred when the solvent was changed. The
NC–Ca bond is slightly shorter in THF than in DMSO and since the vibrational
energy of the N�C bond increases in the reaction,101 one would expect that short-
ening the NC–Ca bond in the transition state would also lead to some shortening of
the N�C bond and a smaller, not the larger, secondary nitrogen KIE that is ob-
served in THF. However, the change in the very small nitrogen KIE of 0.1% is only
0.1% and probably does not represent a significant change in the KIE and transition
state structure. Therefore, the best interpretation of the KIEs in the two solvents is
that the both the NC–Ca and the Ca–Cl transition state bonds are very slightly
shorter in THF. This change in transition state structure is expected on going from
the highly polar DMSO (e ¼ 49) to the less solvating THF (e ¼ 7.3)97 since a tighter,
less ionic, transition state would be expected as the solvent’s ability to stabilize the
ionic transition state decreases.

The important discovery, however, was that changing the solvent only causes a
slight tightening of the SN2 transition state but does not cause the large shift re-
quired to change the transition state from product-like in DMSO to reactant-like in
THF even though THF partially bridges the gap between the reaction in DMSO and
the gas phase. Even though the solvation in THF is far from that in the gas phase,102

the great difference in the polarity of the two solvents should show a trend toward
an early transition state if it is mainly the absence of solvent in the gas-phase
calculations that is primarily responsible for the difference in the transition states
predicted by the two methods. Therefore, it is highly unlikely that the absence of
solvent in the gas-phase calculations is responsible for the very different transition
states that were predicted by interpreting the experimental KIEs found in DMSO
and by the gas-phase calculations.

The second possible reason the transition states suggested by interpreting the
experimental KIEs and theory differ was related to the interpretation of the chlorine
leaving group KIE. This possibility was examined by calculating the chlorine KIEs
for the reactions of 25 different nucleophiles with methyl chloride quantum me-
chanically at the B1LYP/aug-cc-pVDZ level of theory.11 The results (Table 1; vide
supra) showed that the magnitude of the chlorine leaving group KIE was not related
to the amount of Ca–Cl bond rupture in the transition state as had been previously
believed. Given this new information, the transition state based on the experimental
KIEs could be reactant-like with a long NC–Ca and a short Ca–Cl bond as theory
predicted. Certainly, the experimental a-deuterium, the b-deuterium, the a-carbon,
the nucleophile carbon and the nucleophile nitrogen KIEs are all consistent with a
reactant-like transition state and since the chlorine KIE of 1.0070 could be found for
a reactant-like transition state, there is no good reason to conclude that the tran-
sition state is product-like. Although this does not prove the transition state is
reactant-like, it could be reactant-like resolving the discrepancy between transition
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states predicted by theory and interpreting the experimental KIEs using the tradi-
tional relationships.

While these results do not identify the reason the two methods of determining
transition state structure predict very different transition states for the ethyl
chloride–cyanide ion reaction, they do suggest that theory gives the more accurate
transition state structure for the reaction. The following arguments support this view.

The first reason for suggesting the transition state predicted by theory is correct is
that the difference between the best set of KIEs calculated from the transition
structures and the experimental values,33 although outside experimental error, are
small; i.e., the differences D(KIEcalc – KIEexp) are 0.004 for the secondary a-deu-
terium, 0.009 for the secondary b-deuterium, 0.04 for the a-carbon, 0.008 for the
nucleophile carbon, 0.0001 for the nucleophile nitrogen and 0.0000 leaving group
chlorine KIE. In this regard, it is worth noting that the KIEs calculated by theory
for several other SN2 reactions have been close to the KIEs found experimentally.103

This means theory reproduces the experimental KIEs fairly well. The fact that the
gas-phase calculated transition state and KIEs are in good agreement with the KIEs
found experimentally, suggests that solvent does not affect transition state structure
of this reaction significantly. This obviously supports the results from the
DMSO–THF investigation.

A second result which suggests that the theory gives the better model for the
transition state is that the experimental DHz (18.7 kcalmol�1) for the reaction in
DMSO was very well reproduced using several continuum solvent models.33 For
example, SM5.42/HF/6-31G(d) calculated the DHz exactly, while COSMO/PM3
calculated it within 0.4 kcalmol�1, and several other models gave values that were
within 4 kcalmol�1 of the experimental value. Also, calculations at a different level
by Almerindo and Pliego104 gave the free energy of activation and a transition state
structure in good agreement with those published previously; i.e., the DGz in DMSO
which was within 1.5 kcalmol�1 of the experimental DGz if one uses the experi-
mental DSz33 and the transition state bonds in the best calculated results from the
original study33 and in the Almerindo–Pliego study were 2.341 and 2.156 Å for the
NC–Ca bond and 2.291 and 2.134 Å for the Ca–Cl bond, respectively.

It is worth noting that the very small change in transition state structure found in
the experimental investigation of the ethyl chloride–cyanide ion SN2 reaction is
consistent with the ‘‘Solvation Rule for SN2 Reactions’’96 which predicts that a
change in solvent will not affect the structure of a Type I transition state (where the
nucleophile and leaving group have the same change) significantly. The change in
solvent from DMSO to THF only changes the reacting bond by o4%. It is in-
teresting that the change in solvent had so little effect on the transition state for this
reaction because when the ‘‘Solvation Rule’’ was proposed, it was suggested that
Type I transition states with very different nucleophiles, e.g., the SN2 reaction be-
tween fluoride ion and methyl iodide, might be sensitive to change in solvent. This
was because the solvation of the two nucleophiles in the transition state would be
very different so a change in solvent could result in a very different effect on the
solvation energy of each nucleophile. This would change the relative nucleophilicity
of the nucleophiles and lead to a shift in transition state structure. The cyanide
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ion–ethyl chloride reaction with its very small cyanide ion carbon atom and the, in
comparison, larger and more diffuse charge on the chloride ion in the transition
state might be expected to be susceptible to the change of solvent from DMSO to
THF. However, this is not observed.

Finally, it is worth noting that this lack of change in transition state structure with
a significant change in solvent is supported by theoretical calculations. For instance,
Yamataka and Aida105 showed that changing the solvating water molecules from
three to thirteen for the SN2 reaction between water and methyl chloride and
changing the DG( by 13.5 kcalmol�1 did not change the transition structure sig-
nificantly; i.e., the change in the Ca–O transition state bond was only 0.18 Å while
that in the Ca–Cl transition state bond was only 0.074 Å.This very small change in
transition state structure with the change in solvation is surprising because this is a
Type II (where the charges on the nucleophile and leaving group are different) SN2
reaction where Saunders and coworkers8 and Westaway and Jiang87 found the
transition state was altered significantly by a change in solvent. In another study of
the Type I SN2 reaction between chloride ion and methyl chloride, Mohamed and
Jensen106 found that microsolvation by four water molecules did not affect the
transition state structure significantly although it changed the DGz for the reaction
(the rate constant) by �16 kcalmol�1. Thus, both the experimental results and the
theory suggest that a significant change in solvent does not alter the transition state
structure for a Type I SN2 reaction significantly and gives some assurance that the
results of the above calculations are also correct. It is worth noting that both the
above theoretical results and experimental results suggest that the lack of solvent
modeling is not the reason the transition state structure predicted by theory and by
interpreting the experimental KIEs using the traditional method differ.

Although the recently observed discrepancy between the transition state structure
predicted by theory and by interpreting the experimental KIEs using the traditional
methods appears to favor the transition state structure predicted by theory, it is
worth noting that none of the 39 theoretical methods calculated all six KIEs that
were measured for the ethyl chloride–cyanide ion reaction within the experimental
error. Obviously there is a need for further investigations of the relationship between
observed KIEs and transition state structure.
The effect of enzyme catalysis on transition state structure

An extremely interesting application of KIEs and theory has been elucidating the
effect of enzyme catalysis on the structure of the SN2 transition state. Schowen and
coworkers29,30 measured the secondary a-deuterium and a-carbon 12C/13C KIEs for
the enzyme-catalyzed SN2 methyl transfer reaction between S-adenosylmethionine
(Fig. 18) and 3,4-dihydroxyacetophenone in the presence of the rat-liver enzyme
catechol O-methyltransferase (COMT) at 371C (Fig. 19) and for the closely related,
uncatalyzed SN2 reaction between methoxide ion and S-methyldibenzothiophenium
ion in methanol at 251C (Fig. 20). The near maximum a-carbon KIEs of 1.0970.02
for the enzyme-catalyzed SN2 reaction and 1.0870.01 for the uncatalyzed SN2 re-
action were taken as evidence that both transition states were symmetric. However,



N

N

NH2

N

NO

OH OH

CH2
S

CH2
CH2

CH
-O2C

+H3N

CH3

+

Fig. 18 S-adenosylmethionine.

OH

OH

CH3C

O

OCL3

OH

CH3C

O

+

+ S
CH2

CH2

CL3 S

CH2

CH2

+ COMT

37°C

Fig. 19 The enzyme-catalyzed SN2 methyl transfer reaction between 3,4-dihydroxyacetophe-
none and S-adenosylmethionine in the presence of the rat-liver enzyme COMT. The S-aden-
osylmethionine structure has been abbreviated.

S

SCL3
+

CH3O-

CH3OCL3

+

+

SCL3CH3O
δ− δ+

L= H, D

Fig. 20 The uncatalyzed SN2 reaction between methoxide ion and S-methyldibenzothio-
phenium ion.

K.C. WESTAWAY268



USING KIES TO DETERMINE THE TRANSITION STATES OF SN2 REACTIONS 269
subsequent research36 has shown that these conclusions were not warranted; i.e., the
transition states could be reactant-like, symmetric or product-like, although plots of
the KIEs versus the SN2 transition state structure generated from BEBOVIB-IV
calculations suggested the transition states for both the enzyme-catalyzed and the
enzyme-uncatalyzed reactions are near symmetric but slightly product-like.107

A secondary a-deuterium KIE of 0.8370.05 was found for the enzyme-catalyzed
SN2 methyl transfer reaction while a KIE of 0.97570.02 was found for the closely
related uncatalyzed SN2 reaction.29,30 The much smaller KIE in the enzyme-cataly-
zed reaction was taken as evidence that the transition state is much tighter; i.e., the
S–O distance is significantly shorter in the enzyme-catalyzed SN2 methyl transfer
reaction than in the uncatalyzed SN2 reaction. The BEBOVIB-IV calculations107

suggested the uncatalyzed reactions had a looser transition state with O–Ca and
Ca–S transition state bonds between 0.03 and 0.29 Å longer than those of the
enzymatic reaction.

These results led Schowen and coworkers to suggest that the catalytic effect of the
enzyme arose because it compressed the transition state. This suggestion was initially
supported by Williams ab initio calculations.108 Williams calculated the energies of
the reactants, the encounter complex and the transition states for the SN2 methyl
transfer reaction between methylammonium ion and ammonia. The calculations
showed that the catalytic effect of the enzyme arose because compression of the
transition state by the enzyme is less costly in terms of energy than compression of
the reactant–encounter complex. In fact, the calculations suggest that compression
by the enzyme stabilizes the encounter complex by 15.6 kcalmol�1 and the transition
state by 21.2 kcalmol�1. Thus, the enzyme catalyzes the reaction by reducing the free
energy of activation by 5.6 kcalmol�1. Williams also calculated the free energies of
the reactant–encounter complex and transition state when they were stabilized by
point charges but not compressed. The point charges alone reduced the free energy
of the encounter complex by 38.8 kcalmol�1 and the transition state by
34.7 kcalmol�1. Thus, when there is no compression, the free energy of activation
for the reaction is 4.1 kcalmol�1 greater than that for the compressed (the catalyzed)
reaction. Since the free energy of activation for the SN2 methyl transfer reaction is
only lower when the reactants and transition state are compressed by the enzyme,
the catalytic effect of the enzyme must arise from the compression by the enzyme as
Schowen and coworkers suggested. Once the calculations had shown that the ca-
talysis was caused by compression by the enzyme, Williams went on to demonstrate
the immense effect compression has on the enzyme’s ability to catalyze SN2 reac-
tions. He found that shortening the enzyme cavity for the reaction from 8.00 to
7.55 Å, i.e., compressing the enzyme cavity by only 6%, increased the catalytic
power of the enzyme 3300 times. Finally, it is interesting to speculate on the reason
the compression of the transition state is less costly in terms of energy. This may
occur because it is easier to compress the partial (weak) bonds of the transition state
than the full bonds of the reactants.

Subsequent calculations by Moliner and Williams109 at the HF/6-31G, the HF/6-
31G*, the B3LYP/6-31G and the B3LYP/6-31G* levels of theory tested the com-
pression theory in an elegant study. They calculated the energies and transition
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structures for the methyl transfer SN2 reaction between tetramethylammonium ion
and trimethylamine for both a normal SN2 reaction and for the same reaction
compressed within bicyclic cage structures. They found smaller secondary a-deu-
terium KIEs at the B3LYP level of theory for the cage reactions where the Nu–LG
distances in the transition state were shorter. It is worth noting that in every cal-
culation, the component of the KIE that included the bending vibration contribu-
tion to the KIE was smaller for the reactions with the tighter transition state, i.e.,
with the shorter Nu–LG distance in the transition state. The B3LYP calculations
clearly supported Schowen’s compression theory and his interpretation of the sec-
ondary a-deuterium KIEs.

Other calculations at high levels of theory by Boyd and Wolfe and coworkers110

and by Williams and Ruggiero and coworkers50,111 have argued against Schowen’s
compression theory. In another study, calculations by Williams and coworkers112

have identified several steps in the enzymatic reaction that affect the energetics of the
reaction significantly. Finally, the latest, and most advanced QM/MM calculations
of the enzyme reaction by Williams and Ruggiero113 suggest that the Schowen
theory is correct. In any case, the much smaller secondary a-deuterium KIE found in
the enzyme-catalyzed reaction certainly indicates the enzyme causes a significant
change in the SN2 transition state. However, whether the smaller KIE is due to a
much tighter transition state caused by compression of the enzyme is still an open
question. One other possibility is that the enzyme causes a reduction in the sec-
ondary a-deuterium KIE by sterically hindering the Ca–H(D) bending vibrations by
altering the crowdedness53 of the transition state. How long it will be before the-
oretical calculations can be used with certainty, especially in very complicated sys-
tems such as enzyme-catalyzed reactions, remains to be seen.

In conclusion, KIEs still remain one of the most convincing probes of transition
state structure and reaction mechanism, especially when applied at several positions
in a reaction. Although the recently observed discrepancy33 between the transition
states predicted by theory and the interpretation of the experimental KIEs using the
traditional qualitative relationships is disturbing, and although the need for further
investigations of the relationship between observed KIEs and transition state struc-
ture is obvious, it seems the interplay of theory and experimental results will play an
important role in understanding how KIEs are related to transition state structure
and reaction mechanism for some time to come.
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