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Preface

This book presents an updated account on the status of the computational
modeling of homogeneous catalysis at the beginning of the 21 st century. The
development of new methods and the increase of computer power have
opened up enormously the reliability of the calculations in this field, and a
number of research groups from around the world have seized this
opportunity to expand enormously the range of applications. This text
collects a good part of their work.

The volume is organized in thirteen chapters. The first of them makes a
brief overview of the computational methods available for this field of
chemistry, and each of the other twelve chapters reviews the application of
computational modeling to a particular catalytic process. Their authors are
leading researchers in the field, and because of this, they give the reader a
first hand knowledge on the state of the art.

Much of the material has been certainly published before in scientific
journals, but we think it has been never put together in a volume of this type.
We sincerely find the result impressive, both in terms of quality and
quantity. Without the restrictions of space and content imposed in scientific
journals, the contributors have been able to provide a complete account of
their struggles, and in most cases successes, in the tackling of the problems
of homogeneous catlysis. The contributors were asked to emphasize the
didactic and divulgative aspects in their corresponding chapters, and we
think they have done a very good work in this concern.

The reader will be able to use the book as a reference to what has been
already done, as a how-to guide to what he can do, or as an indicator of what
he can expect to be done by others in the near future. Because of this, it
should be of interest both to established researchers and to interested

xi



xii Preface

graduate students. As for the particular audience, it should be of interest both
for experimental chemists interested in knowing more about the application
of computational chemistry to their field, and for computational chemists
interested in applications to homogeneous catalysis.

We think this book provides a faithful snapshot on what is the status of
the field at this point in time, and we hope that it gives significant clues with
respect to its evolution in the future. There are still important processes that
have not been treated theoretically, and others that escape the current
capabilities, either in terms of computer power or methodogolical
development. We believe nevertheless that the remaining problems will be
solved in due time, and that the future of the computational modeling of
homogeneous catalysis will be a brilliant one, but this, only time will tell.

Bellaterra

Feliu Maseras, Agusti Lledés



Chapter 1

Computational Methods for Homogeneous Catalysis

Feliu Maseras* and Agusti Lled6s*
Unitat de Quimica Fisica, Edifici Cn, Universitat Autonoma de Barcelona, 08193 Bellaterra,
Catalonia, Spain

Abstract: The methods commonly used for the computational modeling of homogeneous
catalysis are briefly reviewed, with emphasis on their accuracy and range of
applicability. Special mention is made to extended Hiickel, Hartree-Fock and
derived methods, density functional theory, molecular mechanics and hybrid
quantum mechanics/molecular mechanics methods.

Keywords: Hartree-Fock, Density functional theory, Extended Hiickel, Molecular
mechanics, Quantum mechanics/molecular mechanics

1. INTRODUCTION

Strictly speaking, is there such a thing as "computational methods for
homogeneous catalysis"? Probably not. But there are a number of the
molecules involved in homogeneous catalysis thak make them definitely
different from, for instance, polypeptides in solution or products of gas-
phase mass spectrometry. And these peculiarities are better described by
some computational approaches than by others. In this chapter we present a
brief overview of these approaches. The goal is not to make a systematic
description of the methods, which can be found elsewhere [1-5], but to
present them in the context of homogeneous catalysis, and to provide the
reader not familiar with theory with a sufficient background for the correct
understanding and interpretation of the results presented in the following
chapters.

Homogeneous catalysis involves transition metal complexes. The
presence of transition metal atoms, with their valence d shells, introduces
serious demands in the type of quantum chemical methods that can be
applied. While methods like Hartree-Fock (HF) and local density functional
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2 Feliu Maseras and Agusti Lledos

theory (DFT) usually give quantitative results for organic molecules, they
provide only a qualitative description in transition metal systems. More
computer demanding methods introducing electronic correlation (within the
HF formalism), or using non local corrections (in the DFT formalism) are a
must if one desires any quantitatively reliable estimation. Homogeneous
catalysts are often bulky systems. Furthermore, it is usually the bulk of
certain regions of the catalyst that is responsible for the most chemically
appealing features of the systems, like enantioselectivy or regioselectivity.
Consideration of large systems poses certainly a serious strain in computer
resources, because the cost scales usually as some power of the number of
electrons. The major computational alternative to quantum mechanics,
molecular mechanics, which is certainly less computer demanding, has the
problem of the scarceness of reliable parametrizations for transition metal
complexes.

Both the requirement of accurate methods and the large size of the
systems make the theoretical study of homogeneous catalysis quite
demanding in terms of computer effort. Only the dramatic increase in
computer power in the last decades has made the quantitative study of these
problems affordable. The expected progress in the near future anounces
nevertheless a bright future for this field.

Homogeneous catalysis is an area of chemistry where computational
modeling can have a substantial impact [6-9]. Reaction cycles are usually
multistep complicated processes, and difficult to characterize experimentally
[10-12]. An efficient catalytic process should proceed fastly and smoothly
and, precisely because of this, the involved intermediates are difficult to
characterize, when possible at all. Computational chemistry can be the only
way to access to a detailed knowledge of the reaction mechanism, which can
be a fundamental piece of information in the optimization and design of new
processes and catalysts.

2. QUALITATIVE CALCULATIONS ON MODEL
SYSTEMS

2.1 Extended Hiickel and other semiempirical methods

The extended Hiickel method [13] is an extension of the traditional
Hiickel method [14] expanding its range of applicability beyond planar
conjugate systems. From a mathematical point of view, it consists simply in
solving the matricial equation 1, where H is the hamiltonian matrix, C are



Computational Methods for Homogeneous Catalysis 3

the molecular orbital coefficients, S the overlap matrix and € a diagonal
matrix containing the orbital energies.

HC=SCe (1)

In the usual formulation of the extended Hiickel method, the elements of
the hamiltonian matrix are computed according to a simple set of arithmetic
rules, and do not depend on the molecular orbitals. In this way, there is no
need for the iterations required by more sophisticated methods, and in
practice the results may be obtained nowadays in a question of seconds for
any reasonably sized complex.

Figure 1. ¢ donation interaction between metal and hydride (left), and n backdonation
interaction metal and carbonyl (right) as computed by the extended Hiickel method.

Despite its simplicity, this method occupies a prominent position in the
history of theoretical transition metal chemistry. It was certainly the first
method to be applied to this type of systems, with the first works in the
1960's, and its use led to many of the ideas that constitute nowadays central
concepts of organometallic chemistry [15]. For instance, those of ¢ donation
and 1t backdonation shown in Figure 1. Extended Hiickel studies were able
to provide a simple explanation to the preferred position of different ligands
in 5-coordinate complexes [16], and were also instrumental in outlining the
essential differences between C-H and H-H activation [17] and in explaining
the nature of dihydrogen complexes [18]. A modification of this method was
also the tool used for the identification of the role of relativistic effects on a
variety of problems [19]. The extended Hiickel method is in fact the base of
the CACAO program [20] where, complemented with a user-friendly
graphical interface, continues to be applied nowadays for qualitative studies
of transition metal chemistry.

The utility of the extended Hiickel method for qualitative analysis must
nevertheless not hide its limitations when quantitative results are desired.
Although it can be of some utility in predicting bond and dihedral angles, it
is unappropriate for the prediction of bond distances or bond energies. As a
result, it cannot be applied to any reaction where bonds are made or broken,
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making its application to catalytic cycles very limited. It is useful in giving a
qualitative picture of bonding interactions in a particular structure, but its
range of applicability stops there. EH calculations are generally used on
model systems, where only the metal center and its immediate environment
are introduced. A further approach to real systems by introducing, for
instance, bulky ligands, would be inefficient because of the inability of the
method to reproduce properly steric repulsions.

The continued success of the extended Hiickel method in transition metal
chemistry, where it was the method of choice until the mid 1980's is surely
related to the problems of other semiempirical methods in this area of
chemistry. While methods like MOPAC [21] or AMI [22] have been
extremely productive in the field of organic chemistry, they have found little
success in transition metal chemistry. These methods are based in equation
2, similar to 1, but with the very significant difference that the Fock matrix F
is computed from the molecular orbitals, in an iterative way, though through
an approximate formula.

FC=SCe 2

These semiempirical methods are significantly more economical than the
more accurate Hartree-Fock method, but they require a parametrization
which is not trivial in the case of transition metal atoms. Some attempts have
been made to introduce d orbitals in the traditional semiempirical methods,
and among these, one can cite MNDO/d [23], ZINDO [24] and PM3(tm)
[25]. The strenghts and weaknesses of these methods in their application to
transition metal complexes are well exemplified in a recent systematic study
on the performance of PM3(tm) on a variety of systems including products
of cyclometallation, molecular dihydrogen complexes and H-BR, ©
complexes of titanium [26]. The performance of PM3(tm) in the study of
these systems is found to range from excellent in the case of dihydrogen
complexes to very poor in the case of H-BR; complexes. Moreover, the
quality of the results for a particular system is very difficult to predict a
priori. As a result, the application of these methods in the field of
homogeneous catalysis appears as quite limited, although they cannot be
neglected as a potential useful tool in specific topics like the evaluation of
relative stability of conformations.

2.2 Hartree-Fock and local density functional theory
The Hartree-Fock (HF) and local density functional theory (local DFT)

methods provide a first level of accurate quantitative approach to a number
of problems in chemistry. Unfortunately, this is seldom the case in
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homogeneous catalysis, where they are more likely to provide only a
qualitative picture.

Hy=Ey (3)

The Hartree-Fock approach derives from the application of a series of
well defined approaches to the time independent Schrddinger equation
(equation 3), which derives from the postulates of quantum mechanics [27].
The result of these approaches is the iterative resolution of equation 2,
presented in the previous subsection, which in this case is solved in an exact
way, without the approximations of semiempirical methods. Although this
involves a significant increase in computational cost, it has the advantage of
not requiring any additional parametrization, and because of this the HF
method can be directly applied to transition metal systems. The lack of
electron correlation associated to this method, and its importance in
transition metal systems, limits however the validity of the numerical results.

The Hartree-Fock method was in any case the method of choice for the
first quantitative calculations related to homogeneous catalysis. It was the
method, for instance, on a study of the bonding between manganese and
hydride in Mn-H, published in 1973 [28]. The first studies on single steps of
catalytic cycles in the early 1980's used the HF method [29]. And it was also
the method applied in the first calculation of a full catalytic cycle, which was
the hydrogenation of olefins with the Wilkinson catalyst in 1987 [30]. The
limitations of the method were nevertheless soon noticed, and already in the
late 1980's, the importance of electron correlation was being recognized
[31]. These approaches will be discussed in detail in the next section.

In any case, these first HF attempts to a quantitative study left an
approach which is still currently in use, namely the use of model systems.
The experimental system is not introduced as such in the calculation because
of its large size, but it is replaced by a smaller system which, hopefully, has
the same electronic properties. The reaction of the Wilkinson catalyst
mentioned above [30, 31] can serve as example. The accepted active species
is Rh(PPh;),Cl, but the calculations were carried out on Rh(PH;),Cl, as
shown in Figure 2. The replacement of the phenyl substituents of the
phosphine ligands by hydrogen atoms is certainly a simplification from the
experimental system, but it represents an enormous saving in terms of
computational time.
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Figure 2. Real Rh(PPh;),Cl active species (left) and the Rh(PH3),Cl model used (right) in the
calculations of the hydrogenation of ethylene by the Wilkinson catalyst [30, 31].

The density functional theory (DFT) [32] represents the major alternative
to methods based on the Hartree-Fock formalism. In DFT, the focus is not in
the wavefunction, but in the electron density. The total energy of an n-
electron system can in all generality be expressed as a summation of four
terms (equation 4). The first three terms, making reference to the non-
interacting kinetic energy, the electron-nucleus Coulomb attraction and the
electron-electron Coulomb repulsion, can be computed in a straightforward
way. The practical problem of this method is the calculation of the fourth
term E., the exchange-correlation term, for which the exact expression is

not known.
Eprr[p]= Tslp] + Exe[p] + Es[p] + Exc[p] C))

A variety of expressions have been proposed for the exchange-correlation
functional. Early works were based on the so called local density
approximation (LDA), where it is assumed that the density can be locally
treated as a uniform electron gas, or equivalently that the density is a slowly
varying function. One of the most commonly used functionals within the
LDA approach is the VWN correlation functional [33], used usually together
with the exact (Slater) exchange functional (SVWN functional). The LDA
approach is quite simple and computationally affordable. In fact, the LDA
approach was used in the first applications of DFT to steps in homogeneous

catalysis [34]. In this concern one can cite the study in 1989 of the migration
of a methyl group from the metal to a carbonyl in CH3Co(CO)s [35], a
process relevant to hydroformylation. This approach was in any case soon
discarded for transition metal chemistry because it underestimates the
exchange energy and it seriously overestimates the correlation energy, with
the result of leading to too large bond energies. As a result, the overall
quality of the results is often not much better than that of the HF method [3].
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Their use in homogeneous catalysis has nowadays a mostly qualitatively
value, being replaced by the more accurate generalized gradient
approximation (GGA), wich will be discussed in the next section.

This survey of theoretical methods for a qualitative description of
homogeneous catalysis would not be complete without a mention to the
Hartree-Fock-Slater, or Xa, method [36]. This approach, which can be
formulated as a variation of the LDA DFT, was well known before the
formal development of density functional theory, and was used as the more
accurate alternative to extended Hiickel in the early days of computational
transition metal chemistry.

The methods described in this section were instrumental in the early
computational modeling of homogeneous catalysis [34, 37], and are in a
number cases the base of more accurate methods described later in this
chapter. In any case, the qualitative accuracy they provide makes them of
little application in present day research, with the only possible exception of
the extended Hiickel approach.

3. QUANTITATIVE CALCULATIONS ON MODEL
SYSTEMS

3.1 Hartree-Fock based methods

One of the more radical approximations introduced in the deduction of
the Hartree-Fock equations 2 from the Schrodinger equation 3 is the
assumption that the wavefunction can be expressed as a single Slater
determinant, an antisymmetrized product of molecular orbitals. This is not
exact, because the correct wavefunction is in fact a linear combination of
Slater determinants, as shown in equation 5, where D; are Slater
determinants and c; are the coefficients indicating their relative weight in the
wavefunction.

Y= > ¢ Dy (5)

The difference between the energy obtained with a single determinant
(HF method) and that obtained by using the combination of all the possible
determinants (full configuration interaction, full CI method) is called the
correlation energy. It so happens that correlation energy is usually very
important in transition metal compounds, and because of this, its
introduction is often mandatory in computational transition metal chemistry.
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There are a variety of methods for improving HF results with the
introduction of electron correlation [27], and the discussion of their technical
details is outside the scope of this chapter. They are in general based in some
truncation of the full expansion defined by equation 5. There is a
methodological distinction between dynamic and non-dynamic correlation
that is however of some relevance for practical applications. Dynamic
correlation can be defined as the energy lowering due to correlating the
motion of the electrons, and is usually well described by methods giving a
large weight to the most stable (HF) Slater determinant, and introducing the
effect of the excited states as a minor perturbation. Non dynamic correlation,
on the other hand, is the energy lowering obtained when adding flexibility to
the wavefunction to account for near-degeneracy effects, and it usually
requires a more ellaborate method [38].

A popular approach for introducing dynamic electron correlation in
transition metal calculations is the use of methods based in the Mgller-
Plesset perturbational scheme [39]. In particular, the second level approach,
the so called MP2 method provides a reasonable quality/price ratio, and has
been extensively used in the modeling of homogeneous catalysis. In fact, it
was the method of choice in the early 1990's [37] before the popularization
of the DFT methods that will be described in next subsection. The MP2
method has been applied to the calculation of a number of catalytic cycles,
like olefin hydrogenation [31] and hydroformylation [40]. The MP2 method
is nowadays still a good alternative for calculations on model systems, and in
favorable cases, it provides geometries within hundredths of A of the correct
values, and energies within few kcal/mol. Other methods for introducing
dynamic correlation, like truncated configuration interaction (truncated CI)
or generalized valence bond (GVB) [41] are less commonly used.

Another standard for quality/price is defined within the coupled cluster
approach. In particular, the CCSD(T) method [42] is nowadays generally
accepted as the most accurate method which can be applied systematically
for systems of a reasonable size. One must nevertheless be aware of the high
computational cost of the method, which is often used only for energy
calculations on geometries optimized with other computational methods.

The treatment of systems where non-dynamic correlation is critical is
quite more complicated from a methodological point of view. As mentioned
above, non-dynamic correlation is associated to the presence of near-
degeneracies in the electronic ground state of the system, which means that
there are Slater determinants with a weight similar to that of the HF solution
in equation 4. The problem of non-dynamic correlation is usually treated
successfully by the CASSCF method [43] for organic systems. This method
introduces with high accuracy the correlation in the orbitals involved in the
near degeneracy, which constitute the so called active space. The problem in
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transition metal chemistry is that dynamic correlation is almost always
necessary, and CASSCF neglects it. As a result, more sophisticated
approaches must be used, among the which one can mention CASPT2 [44].
The use of this type of methods presents two important peculiarities. The
first of them 1is its strong demand in terms of computational effort. The
second inconvenient is the complexity of the setup of the calculation itself.
The choice of the active space has to be made previous to the calculation,
and it is seldom trivial. As a result, catalysts where non-dynamic correlation
is important are still in the limits of what can be nowadays treated.

In summary, HF-based methods for the introduction of electron
correlation constitute one of the two major alternatives for the quantitative
calculation of homogeneous catalysis on model systems. Dynamic
correlation can be well treated, and there is a quite well established hierarchy
of the methods, with the MP2 method being the most used for geometry
optimizations, and CCSD(T) being the main choice for highly accurate
calculations. The treatment of non-dynamic correlation, luckily not always
necessary, is more challenging, though significant progress can be made
with the CASPT2 method.

3.2 Non local density functional theory

If the main limitations of HF theory are overcome by the introduction of
electron correlation, those of density functional theory are expanded by the
use of more accurate functionals. These functionals, that improve the
uniform gas description of the LDA approach, are labeled as non-local or
Generalize Gradient Approximation (GGA).

The GGA functionals are based in the same expression presented above
for LDA functionals in equation 4, and they modify only the form of the
exchange-correlation functional Ex[p]. The GGA functionals are usually
divided in two pans, namely exchange and correlation, and different
expressions have been proposed for each of them. The exchange functionals
which are more used nowadays are probably those labeled as B (or B88) [45]
and Becke3 (or B3) [46], the latter containing a term introducing part of the
HF exact exchange. As for correlation functionals, one should mention those
by Lee, Yang and Parr [47] (labeled as LYP), Perdew [48] (known as P86),
and Perdew and Wang [49] (PW91 or P91). Since the correlation and
exchange functionals are in principle independent, different combinations of
them can be used. For instance, it is common to find BLYP (B exchange,
LYP correlation), BP86 (B exchange, P86 correlation) or B3LYP (B3
exchange, LYP correlation).

GGA DFT theory is extremely succesful in the calculation of medium
size transition metal complexes [4, 34, 50]. As a result, it has been from the
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mid 1990's the method of choice for quantitative calculations of model
systems of complexes involved homogeneous catalysis, complemented in
some cases with single point more accurate CCSD(T) calculations on DFT
optimized geometries. There are many examples of the success of non-local
DFT theory in this field and, in fact, most of the chapters in this volume
constitute good proof of this. GGA DFT competes well in terms of accuracy
with the HF based MP2 method, with results usually close to experiment
within hundredths of A for geometries, and within a few kcal/mol for
energies. Furthermore, DFT is much less demanding in terms of disk space,
and scales better with respect to the size of the system as far as computer
time is concerned.

DFT theory even seems to improve the performance of MP2 in cases
where there is some small contribution of non dynamic correlation. This is
seemingly the case in the BP86 computed first dissociation energies of a
variety of metal carbonyls [51]. For instance, in the case of Cr(CO)6, the
BP86 value is 192 kJ/mol, in exact (probably fortuitous) agreement with the
(computationally most accurate) CCSD(T) value of 192 kJ/mol, but also
reasonably close to the experimental value of 154+8 kJ/mol. In this case, the
GGA DFT result improves clearly the local DFT SVWN value of 260
kJ/mol, and the MP2 result, wich is 243 kJ/mol. Comparable results can be
found for the optimization of the Os-O distance in OsO4 [52], which is
relevant concerning olefin dihydroxylation.

On the other hand, it is found that DFT functionals currently available
usually describe more poorly than MP2 the weak interactions due to
dispersion, the so called van der Waals type interactions [53].

In any case, we consider that nowadays the only remaining disadvantage
of DFT with respect to HF based methods has a conceptual origin. Within
the Hartree-Fock framework there is a quite well defined hierarchy of
methods, which define in a reliable way what one should do to improve a
given result, whether if it is by including dynamic correlation or non-
dynamic correlation. Within the DFT theory, one has only a list of
functionals, the relative qualities of the which are mostly known from
experience, and whose relative performance in front of a particular problem
is sometimes difficult to predict. As a result, DFT offers an optimal
quality/price ratio for systems that behave "properly”, but it struggles badly
when trying either to obtain highly accurate results or to deal with
electronically complicated cases. In this latter cases, one has to resort to the
usually more computationally demanding HF based methods. Because of
this, we consider that these two general approaches to quantitative
calculation of model systems in homogeneous catalysis are nowadays
complementary, and will continue to coexist as useful alternatives at least for
some time.
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4. CALCULATIONS ON REAL SYSTEMS
4.1 Molecular mechanics

The previous section has described how one can compute accurately a
system of about 30 atoms including one transition metal. The problem is, as
mentioned above, that these are usually not the real catalysts, but model
systems where the bulky substituents have been replaced by hydrogen atoms.
Calculations on model systems are usually at least indicative of the nature
and the energy barriers of the steps involved in a catalytic cycle, but they are
often unable to provide information on some of the most interesting features,
namely enantioselectivity and regioselectivity. The reason for this failure is
simply that selectivity is often associated to the presence of the bulky
substituents which are deleted when defining the model system.

Figure 3. Schematic representation of the transition states for dihydroxylation of olefins
catalyzed by the experimentally used OsO4DHQDZ) complex (left) and its simplified
computational model OsO4(NH,) (right).

The correlation between bulky substituents and stereoselectivity is
graphically shown in Figure 3, depicting the possible transition states in the
dihydroxylation of a monosubstituted olefin by osmium tetroxide
derivatives. This reaction is known to be selective [54], and the selectivity
depends on whether the olefin substituent takes a position of type A or B in
the transition state. The problem with calculations on a model system where
the bulky base is replaced by NH; is that the positions A and B are
completely symmetrical, and thus, they yield the same energy. In other
words, the reaction would not be selective with this model system.

One of the main answers that computational chemistry has for the
introduction of hundreds of atoms in a calculation is the use of molecular
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mechanics (MM) [55, 56]. Molecular mechanics is a simple "ball-and-
spring" model for molecular structure. Atoms (balls) are connected by
springs (bonds), which can be stretched or compressed with a certain energy
cost. The energy expression for molecular mechanics has a form of the type
shown in equation 6, where each term is a summation extended to all atoms
involved.

E= Estrctch + Ebend + Etors + EvdW + Eelectmsmtic + other terms (6)

The size of the atoms and the rigidity of the bonds, bond angles, torsions,
etc. are determined empirically, that is, they are chosen to reproduce
experimental data. Electrons are not part of the MM description, and as a
result, several key chemical phenomena cannot be reproduced by this
method. Nevertheless, MM methods are orders of magnitude cheaper from a
computational point of view than quantum mechanical (QM) methods, and
because of this, they have found a preferential position in a number of areas
of computational chemistry, like conformational analysis of organic
compounds or molecular dynamics.

The application of molecular mechanics to transition metal systems is not
as straightforward as in the case of organic systems because of the much
larger variety of elements and atom types and the relative scarcity of
experimental data to which parameters can be adjusted. Significant progress
has been made in recent years [56-61], though its application to reaction
mechanisms remains seriously complicated by the difficulty in describing
changes in the coordination environment of the metal, and in locating
transition states.

Despite their limitations, MM methods have been applied to
homogeneous catalysis, and a recent review collects more than 80
publications on the topic [61]. The fact is that, before the relatively recent
appearance of quantum mechanics / molecular mechanics (QM/MM)
methods, described in the next subsection, MM methods were the only
available tool for the introduction the real ligands in the calculations. The
two reactions that have probably received more attention from pure MM
calculations are enantioselective olefin hydrogenation [62-64] and
homogeneous Ziegler-Natta olefin polymerization [65-67], the first studies
dating from the late 1980's. The problem of the structure around the
transition metal was solved by taking the results of QM calculations on
model systems or by choosing structures from X-ray diffraction.

We consider that the application of standard force fields to homogeneous
catalysis continues nowadays to be useful for preliminary qualitative
descriptions, but that for a more quantitative description within the MM
method one must necessarily go to the design of a specific force field for a
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given catalytic process, the so called "QM-guided molecular mechanics"
(Q2MM) [68]. In this approach, a specific force field is defined for a
particular reaction, using all available data from experiment and data
obtained from accurate QM calculations of minima and transition states. The
definition and testing of the parameters is usually quite time consuming, but
once the process is done for a particular reaction, the effect of small
variations in catalyst or substrate can be computed with a very low
computational cost. This quite recent method has been applied succesfully to
processes of asymmetric synthesis [69] and catalysis, in the case of
dihydroxylation [70].

4.2 Quantum mechanics / molecular mechanics

The description of pure quantum mechanics (QM) methods presented in
Section 3 has shown how in most cases they provide an accurate description
of the electronic subtleties involved at the transition metal center of a
catalytic process, but that they are unable to introduce the whole bulk of the
catalyst substituents, which can be critical for selectivity issues. The
description of pure molecular mechanics (MM) methods presented in
subsection 4.1 has shown how these methods can easily introduce the steric
bulk of the substituents, and accurately describe their steric interactions, but
that they struggle badly when trying to describe properly the transition metal
center and its immediate environment. The logical solution to this
complementary limitations is to divide the chemical system in two regions,
and to use a different description for each of them, QM for the metal and its
environment, MM for the rest of the system. This is precisely the basic idea
of hybrid quantum mechanics / molecular mechanics (QM/MM) methods.

Ew QM,MM)= Equ(QM) + Exu(MM) + Einieraction(QM/MM) Q)

In QM/MM methods, the total energy of a chemical system can be
expressed as shown in equation 7, where the labels in parentheses make
reference to the region, and those in subscript to the computational method.
The total energy is thus the addition of three terms, the first one describing at
a QM level the interactions within the QM region, the second one describing
at an MM level the interactions within the MM region and the third one
describing the interactions between the QM and the MM regions. The
detailed form of this third term is not defined a priori, although it will be in
principle composed of a QM and an MM description, as shown in equation
8, where the Equ(QM/MM) term can be roughly related to electronic effects
and the Eym(QM/MM) term to steric effects [71]. The particular definition
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of each of the two terms in equation 8 gives rise to the variety of QM/MM
methods available.

Einteraction(QM/MM)= Equ(QM/MM) + Ex(QM/MM) ®)

QM/MM methods have been around for some time in computational
chemistry [72-74], with the first proposal of this approach being made
already in the 1970's. The initial applications throughout the 1980's and the
early 1990's were mostly concerned with the introduction of solvent effects,
with a special focus on biochemical problems. The solvent is usually in the
MM region, and its electronic effect on the QM region is often described by
placing point charges. A lot of effort has been invested in the development
of methods with a proper definition of these charges and their placement.
The handling of covalent bonds across the QM/MM partition within this
approach is not trivial [75], but these methods have reached a state of
maturity which makes them quite widespread nowadays in computational
biochemistry [76, 77].

The situation for transition metal chemistry has been somehow different,
because, while the description of the electronic effects from the MM region
may not be that important, the handling of covalent connections between the
QM and MM regions is critical. The methods most succesful in handling this
situation have been the closely related IMOMM [78] and ONIOM [79], the
latter being actually a modification of the former. These schemes provide a
computationally economical and methodologically robust method to
introduce the steric effects of the MM region in the calculation, allowing the
straightforward geometry optimization of both minima and transition states.
The total cost of the calculation is only slightly larger than the corresponding
QM calculation for the QM region. The downside of these methods is that in
principle they neglect the electronic effects of the MM region on the QM
atoms. Even this limitation can nevertheless be used advantageously to
facilitate the analysis of the results [80].

Despite their relatively recent appearance in 1995, the IMOMM and
ONIOM methods have been extremely productive in the computational
modeling of homogeneous catalysis [81]. Not surprisingly, the have found
the most succesful applications in cases where regioselectivity and
enantioselectivity are critical. Among the reactions succesfully studied with
the IMOMM and ONIOM methods, one can mention olefin dihydroxylation
[82], homogeneous olefin polymerization by early [83] and late [84, 85]
transition metal complexes, olefin hydrogenation [86], addition of
diethylzinc to aldehydes [87] and hydroformylation [88]. A number of these
applications are presented in detail in the remaining chapters of this book,
and because of this they will not be discussed here.
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Figure 4 presents the partition between the QM and MM regions in a
typical QM/MM calculation, this one in particular from a theoretical study
on hydroformylation [88]. The QM region is described by
HRh(CO)(PH;)>(CH,=CHCH3), including capping hydrogen atoms for the
connections with the MM region. The rest of the system, consisting of most
of the bulky benzoxantphos ligand, constitutes the MM region. The accurate
description of the metal and its attached atoms, and the steric effects of the
chelating phosphine are in this way introduced in the calculation, which
predicts correctly the experimentally observed regioselectivity leading to the
linear product. An interesting additional conclusion of this result is that the
electronic effects of the phosphine substituents are not critical for selectivity.

Figure 4. QM/MM partition used in the IMOMM calculation of one of the possible transition
states of the insertion of propene into the Rh-H bond of HRh(CO)(benzoxantphos) {88).The
QM atoms are shown as "balls and sticks", and the MM atoms are shown as "tube".

Hybrid quantum mechanics / molecular mechanics methods are
nowadays a well established method for the computational modeling of
homogeneous catalysis, being a very efficient option for the introduction of
both the accurate calculation of electronic effects at the metal center and the
steric effects associated to the presence of bulky ligands. The recent
application of the methods in the field leaves still some margin for
methodological improvement. Furthermore, QM/MM methods will also take
advantage of any methodological progress in both pure QM and MM
approaches. The application of these methods in homogeneous catalysis
should therefore increase in the near future.
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5. CHALLENGES AHEAD

The content of this chapter so far has emphasized the successes of
computational chemistry in the study of homogeneous catalysis. This is not
by accident, because we intended to give the reader an idea of what can
currently be done. From its reading, one could however get the wrong
impression that everything is already solved from a methodological point of
view, and that the only work left is the application of these methods to
practical experimental problems. This is certainly not the case. This section
collects some of the problems that still remain a challenge for computational
chemistry, with special attention to what progress is currently being made.

First we will discuss the aspects related to the electronic description of
the metal center and its immediate environment. The first problem which
must be mentioned in this concern, and that has been already discussed
above, is that of non dynamic correlation [38]. Non dynamic correlation
appears associated to near degeneracy, that is, the presence of excited
electronic state states very close in energy to the ground state. The treatment
of this situations is still a challenge for theoretical methods, with the best
choice being probably now the computationally demanding HF-based
CASPT2 method [44]. The presence of important non dynamic correlation is
not a rarity in homogeneous catalysis, and it is usually present whenever a
metal-metal bond exists in a polynuclear complex.

A second problem in the electronic description of the reaction center is
the presence of different spin states in the catalytic cycle, with the system
changing between them in what is labeled as spin crossing [89]. In order to
properly reproduce the crossing of two states one needs to start from a fairly
accurate knowledge on the potential hypersurface of both of them, which in
turn requires a good description of excited states, which is by no means easy.
Research is currently active in the development of methods which can
accomplish a good description of excited states in medium size transition
metal complexes, the best current alternatives being probably CASPT2 [44]
and time-dependent DFT (TDDFT) [90]. After one has a reasonable
description of the two surfaces, its crossing must be explored both from the
point of view of the distribution of nuclei and of the spin-orbit coupling of
the electronic wavefunctions [91]. Spin crossing has not yet an easy solution
from a computational point of view, but it has been explored theoretically for
some catalytic processes [92, 93].

Apart from the solving of particularly complicated problems,
methological development is also involving intense efforts in the direction of
improving the performance of the available computational methods. This has
an obvious impact in computational chemistry by allowing the study of
larger and larger systems. Two particularly fruitful approaches in this
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concern are the use of pseudospectral methods [94] and of planar waves [95]
within the DFT formalism.

The proper treatment of the electronic subtleties at the metal center is not
the only challenge for computational modeling of homogeneous catalysis. So
far in this chapter we have focused exclusively in the energy variation of the
catalyst/substrate complex throughout the catalytic cycle. This would be an
exact model of reality if reactions were carried out in gas phase and at 0 K.
Since this is conspicously not the common case, there is a whole area of
improvement consisting in introducing environment and temperature effects.

Reaction rates are macroscopic averages of the number of microscopical
molecules that pass from the reactant to the product valley in the potential
hypersurface. An estimation of this rate can be obtained from the energy of
the highest point in the reaction path, the transition state. This approach will
however fail when the reaction proceeds without an enthalpic barrier or
when there are many low frequency modes. The study of these cases will
require the analysis of the trajectory of the molecule on the potential
hypersurface. This idea constitutes the basis of molecular dynamics (MD)
[96]. Molecular dynamics were traditionally too computationally demanding
for transition metal complexes, but things seem now to be changing with the
use of the Car-Parrinello (CP) method [97]. This approach has in fact been
already succesfully applied to the study of the catalyzed polymerization of
olefins [98].

Homogeneous catalysis takes place usually in solution, and the nature of
the solvent can seriously affect its outcome. There are two main approaches
to the introduction of solvent effects in computational chemistry: continuum
models and explicit solvent models [99]. Continuum models consider the
solute inside a cavity within a polarizable continuum. They are quite
succesful in capturing the essential qualitative aspects of solvation, but they
have the big disavantage of neglecting any specific intermolecular
interaction. The most popular continuum model is probably the polarizable
continuum model (PCM) [100]. Explicit solvent models are formally
simpler, because they consist in introducing the solvent molecules together
with those of the solute. The problem is that because of the size of the
system they have to use at the same time both QM/MM and MD, and the
methods are not yet completely fit, though significant progress is being made
[101].

There are therefore quite a few methodological challenges remaining for
the computational modeling of homogeneous catalysis. This must prompt
theoreticians to sharpen their tools and interested experimentalists to keep an
eye on the development of new methods.
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6. CONCLUSIONS AND PERSPECTIVES

Recent progress in computer power and methodological algorithms has
taken computational modeling to a level where it can make a valuable
contribution to the understanding and improvement of the mechanisms
operating in homogeneous catalysis. The standard and widespread non-local
density functionals allow the calculation of all intermediates and transition
states for most catalytic cycles with errors in energy barriers in the range of
few kcal/mol. Higher accuracy can be obtained through single point
calculations with the CCSD(T) method. The steric effect of bulky ligands is
introduced in the calculation through hybrid quantum mechanics / molecular
mechanics methods, leading to reliable quantitative predictions on the
regioselectivity and enantioselectivity of the processes. Progress is also been
made in the development of new methods to tackle reactions where these
approaches fail, like those involving spin crossover or those without
enthalpic barrier.

The tools are thus available for the computational elucidation of the
mechanism of catalytic cycles. The only remaining question is whether this
mechanistic knowledge is still necessary. Certainly, the highly efficient
automation of tests provided by combinatorial chemistry [102] allows
catalyst optimization without such mechanistic information. We believe
however that the detailed knowledge of reaction mechanisms will continue
to be, at least in selected cases, a valuable tool for the design of new and
more efficient catalysts, and that computational modeling has become an
extremely powerful tool to gain this knowledge.
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Chapter 2

Olefin Polymerization by Early Transition Metal
Catalysts

Luigi Cavallo
Dipartimento di Chimica, Universita di Salerno, Via Salvador Allende, I-84081, Baronissi
(SA) Italy

Abstract: In this contribution we report about the computer modeling of the elementary
steps of the propagation reaction for the polymerization of olefins with
homogeneous catalysts based on early transition metals. Particular attention
will be devoted to biscyclopentadienyl and monocyclopentadienylamido-based
catalysts. Beside the coverage of literature data, the performances of various
pure and hybrid density functional theory (DFT) approaches, and of classical
ab initio Hartree-Fock (HF) and Mgller-Plesset perturbative theory up to the
second order (MP2) will be discussed through a systematic study of ethene
insertion into the Zr-CHj o-bond of the H,8i(Cp).ZrCH;" system. A
comparison with singly and doubly excited coupled clusters single point
calculations with a perturbative inclusion of triple excitations [CCSD(T)] will
be also presented. The effects of the basis set on the insertion barrier will be
discussed with a series of single point MP2 calculations. In the final sections
we report about the origin of the regio- and stereoselectivity in the propene
insertion with biscyclopentadienyl-based catalysts.

Key words:  Olefin polymerization, Ziegler-Natta catalysis

1. INTRODUCTION

Many discoveries changed human life in the last fifty years, and the
polymerization of olefins catalyzed by transition metals certainly can be
considered among them. At first glance, the job requested to polymerization
catalysts seems rather trivial. It consists in the enchainment of monomeric
units by insertion of olefins into Mt—P (P = Polymeric chain) bonds. Despite
its “simplicity” and the amount of work by many research groups both in the
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academy and in the industry, this class of reaction is one of the “hot” topics
in current chemistry.

The two seminal events in the field are the results of the ingenious work
of the Nobel laureates Karl Ziegler and Giulio Natta. Ziegler discovered that
TiCl; activated by AIR; (R = C;H; or another alkyl group) was an effective
catalysts for ethene polymerization in 1953 [1], while Natta and co-workers
discovered the synthesis of stereoregular polymers in 1954, by using similar
catalytic systems [2]. Attempts to provide soluble and chemically more
defined and hence understandable models of the TiCl;-based heterogeneous
polymerization catalysts immediately followed. However, the early catalysts
based on Cp,MtX,/AIRCI; or AlIR; Mt = Ti, Zr; X = Cl or alkyl group; Cp =
cyclopentadienyl) met with limited success [3, 4].

For almost twenty years this field was substantially limited to a
technological development of the heterogeneous catalysts until the
serendipitous discovery of the activating effect of small amounts of water on
the Cp,MtX,/AlMe; system [5] and the subsequent controlled synthesis of
methylalumoxane (MAO) [6], which provided a potent cocatalyst able to
activate group 4 metallocenes (and a large number of other transition metal
complexes, too) towards the polymerization of ethene and virtually any 1-
olefins. The immediate introduction of chiral and stereorigid metallocene-
based catalysts allowed the synthesis of stereoregular polymers [7, 8]. After
thirty years, the efforts of the scientific community succeeded in the
homogeneous “replica” of the heterogeneous catalysts.

The so called “metallocene revolution” paved the route to an impressive
and detailed understanding of, and control over, the mechanistic details of
olefin insertion, chain growth and chain termination processes. The
knowledge at atomic level of many mechanistic details has allowed for a fine
tailoring of the catalysts, and the homogenous catalysts proved to be more
flexible than the heterogeneous ones. It has been possible to tune the
structure of these catalysts to obtain a series of new stereoregular polymers,
in particular of a series of new crystalline syndiotactic polymers, to obtain a
better control of the molecular mass distribution as well as, for copolymers,
a better control of the comonomer composition and distribution, and to
synthesize a new family of low-density polyethylene with long chain
branches.

A main feature of the new homogeneous catalysts is that they can be
"single site", that is they can include all identical catalytic sites. This can be
a great advantage with respect to the heterogeneous catalytic systems, for
which several sites with different characteristics are present. Several aspects
relative to the catalytic behavior ofthese “single site” stereospecific catalysts
have been described in some recent reviews [9-14].
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Although the computer modeling of Ziegler-Natta polymerization
reactions started with the heterogeneous catalytic systems [15-23], the
discovery of the homogeneous catalysts gave to the theoretical community
well-defined systems to work with. Most importantly, many systems are
composed by roughly 20 atoms, and this allowed for studies on “real size”
systems, and not on oversimplified models which are too far from the real
catalysts (as often computational chemists are obliged, to make the systems
treatable). This stimulated cultural exchanges between experimentalists and
theoreticians and, even more importantly, to establish strong connections
between theoreticians and the industry. To date, from a theoretical point of
view, probably this is the most investigated organometallic reaction.

This chapter covers the elementary steps which are relevant to the
polymerization of olefins with group 4 catalysts, and special emphasis is
dedicated to systems with a substituted biscyclopentadienyl-based ligand, or
with a monocyclopentadienylamido-based ligand (the so-called constrained
geometry catalysts, CGC) of Figure 1, since these are the most investigated
(the mono-Cp systems to a less extent) and the ones of possible industrial
relevance.

Figure 1. General structure of group 4 polymerization catalysts. Generic bent bis-Cp
metallocene, part a), generic mono-Cp or constrained geometry catalyst (CGC), part b).

In particular, we will focus on the elementary steps which compose the
propagation reaction. Beside an extensive coverage of literature data, the
performances of various pure and hybrid density functional theory (DFT)
approaches, and of classical ab initio Hartree-Fock (HF) and Mgl ler-Plesset
perturbative theory up to the second order (MP2) will be discussed through a
systematic study of ethene insertion into the Zr—CHj; o-bond of the
H,Si(Cp),ZrCH;" system. A comparison with singly and doubly excited
coupled clusters single point calculations with a perturbative inclusion of
triple excitations [CCSD(T)] will be also presented. The effects of the basis
set on the insertion barrier will be discussed with a series of single point
MP2 calculations.
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Aspects concerning the regio- and stereochemical behavior of these
catalysts in the stereospecific polymerization of propene (or 1-olefins, in
general) will be not discussed in details since these topics are at the center of
several reviews recently published [11, 12, 14, 24, 25]. Nevertheless, in the
final sections we will briefly report about these points.

2. GENERAL CONCEPTS

The most investigated group 4 bis-Cp and mono-Cp based catalysts are
both pseudotetrahedral d° organometallic compounds in which the transition
metal atom, beside the bis-Cp or mono-Cp ligand, bears two ©-ligands
(usually CI" or CHj"). The bis-Cp or mono-Cp ligand remains attached to the
metal during polymerization (for this reason they are also referred to as
“ancillary” or “spectator” ligands) and actually defines the catalyst
performances (activity, molecular weights, stereoselectivity,
regioselectivity). It is well established that the active polymerization species
is an alkyl cation (where the alkyl group is the polymeric growing chain).
Therefore, one or both of the two o-ligands are removed when the active
catalyst is formed.

Figure 2. Contour diagram in the yz plane of the three most important molecular orbitals of
the generic d° bent metallocene Cp,Mt of Cyy symmetry. Solid and dashed lines correspond to
positive and negative contour of the wave function.

All chemical transformations relevant to metal/olefin reactions occur at
the three orbitals in the plane between the two Cp rings or between the Cp
and the N atom in the case of the CGC catalysts. This plane is usually
referred to as the “wedge” or belt of the catalyst. The first detailed analysis
of the electronic structure of group 4 metallocenes, and the implications on
their chemistry, was performed by Lauher and Hoffmann with simple
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Extended Hiickel calculations [26]. The metallocene equatorial belt is in the
yz plane, and the C, axis is along the z axis.

Of the five frontier orbitals, the most important to the following
discussion are the three low-lying la;, b; and 2a, orbitals reported in Figure
2. All three orbitals have significant extent in the yz plane, which
corresponds to the plane defining the equatorial belt of the metallocene. The
b, orbital is chiefly dy, in character, while the two a, orbitals in addition to
contribution from the dy2y2 and d,2 orbitals contain s and p, contributions.
The 1a, orbital resembles a dy2 orbital and is directed along the y axis, while
the 2a, orbital is the highest in energy between the three orbitals, and points
along the z axis. BP86 calculations we performed on the H,Si(Cp),Zr**
fragment confirm this framework.

The mechanism generally accepted for olefin polymerization catalyzed
by group 3 and 4 transition metals is reported in Figure 3, ands it is named
after Cossee [27-29]. It substantially occurs in two steps; i) olefin
coordination to a vacant site; ii) alkyl migration of the ©-coordinated
growing chain to the m-coordinated olefin. Green, Rooney and Brookhart
[30, 31] slightly modified this mechanism with the introduction of a
stabilizing o-agostic interaction which would facilitate the insertion reaction.
The key features of the insertion mechanism are that the active metal center
must have an available coordination site for the incoming monomer, and that
insertion occurs via chain migration to the closest carbon of the olefin

double bond, which undergoes cis opening with formation of the new metal-
carbon and carbon-carbon bonds. Consequently, at the end of the reaction
the new Mt—chain o-bond is on the site previously occupied by the

coordinated monomer molecule.

Figure 3. Modified Cossee mechanism for the polymerization of olefins with early transition
metals. Green, Rooney and Brookhart introduced the presence of the adjuvant c-agostic

interaction in the transition state.

3. THE PROPAGATION REACTION

In the following sections we will focus on geometric and energetic
aspects of the various species which compose the mechanism of Figure 3.
We will start with the species prior olefin coordination (Section 3.1), we will
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then move to the olefin coordination step (Section 3.2), and we will
terminate with the olefin insertion step (Section 3.3).

3.1 Olefin-free species

The position of the Zr—C(growing chain) & bond in the absence of a
further ligand (e.g. counterion, solvent, monomer) is of relevance for this
class of reactions, and several authors investigated it theoretically. As for the
simple model systems of the type CL,TiCH;" and H;TiCH;", calculations
based on classical ab initio [32-36], GVB [37], DFT [34-36] and CCSD(T)
methods [36] suggested an off-axis geometry (see Figure 4), in agreement
with the pioneering EHT analysis of Hoffmann and Lauher [26]. A
systematic study by Ziegler and co-workers on various d® model systems of
the type L;MtCH;™ (n = 0, 1), where Mt is a group 3 or 4 metal atom, and L
is equal to CH3", NH, or OH" [38], suggested an increased preference for
the off-axis conformation as one moves down within a triad. This result was
explained by a reduced steric pressure of the L ligands (which favors the on-
axis geometry) bonded to a big metal at the bottom of the triad. Moreover,
the energy of the 2a; orbital which is responsible for on-axis bonding
increases along the triad, and therefore the preference for the off-axis
geometry is enhanced [38].

Figure 4. Minimum energy geometries of a generic bis-Cp olefin-free system.

When the models include the more representative Cp rings, the results
obtained with different methods are contradictory. In fact, the HF and MP2
calculations on H,Si(Cp),MtCH;" and Cp,MtCH;" (Mt = Ti, Zr, Hf) [33, 35,
39, 40], as well as Car-Parrinello molecular dynamics symulations [41]
suggested that the CH;™ group is oriented along the symmetry axis, although
in the crystalline structure of [1,2-(CH3)2C5H3)]ZZr(CH3)+-CH;B(CsF 53 the
methyl group is clearly off-axis [42]. Morokuma and co-workers suggested
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that the off-axis orientation of the methyl group in the crystalline structure
could be due to the presence of the negative counterion. With the methyl
group off-axis, a better electrostatic interaction between the two charged ions
could be obtained.

On the contrary, the MP2 and DFT calculations of Ahlrichs on the
Cp,TiCH;" system [35], and the DFT calculations of Ziegler on the
Cp,TiCH;" and H,Si(Cp),ZrCH;" systems [43] suggested that the CHj
group is off-axis oriented. The recent analysis of Lanza, Fragala and Marks
indicated that already at the MP2 level, correlation effects favor the presence
of a a-agostic interaction that pushes the Zr—C bond away from the local
symmetry axis. The value of the Cp-Mt-Cp bending angle & is another key
factor that influences the relative stability of the on- and off-axis geometries
[37]. The GVB calculations of Goddard and co-workers showed that the on-
axis geometry is favored by larger a values, due to an increased steric
pressure of the Cp rings on the CHjs™ group, which clearly favors the on-axis
geometry.

Since a systematic study of this point is still missing, we investigated the
performances of different computational approaches through geometry
optimizations of the H,Si(Cp),ZrCH;" species with different pure and hybrid
DFT functionals, and at the HF and MP2 level of theory. The main
geometrical parameters are reported in Table 1.

Table 1. Geometries and energies of the H,Si(Cp),ZrCH;' species. The angle 6 and the a-
agostic interaction are defined in Figure 4. A geometry with a o-agostic interaction was not
found at the HF level.

With the exception of the HF structure, in all cases the Zr—CHj3 bond is
bent away from the local symmetry axis. When this deviation is larger, no
agostic interactions were found, whereas to smaller values of the angle 8 (see
Figure 4) a o-agostic interaction is associated. We always found these two
minimum energy situations. Differently, at the HF level we only found one
structure of minimum energy, with the Zr—CHj bond perfectly aligned to the
symmetry axis, and with no signs of agostic interactions. The pure BPS86,
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BPWO91 and BLYP functionals predict that the angle 0 is larger than 60°,
independently of the presence or not of the agostic interaction, with slightly
smaller values when the a-agostic interaction is present. Differently, the
hybrid BILYP and B3LYP functionals, and the MP2 method predict
substantially smaller values of the angle 8 (roughly 30°) for the ot-agostic
geometry. In all cases, the preferred geometry corresponds, by roughly 1.5
kcal/mol, to the structure with the a-agostic interaction. Finally, single point
CCSD(T) calculations on the B3LYP geometries predict that the two
structures are of substantially the same energy, since the ¢-agostic geometry
is preferred by 0.2 kcal/mol only. These conclusions are in agreement with
all the precedent studies which indicated that whatever geometry is favored,
the potential energy surface for this swing motion of the Zr—C bond in the
equatorial belt of the metallocene is relatively flat.

In the CGC catalysts, where the steric pressure of one of the Cp ligand is
missing, off-axis geometries are more favored. In this case, the HF
calculations of Lanza, Fragala and Marks on the H,Si(Cp)(BuN)Mt(CH;)"
(Mt = Ti, Zr) system indicated that for Ti the preference for the on-axis
geometry is reduced by more than 5 kcal/mol relative to the off-axis
geometry, whereas in case of Zr the on-axis geometry is not a minimum on
the potential energy surface, but a transition state which connects two
symmetrically related off-axis minimum energy situations. This detailed
analysis substantially confirms the previous BP86 studies of Ziegler [44].

As for d° group III metallocenes, Goddard [37], Ziegler [38, 45] and co-
workers found on-axis geometries for the CpaScH [37], Cp2ScCH; [45] and
L,MtCH; [38] (L = CH3, NH,, OH") species. The preferential on-axis
geometry for all the neutral Sc species was ascribed to the higher s orbital
contribution to bonding for group 3 metals with respect to group 4 metals.

As an alkyl group longer than a simple methyl group is G bonded to the
metal atom, the situation is different due to the possible formation of B- and
Y-agostic bonds. With group 4 metallocenes, all authors substantially found a
slightly off-axis geometry in the presence of a B-agostic interaction. The
systematic study of systems of the type LyMtC,Hs™ (n= 0, 1), where Mt is a
group 3 or 4 metal atom, and L is equal to CHs, NH,, OH, performed by
Ziegler and co-workers, showed that the P-agostic bond only weakly
perturbs the potential energy surface, which substantially remains similar to
those present in the systems L,MtCH;"™" [38].

As for the HZSi(Cp)ZZrCH3+ species, to test the performance of different
computational approaches we performed geometry optimizations with
different pure and hybrid DFT functionals, and at the HF and MP2 level of
theory of the HySi(Cp),ZrC,Hs" species. The main geometrical parameters
are reported in Table 2.
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Firstly, the HF and all the DFT methods, either pure or hybrid, predict
that the Zr—C bond almost lies on the local symmetry axis. Differently, in the
MP2 geometry the Zr—C bond is considerably bent away from the local
symmetry axis, since the 8 angle is close to 60°. This result is consistent with
the calculations reported in Table 1 for the H,Si(Cp),ZrCH;" system, where
the MP2 geometry resulted in the largest values of the 8 angle. However, all
the methodologies concord on the presence of a rather strong B-agostic
interaction, since the Zr—H2 distance is in the range 2.10-2.15 A. The BP86

functional results in the stronger agostic interaction (shortest Zr—H2
distance).
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To check for the flatness of the potential energy surface relative to the
swing motion of the Zr—C bond in the equatorial belt of the metallocene, we
performed a geometry optimization at the B3LYP level, with the angle 6
fixed at 61.7°, which is the value it assumes at the MP2 level. The optimized
structure resulted to be only 0.8 kcal/mol higher in energy relative to the



32 Luigi Cavallo

unconstrained B3LYP geometry, which suggests that the Zr-C bond is
almost free to oscillate in the equatorial belt of the catalytic species.

Finally, it is clear that the presence of a ¥- or a 8-agostic bond favor off-
axis geometries, since the on-axis geometry would push the C atom which
participates in the agostic interaction towards the Cp rings. In this respect,
Ziegler calculated that for the CpaZr(n-butyl)” species the angle 8 increases
from 21°to48°andfinallyto56°,asthe agosticinteractionswitches from B
to yand finally to & [46].

3.2 Olefin coordination.

The electronics behind olefin coordination to group 4 cationic L,MtR"
species was studied in details by Marynick, Morokuma and co-workers [33,
47]. Their analysis indicated that olefin coordination is due to in-phase
interactions between the olefin T orbital with metal orbitals corresponding to
the 2a;, mainly, and to one lobe of the b, orbitals of Figure 2. A good
overlap between the olefin T orbital and these metal orbitals is obtained also
when the olefin is rotated by 90°, to assume a geometry in which the C=C
double bond is perpendicular to the equatorial belt of the metallocene. Since
group 4 cations contain d® metals, no back-bonding from the metal to the
olefin  orbital is present. These observations imply a small electronic
barrier to olefin rotation, in agreement with the static ab initio calculations of
Morokuma and co-workers, which calculated a barrier lower than 1 kcal/mol
for olefin rotation in the system CLTiCH3(C;H,)" [33], and with the first
principles molecular dynamics simulation of the Cp,ZrC,Hs(C;Hs)" system
by Ziegler and co-workers [48].

Several authors calculated the olefin uptake energy to olefin-free group 4
bis-Cp and mono-Cp polymerization catalysts. When the alkyl group is the
simple methyl group, olefin coordination usually occurs in a barrierless
fashion, and uptake energies in the range 15-30 kcal/mol (depending on the
particular computational approach and/or metallocene considered) have been
calculated [35, 39, 43, 49]. For neutral d° scandocenes, the interaction
between the olefin and the metallocene is reduced due to the absence of the
favorable electrostatic cation-olefin interaction [43, 50]. As a consequence,
ethene uptake energies have been calculated to be roughly 20 kcal/mol lower
than the corresponding uptake energies for the analogous cationic group 4
system.

Ethene uptake energies in the range 5-10 kcal/mol have been calculated
for group 4 catalysts when alkyl groups longer than methyl are bonded to the
metal atom, and f or y-agostic interactions are present [43, 46, 49]. Also in
these cases the olefin uptake is a barrierless process, unless bulky ligands as
MesCp rings are considered [49]. The substantially lower uptake energy
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values calculated in the presence of alkyl groups longer than methyl are
ascribed to the presence of a B or y-agostic interaction that stabilizes the
olefin-free metallocene.

To examine systematically the performances of different computational
approaches in evaluating geometry and energetics related to the coordination
of olefins to group 4 catalysts, we performed geometry optimizations with
different pure and hybrid DFT functional, and at the HF and MP2 level of
theory, of the H;Si(Cp),ZrCH;3(C,Hy)" complex. The main geometrical
parameters are reported in Table 3. Since two different geometries were
found for the H,Si(Cp),ZrCH;" species, for each methodology we considered
the approach of ethene to the metal atom to both the H,Si(Cp),ZrCH;"
geometries reported in Table 1.

FigureS. Minimum energy geometries of the H,Si(Cp),ZrCH3(C,H,)" system starting from
the olefin-free H,Si(Cp),ZtCH;" species without, part a, and with, part b, a o-agostic
interaction.

As for the olefin-free species, two different geometries can be localized.
The most stable is derived from coordination of the olefin to the a-agostic
olefin-free H,Si(Cp),ZtCH;" species, with the geometry obtained from
ethene coordination to the H,Si(Cp),ZrCH;" without agostic interactions
roughly 1-2 kcal/mol higher in energy, as indicated by the lower ethene
uptake energies. The Zr-H distances and the 8 angle in the structures with a
a-agostic interaction are rather similar, whatever methodological approach is
used. In the structures without agostic interactions, instead, the © angle is
comprised between 50° and 65°, the larger values corresponding to the pure
BP86 and BPW91 functionals. In all cases the olefin is unsymmetrically
coordinated to the metal atom, with the ethene C atom closest to the CHj
group roughly 0.1-0.3 A farther away from the metal atom. The pure BP86
and BPWO91 functionals, and the MP2 geometry show slightly shorter Zr—
C(ethene) distances.
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The HF and all the DFT uptake energies are in the relatively small range
of 18.3-22.9 kcal/mol. The MP2 uptake energy, instead, is remarkably
higher, 30.7 and 32.0 kcal/mol, depending on the particular geometry
considered. In the case of the B3ALYP and MP2 geometries we also evaluated
the influence of the BSSE on the binding energy with the counterpoise
approach of Boys and Bernardi [51]. The BSSE is definitely large, roughly 8
and 13 kcal/mol at the B3LYP and MP2 level, respectively, and strongly
reduces the B3LYP and MP2 uptake energies from roughly 22 and 31
kcal/mol to roughly 14 and 18 kcal/mol, respectively. Interestingly, after
BSSE correction the difference between the B3LYP and MP2 uptake
energies is reduced from 11 to 4 kcal/mol, only. These results indicate that
BSSE corrections must be considered for realistic olefin binding energies.

Table 3. Geometries and ethene uptake energies for the H,Si(Cp),ZrCHy(C,H,)" species.
The angle 8 and the atoms numbering scheme are defined in Figure 6. The B3LYP and
MP2 BSSE corrected uptake energies are reported in parenthesis. In both geometries, the
ethene uptake energy is calculated with respect to the most stable H,Si(Cp),ZrCH,"

geometry.
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Before concluding this section, it has to be reminded that all the above
calculations represent gas-phase processes without solvent and/or counterion
effects, and without unfavorable entropic contributions. Recent studies have
shown that they modify substantially the olefin-coordination energetics.

With regard to solvent effects, for cationic group 4 catalytic systems the
solvent/metallocene  interaction is mainly electrostatic  (as the
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olefin/metallocene interaction). Therefore, it is reasonable to expect similar
solvent and olefin coordination energies. In fact, Rytter and co-workers
calculated that toluene coordinates with one C—C bond to the CpZZrC3H7+
species, and the binding energy of 4 kcal/mol is only 2.5 kcal/mol lower than
the ethene binding energy to the same Zr-catalyst [49], while Cavallo et al.
calculated binding energies around 8-10 kcal/mol for the coordination of
benzene to some bis-Cp and substituted bis-Cp systems [52, 53].

With regard to the presence of the counterion, it has to be considered that
it is the species which coordinates more strongly to the metallocene, due to
its negative charge. Gas-phase heterolytic breakage of the metallocene’-
counterion” ion-pair was calculated to be roughly 70-100 kcal/mol,
depending on the particular ion-pair considered [40, 54]. Solvent effects,
usually accounted for with continuum models, reduce the energy required to
dissociate the ion-pair [54], but still it remains a highly endothermic process.
Thus, several groups started to replace the olefin coordination step, usually
depicted as metallocene” + C,H, — metallocene(C;H,)*, with the reaction
metallocene’/An™ + C,H,; — metallocene(C,H,)"/An” (An™ = counterion).

Fusco and co-workers performed the first simulations of this type, and
showed that ethene coordination to associated ion-pairs of the type
szMtCHf/An_ (Al’l_ = Clel(CH3)2_ or C]zAl[O(AlMC;)AlMGH]z_ as model
for MAO) to give rise to olefin-coordinated species with the olefin
sandwiched between the metallocene and the counterion is an endothermic
process of roughly 10 kcal/mol [55, 56]. Very similar conclusions were
obtained by Ziegler and co-workers, which modeled ethene and toluene (as
solvent) coordination to the szTiCHf/An_, Cth(CH;)f/An‘ and
H,Si(Cp)(NH)TiCH;"/An™ systems (An~ = u-CHj coordinated CH3B(C4Fs)3)
[54].

Lanza, Fragala and Marks modeled coordination of ethene to the CGC
H,Si(Cp)(‘BuN)TiCH;"/An™ system (An~ = CH;B(C¢Fs); u-CHj~ coordinated
to the Ti atom) from the side opposite to the counterion through MP2 single
point energetics on the HF optimized geometries [57]. Their calculations
clearly indicated that the olefin-bound intermediate is only a shallow
minimum energy situation. Along this line, Ziegler and co-workers
performed static and dynamic BP86 simulations of the ethene insertion into
the CpZZrZCH5+/CH3B(C6F s)3 ion-pair, and found that olefin coordination
occurs with a large barrier [58].

Finally, the uptake energy values only represent a contribution to the total
free energy of coordination. In fact, an always unfavorable uptake entropy
has to be accounted for. Although few experimental data are available, it is
reasonable to assume that the —7AS contribution to the free energy of olefin
coordination to group 4 metallocenes at room temperature is close to the 10
kcal/mol value observed at 300 K for Ni and Pd compounds [59]. The few
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computational data also suggest a —TAS contribution close to 10 kcal/mol
[38, 60]. As a consequence, olefin uptake energies higher than 10 kcal/mol
are required to form stable olefin complexes in the gas-phase.

Whether the metal-olefin complex is a real chemical species, or the olefin
undergoes direct insertion into the metal-carbon bond has been a matter of
debate for many years. However, some experimental studies of the last years
established that such species do exist [61-64], although as transient species.
Moderately stable olefin adducts have been obtained when the olefin is
tethered to the metal [61-66] or to the Cp ligands [67]. The experimental AG*
values for metal olefin dissociation are close to 10 kcal/mol [64, 65, 67].
Probably, the presence of the tether reduces strongly the entropy gain that
favors the olefin dissociation, inducing the so-called “chelation effect”.
Upper bounds to the olefin uptake energy can be obtained by measurements
of the T—6—m processes in fluxional allyl derivatives of group 3 [68] and
group 4 [69] metallocenes. Again, AG* values close to 10 kcal/mol were
observed. Very recent NMR experiments of Casey and co-workers on
propene  coordination/dissociation ~ from  the  neutral group 3
(CsMes)Y,CH,CH,CH(CH3), system resulted in the rather lower propene
binding AH® of 5 kcal/mol [70].

33 Insertion.

The insertion reaction of a coordinated olefin into the Mt—C o-bond,
where Mt is a group 4 metallocene, or a model of it, has been the subject of
several theoretical studies [26, 32-36, 39-41, 43, 46, 47, 49, 71]. All authors
agree that the insertion reaction occurs through a slipping of the olefin
towards the first C atom of the growing chain, and that the four centers
transition state assumes an almost planar geometry. For a model based on the
analogous group 3 Cp;ScCHj system, the transition state is only slightly
more advanced relative to the one for the cationic zirconocene [43,50].

The electronics behind the insertion reaction is generally explained in
terms of a simple three-orbitals four-electrons scheme. Hoffmann and
Lauher early recognized that this is an easy reaction for d° complexes, and
the relevant role played by the olefin T orbital in determining the insertion
barrier [26]. According to them, the empty 7 orbital of the olefin can
stabilize high energy occupied d orbitals of the metal in the olefin complex,
but this stabilization is lost as the insertion reaction approaches the transition
state. The net effect is an energy increase of the metal d orbitals involved in
the d-7" back-donation to the olefin & orbital. Since for d° systems this
back-donation does not occur, d® systems were predicted to be barrierless,
whereas a substantial barrier was predicted for d* (n > 0) systems [26].
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A similar picture was suggested by the DFT calculations of Ziegler and
co-workers [72]. In agreement with Hoffmann and Lauher, for d° systems
the lowest unoccupied molecular orbital (LUMO) of the olefin complex (see
Figure 7) chiefly corresponds to a bonding d-n" metal-olefin interaction. In
the transition state, the occupied sp3 orbital of the first C atom of the
growing chain (the one bonded to the metal) and the occupied ® orbital of
the olefin form an energetically unfavorable bonding/antibonding
combination, with the latter corresponding to the highest occupied molecular
orbital (HOMO). If the empty n orbital of the olefin mixes in, the
antibonding character of the HOMO is transformed in a substantially more
stable nonbonding HOMO, while the energy of the LUMO rises due to the
= mixing. Again, for d’ systems the insertion reaction is substantially
barrierless —since the LUMO energy does not contribute to the total energy—,
whereas for d" (n > 0) systems it is not, since for these systems the HOMO
corresponds to the high energy LUMO of d° systems.

Figure 7. Molecular orbitals diagram of the mixing process involved in the insertion of ethene
into a Mt-C(alkyl) bond for a generic d° neutral group 3 or cationic group 4 catalyst.

To quantify this point, Ziegler and co-workers compared the insertion
barrier for ethene insertion into the cationic d®° Cp,TiC,Hs" and neutral d'
Cp,TiC,H; systems. The insertion barrier for the neutral d' system is roughly
20 times higher than the insertion barrier for the cationic d system [72].
Finally, it is worth noting that Hoffmann and Ziegler predicted that d' and d
complexes can be suitable polymerization catalysts if other ligands can
accept the d electrons in orbitals orthogonal to the 7t olefin orbital —which
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corresponds to a reduction of the relevance of the d-n’ interaction— [26, 72],
while Ziegler also noted that if the occupied metal d orbitals are lower in
energy, e.g. for late transition metals, the destabilization due to the
disruption of the metal to olefin T orbital back-donation is smaller, and
hence low insertion barriers are again possible [72].

The presence of a favorable a-agostic interaction which stabilize the
transition state is another point of convergence between various authors [32-
36, 39, 46, 49, 50, 73, 74]. Before continuing, it is worth noting that a short
Zr-H(o) distance (indicative of a a-agostic interaction) is almost inevitable
as the sp® orbital of the C atom of the growing chain bonded to Zr tilts away
from the Zr—C axis to be oriented towards the closest C atom of the olefin,
giving rise to the bonding interactions with the olefin itself. According to
Janiak, the o-agostic stabilization becomes important through an increase in
electron deficiency of the metal, that switches from a formally 16e™ Zr in the
olefin-coordinated reactant, to the formally 14e” Zr in the insertion product
[73]. Similar ideas were developed by Grubbs and Coates, who also made a
nice relationship between the hyperconjugative stabilization by B-hydrogen
atoms of substrate undergoing nucleophilic substitution reactions in organic
chemistry, and the agostic stabilization by a-hydrogen atoms in Ziegler-
Natta catalysis [75].

Regarding the height of the insertion barrier, the situation is much more
controversial, since pure density functionals and some MP2 calculations
suggest that this a barrierless reaction, or it occurs with a negligible barrier.
HF, hybrid density functionals and several post-HF calculations, instead,
suggest a barrier in the range of 5-10 kcal/mol, roughly.

For instance, the static BP86 calculations of Ziegler and co-workers on
the reaction of ethene with the Cp,ZrCHs" system predicts a barrier of 0.8
kcal/mol [50], whereas the reaction with the Cp,ZrCH,CH;" system occurs
with the negligible barrier of 0.2 kcal/mol [46]. Ahlrichs and co-workers
investigated the Cp,TiCH3(C;H,)™ system and found a considerable energy
barrier and a transition state only without inclusion of electron correlation
[35]. At the MP2 level, they found that the insertion reaction occurs on a
very flat, downhill potential energy surface. However, the basis set they used
(193 basis functions) was not particularly extended, and this can influence
the MP2 energetics. When group 3 metals are considered, the situation is
rather similar, since for ethene insertion on Cp,ScCHs, the static DFT
calculations of Ziegler and co-workers predicted almost negligible insertion
barriers, < 3 kcal/mol [43, 50]. For the insertion reactions C,Hs +
HZSi(Cp)thCH3+ (Mt = Ti, Zr, Hf) Morokuma, and co-workers performed
calculations at different levels of ab initio theory [39]. Their best estimate
for the insertion barrier was 6.7 kcal/mol at the RQCISD level of theory.
However, they also reported that the predicted barrier sensibly depends on
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the particular level of theory, and that larger basis sets were needed for
accurate RQCISD calculations. Lanza and Fragala investigated the
CpMtCH3(C;Hs)" (Mt = Ti and Zr) at the HF level with single point MP2
and CCSD calculations on the HF geometries. They found HF insertion
barriers close to 20 kcal/mol for both metals, while the single point MP2 and
CCSD insertion barriers are equal to 2.4 and 9.9 kcal/mol for Ti, and equal
to 8.0 and 11.7 kcal/mol for Zr, respectively. However, for the Ti system
they also calculated an insertion barrier of 1.2 kcal/mol if the geometry
optimizations were performed at the MP2 level, and polarization functions
were included on the C and H atoms [40].

First principles molecular dynamics simulations also resulted in
processes with low free energy barriers. Meier and co-workers investigated
ethene insertion on the H,Si(Cp),TiCH;" system with the Car-Parrinello
method [41], and the insertion proceeded in a barrierless fashion, while
Ziegler investigated the same reaction with the Cp,ZrC;Hs" system and a 5
kcal/mol free energy barrier was predicted. However, they also warned that
quite longer simulation times were needed for quantitative predictions [48].

Figure 8. Transition state for the insertion of ethene with the H,Si(Cp),ZrCH;" system.

Since the situation about the height of the insertion barrier is not so clear,
we performed a systematic comparison of the performances of different
computational approaches in determining insertion barriers and geometries,
with the aim to offer a further contribution to the discussion. The insertion
transition state was located with different pure and hybrid DFT functional,
and at the HF and MP2 level of theory. The main geometrical parameters of
the transition state for the insertion reaction of ethene into the Zr—C bond of
the H,Si(Cp),ZrCHj;" species are reported in Table 4.
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The BP86 and BPW91 transition states occur relatively early, since to
these functionals correspond the longest distances, roughly 2.30 A, for the
emerging C—C bond. The three BnLYP functionals and the MP2 approach
predict that the transition state is reached later, when the emerging C—C bond
is close to 2.17 A. The latest transition state is predicted by the simple HF
theory, at a distance of 2.14 A. As reasonable, to longer C1-C2 distances in
the transition state correspond shorter and longer Zr—C1 and Zr—C3 distances
which correspond to the Zr-C ©-bonds which are going to be broken and
formed, respectively. All the transition states are characterized by the
presence ofa strong ¢-agostic interaction, with Zr—HI distances around 2.14
A. The only exception is represented by the HF transition state which shows
a longer Zr—HI distance, around 2.20 A.

With regard to the insertion barriers, the BP86 and BPWO91 functionals
predict extremely low barrier, around 0.2 kcal/mol only. The BnLYP
functionals predict relatively higher insertion barriers, and the higher is the
amount of HF exchange the higher is the insertion barrier. The HF predicts a
remarkably high and unrealistic barrier (16.3 kcal/mol), in agreement with
previous results [35, 39, 40]. At the MP2 level the insertion barrier is 2.9
kcal/mol, very close to the B3LYP value. The BP86 geometry we calculated
is very similar to that calculated by Ziegler and co-workers for the same
system, although in their geometry optimizations the BP86 gradient
corrections were not included. The barrier to insertion they calculated,
roughly 1 kcal/mol, is slightly larger than the one we predict with the BP86
functional.

In order to investigate the basis set effects on the insertion barrier, single
point MP2 calculations on the MP2/MIDI-SVP geometries are reported in
Table 5.
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Table 5. Post-HF activation barriers for the insertion reaction of ethene into the Zr-CH3
bond of the H,Si(Cp),ZrCH;" species. All the reported insertion barriers were obtained
through single point calculations on the MP2 geometries of Tables 3 and 4
(corresponding to run 3 in this Table). In the valence calculations the 1s orbitals on the C
atoms, the orbitals up to 2p on the Si atom and up to the 3d on the Zr atom where not
included in the active orbitals space. In the full MP2 calculations all occupied orbitals
were correlated.

Firstly, inclusion of polarization functions on the C and H atoms of the
reactive groups (CH;™ and C;H4) reduces considerably the insertion barrier
(compare runs 1 and 2 as well as runs 6 and 7 ) and seems to be mandatory.
Instead, inclusion of polarization functions on the ancillary H,Si(Cp), ligand
has a negligible effect on the calculated insertion barrier (compare runs 2
and 3 as well as runs 7 and 8). Extension of the basis set on the reactive
groups lowers further the insertion barrier (compare runs 7 and 9). Both the
MIDI basis set on Zr, and the SVP basis set on the remaining atoms decrease
the insertion barrier (compare runs 3, 5 and 8). Finally, the extension of the
active orbitals space to include all the occupied orbitals reduces sensibly the
insertion barrier (compare runs 3 and 4).

In Table 5 the insertion barrier at levels of theory higher than MP2 are
also reported (runs 10-13). The MP3 and MP4 insertion barriers are both
remarkably higher than the MP2 barrier. The CCSD insertion barrier also is
quite larger than the MP2 barrier (5.2 kcal/mol above), but the perturbative
inclusion of triple excitations in the couple cluster calculations reduces
considerably the CCSD barrier, which is 8.7 kcal/mol (3.1 kcal/mol above
the MP2 insertion barrier). The insertion barriers reported in Table 5 can be
used to obtain a further approximation of the insertion barrier. In fact, the
CCSD(T) barrier of 8.7 kcal/mol should be lowered by roughly 3 kcal/mol if
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the 6-311G(d,p) basis set would be used on the reacting C and H atoms
(compare runs 7 and 9), and should be lowered by roughly 2 kcal/mol if all
the occupied orbitals would be included in the active orbitals space (compare
runs 3 and 4). When these corrections are added to the CCSD(T) barrier, the
best estimate we obtain amounts to 3—4 kcal/mol roughly, if the LANL2DZ
and 6-31G(d,p) basis sets are considered, and should be lower if the MIDI
and SVP basis sets would be used.

With regards to the mono-Cp CGC catalysts, the BP86 calculations of
Ziegler and co-workers on the H,Si(Cp)(NH)MtCH;" (Mt = Ti, Zr and Hf)
model systems predicted a barrier of 3.8, 5.1 and 5.8 kcal/mol for Ti, Zr and
Hf, respectively [44]. The HF and single points MP2 and CCSD calculations
of Lanza, Fragala and Marks on the H,Si(Cp)(BuN)MtCH;" (Mt = Ti and
Zr) systems resulted in insertion barriers of 18.1, 7.9 and 11.6 kcal/mol for
Ti, and 0of 22.2, 14.6 and 17.0 kcal/mol for Zr, respectively [40]. The authors
remarked that these barriers are certainly overestimated, since inclusion of
polarization functions on the C and H atoms, and geometry optimizations at
the MP2 level reduced the insertion barrier for the Ti system to 3.5 kcal/mol
only, in rather good agreement with the BP86 value of Ziegler.

As for the final state after the insertion step, all authors do agree that the
o-agostic interaction occurring in the transition state evolves into a ‘y-agostic
one. Moreover, the y-agostic is usually predicted to correspond to the kinetic
product that, through a conformational rearrangement of low energy, could
evolve into the thermodynamic B-agostic product [33, 34, 36, 37, 39-41, 46,
71].

When the insertion reaction takes place on models of growing chain
longer than simple methyl groups, reaction path due to different
orientations/rearrangements of the growing chain have to be considered.
Ziegler and co-workers performed static and dynamics DFT calculations for
ethene insertion on Cp,ZrC,Hs™ systems, while Rytter, Ystenes and co-
workers as well as Ruiz-Lopez and co-workers performed DFT calculations
for ethene insertion on the Cp,ZrCsH;" and (MesCp),ZrC;H,;" systems
considering both frontside and backside ethene approach to the catalyst
(corresponding to ethene approach from the C—H agostic bond side, or from
the from Zr—C o&-bond side, respectively) [46, 49, 71]. The frontside
insertion requires a rearrangement of the growing chain from a B-agostic to
an O-agostic orientation. This barrier was predicted to be rather low. Once
the growing chain adopts a o-agostic geometry, the insertion is almost
barrierless according to the BP86 calculations of Ziegler [46], lower than 2.5
kcal/mol and equal to 1.6 kcal/mol according to the BLYP calculations of
Rytter and co-workers [49], and of Ruiz-L.épez and co-workers [71].

As for the backside approach, the insertion can occur without any
particular rearrangement. The activation barrier is about 7 kcal/mol high, and
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is slightly assisted by a B-agostic interaction [46,71]. Stgvneng and Rytter,
and more recently Rytter, Ystenes and co-workers studied the propagation
step on a Yy-agostic growing chain for ethene polymerization on the
Cp,ZrC;H;" system [49, 74]. The last authors investigated the same reaction
path with the analogous (MesCp),ZrCsH;™ system also. They found that
insertion can occur easily also in presence of the y-agostic interaction, with
activation barriers lower than 3 kcal/mol. Finally, Ystenes proposed the so-
called “trigger mechanism” [76]. This mechanism involves a two-monomer
transition state, where the entering of a new monomer unit triggers the
insertion of the already complexed monomer. Specific calculations to
support this model are not available.

A clear experimental estimate of the intrinsic reaction barrier to olefin
insertion is still missing. The NMR analysis of Erker and co-workers
estimated the intrinsic activation barrier for 1-olefin insertion into the Zr—C
bond of the (MeCp).Zr(u-C4He—borate betaine) to be about 10-11 kcal/mol
[69, 77]. Very recent NMR experiments of Casey and co-workers on the
propene insertion into the Y-C o-bond of the neutral group 3
(CsMes)YCH,CH,CH(CHj;), system resulted in a AG* of 11.5 kcal/mol [70].

With regards to the mono-Cp CGC catalysts, the BP86 static and
dynamic calculations of Ziegler and co-workers on the ethene reaction with
the H,Si(Cp)(NH)TiC3;H," system indicated that interconversion between
geometries with different agostic interactions (o, B and ¥y) is rather easy.
Ethene coordination to the preferred y-agostic olefin-free species is likely to
lead to the most stable B-agostic olefin-bound species. The insertion reaction
occurs after a rearrangment of the growing chain from a B-agostic to a o-
agostic geometry. The static energy barrier they calculated for the insertion
reaction is 4.7 kcal/mol, while the dynamic free energy insertion barrier was
estimated to be 5.8 kcal/mol.

All the calculations reported above indicate that the insertion reaction is a
rather easy process, and usually underestimate the experimental apparent
propagation barrier. This led several groups to include solvent and/or
counterion in the computer modeling of the insertion reaction. The aspects
regarding olefin coordination were discussed in Section 3.2 and thus will be
not repeated here. With regard to the insertion reaction, Lanza, Fragala and
Marks modeled the insertion of ethene with the CGC H,Si(Cp)('BuN)TiCH;"
system in the presence of a CH3B(C¢Fs)s  counterion p-coordinated to the Ti
atom through the CH;™ group through MP2 single point energetics on the HF
optimized geometries [57]. Their calculations clearly indicated that the
ethene-bound intermediate is only a shallow minimum energy situation
along the reaction coordinate, when the counterion is considered, and the
insertion barrier raises from 7.9 kcal/mol (gas-phase simulations at the same
level of theory) [40] to roughly 14 kcal/mol in the presence of the counterion
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[57]. Along this line, Ziegler and co-workers performed static and dynamic
BP86 simulations of the ethene insertion into the CpoZr,CHs'/CH3B(CeFs)s
ion-pair [58]. In the olefin-free ion-pair the ethyl group which simulates the
growing chain shows no agostic interactions with the Zr atom. Ethene
coordination occurs from the side opposite to the anion, in agreement with
the simulations of the CGC-catalysts of Lanza et al. After olefin
coordination, which occurs with a large barrier, the insertion step has a low
energy barrier. The overall barrier, from separated reactants to the transition
state, was calculated to be 11.6 kcal/mol, and the largest part of the barrier
was suggested to be related to the olefin complexation [58].

The last results described are a strong indication that any computer
modeling of the activity of early transition metal catalysts for the
polymerization of olefins probably requires the inclusion of the counterion in
the simulations.

4. REGIOSELECTIVITY

The polymerization of 1-olefins introduces the problems of
regioselectivity and stereoselectivity. In this section we will focus on the
origin of the regioselectivity of the insertion reaction (primary vs. secondary
1-propene insertion, see Figure 9), while the origin of the stereoselectivity
will be discussed in the next section.

Before continuing, it has to be noted that the energy difference between
the secondary and primary propene insertion, AErg,, can be considered
composed by two main contributions, electronic and steric. The steric
contribution to AFrg,, due to steric interaction between the monomer, the
growing chain and the ligand skeleton, was modeled successfully through
simple molecular mechanics calculations [78-80], and was reviewed recently
[11,24]. For this reason in the following we will focus only on the electronic
contribution to AEregio.

iy

Figure 9. Representation of primary (regioregular) and secondary (regioirregular) propene
insertions into the Mt—C bond of group 4 polymerization catalysts, parts a and b, respectively.
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Regarding the origin for the electronic preference for primary versus
secondary propene insertion, the ab initio calculations of Morokuma and co-
workers on approximated transition state geometries for primary and
secondary propene insertion into the Ti—methyl G-bond of the system
CL,TiCHs(propene)” indicated that secondary propene insertion was
disfavored by 4.6 kcal/mol relative to primary propene insertion [33]. The
latter is essentially stabilized by favorable electrostatic attraction and less
serious exchange repulsion, in agreement with the experimental results and
the Markovnikov rule of organic chemistry. Their Mulliken analysis on the
transition state for ethene insertion into the Ti—methyl ¢-bond indicated that
the ethene C atom that is going to be bonded to the metal atom is more
negatively charged relatively to the ethene C atom that is going to be bonded
to the methyl group. Thus, they argued that the additional methyl group of
the propene would give a more favorable electrostatic interaction with the C
atom of the olefin closer to the methyl group than to the metal atom. That is,
primary insertion is favored over secondary insertion. Moreover, in the
transition state for the secondary insertion, the propene methyl group is
closer to the additional metal ligands than for primary insertion, causing a
larger exchange repulsion.

To confirm these conclusions with more realistic models, we performed
BP86 calculations on the primary and secondary propene insertion into the
Zr-CH;" o-bond of the H,Si(Cp),ZrCHs(propene)” system. The transition
states for primary and secondary propene insertion are reported in Figure 10.

Firstly, the presence of the methyl group of the propene molecule does
not modify substantially the geometry of the transition state, which remains
substantially planar, and both of them are stabilized by a strong a-agostic
interaction. However, the transition state occurs slightly earlier in the
primary than in the secondary propene insertion, as evidenced by the slightly
less formed C—C bond in the transition state for the primary insertion. The
length of the breaking Zr—C bond is the same in both transition states,
whereas the forming Zr—C bond is considerably longer in the transition state
leading to secondary propene insertion.
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Figure 10. Transition states for the primary, part a, and secondary, part b, insertion of propene
into the Zr—CH; bond of the H,Si(Cp),ZrCH;" system.

Of relevance, however, is the fact that the transition state leading to
secondary propene insertion is 3.6 kcal/mol higher in energy than the
transition state leading to primary insertion. This results confirms the
pioneering conclusions of Morokuma and co-workers, and are in substantial
agreement with the high preference experimentally observed for primary
propene insertion with group 4 metallocenes. In fact, in most polypropylene
samples obtained by these catalytic systems the regioirregularities are
usually in the range of 0-2% [11].

S. STEREOCHEMISTRY

In the previous section we have established that propene insertion into a
metal-carbon bond with group 4 polymerization catalysts is mostly primary,
while in this section we focus on the choice of the propene enantioface (upon
coordination a prochiral olefin as propene gives rise to not superposable re
and si coordinations, see ref. 81) which defines the stereochemistry of each
insertion (the catalyst stereoselectivity). Since every propene insertion,
whatever its orientation, creates a new stereogenic center, the catalyst
stereospecificity (which defines the stereoregularity or tacticity of the
polymer produced) is determined by the stereochemical relationship between
the stereogenic carbon atoms in the polymer chain. Multiple insertions of the
same enantioface produce a polymer chain with chiral centers of the same
configuration, i.e. an isotactic polymer (Figure 11a). Multiple insertions of
alternating enantiofaces produce a polymer chain with chiral centers of
alternating configuration, i.e. a syndiotactic polymer (Figure 11b). Random
enantioface insertions produce a polymer chain with no configurational
regularity, i.e. an atactic polymer (Figure 11c). While both isotactic and
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syndiotactic polypropylenes are partially crystalline materials with relatively
high melting points (up to 160-170 °C for isotactic and ~150 °C for
syndiotactic polypropylene), atactic polypropylene is a fully amorphous
polymer, since it lacks long-range stereochemical regularity.

Figure 11. Schematic representation of iso-, syndio- and atactic polymers, parts a, b and c,
respectively. Chain segments are shown in their trans-planar and modified Fisher projections.

A necessary (but not sufficient) prerequisite for models of catalysts for
the stereospecific polymerization of 1-olefins polymerization, is the
stereoselectivity of each monomer insertion step. The possible origin of
stereoselectivity in this class of systems was investigated through simple
molecular mechanics calculations [11, 14, 24, 32, 52, 78-80, 82-86].

Since molecular mechanics cannot be used to calculate the energy of
transition states, suitable models were adopted. These models are extremely
similar to the m-olefin complex with an orientation of the growing chain
rather similar to that adopted when a o-agostic interaction is present. They
were often called pre-insertion intermediates because the insertion transition
state could be reached from these intermediates with a minimal displacement
of the reacting atoms.

All the molecular modeling studies performed indicate that for group 4
metallocenes (independently of their structure and symmetry), when a
substantial stereoselectivity is calculated for primary monomer insertion, this
is not due to direct interactions of the m-ligands of the chiral metallocene
with the monomer. Instead, the origin of stereoselectivity is connected to a
chiral orientation of the growing chain determined by its interactions with
the m-ligands of the chiral metallocene. It is the chirally oriented growing
chain which discriminates between the two prochiral faces of the propene
monomer. In short, the stereoselectivity is mainly due to non-bonded energy
interactions of the methyl group of the chirally coordinated monomer with
the chirally oriented growing chain.

According to the scheme of Figure 12, in the framework of a regular
chain-migratory mechanism the C; and some Cs symmetric metallocenes
lead to iso- and syndiotactic polymers, respectively. In fact, for the C,
symmetric systems the same propene enantioface is enchained at each
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insertion step, whereas for the Cs symmetric systems there is a regular
alternation of the propene enantioface which is enchained.

Figure 12. Scheme of stereospecific 1-olefins polymerization with generic C; and Cg
symmetric metallocenes. In the framework of a regular chain migratory mechanism, the C,
and Cs symmetric catalysts lead to iso- and syndiotactic polymers, respectively. In fact,
multiple insertions of the same enantioface occur with C, symmetric metallocenes, while
multiple insertions of alternating enantiofaces occur with Cs metallocenes.

The molecular mechanics calculations used to develop this mechanism of
stereoselectivity assume the applicability of the Hammond postulate to this
case (i.e., the energy difference between the transition states for the insertion
reaction can be estimated as the energy difference between the
corresponding m-olefin complexes). The validity of these assumption is
confirmed by the large amount of experimental results which have been
rationalized with this kind of calculations [11, 12, 14, 24]. Nevertheless, in
this final section we present a quantum mechanics validation of this
mechanism through full DFT localization of the transition states for the
insertion reaction of propene into the Zr-isobutyl bond of two typical
stereospecific homogeneous catalysts. The first system is based on the
racemic-dimethylsilyl-bis-1-indenyl zirconocene, with a C, symmetry of
coordination of the aromatic ligand, and the actual catalyst leads to a highly
isotactic polymer. The second system is based on the dimethylsilyl-
cyclopentadienyl-9-fluorenyl  zirconocene, with a Cs symmetry of
coordination of the aromatic ligand, and the corresponding catalyst leads to a
highly syndiotactic polymer.

The models for the isospecific catalyst coordinate to a Zr atom a propene
molecule, an isobutyl group (simulating a primary growing chain) and the
stereorigid (bridged) bis-indenyl (R,R) coordinated m-ligand (to define the
configuration of coordinated aromatic ligands it is customary to use the
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notation (R) or (S) according to the Cahn-Ingold-Prelog rules [87] as
extended by Schlogl [88]).

Figure 13. Transition states for propene insertion into the Zr—isobutyl bond of the racemic-
dimethylsilyl-bis-1-indenyl zirconocene with a (R,R) coordination of the aromatic ligand. C,
is the overall symmetry of the metallocene, while re and si is the chirality of coordination of
the propene molecule in the transition states of parts a and b, respectively.

In the transition state of Figure 13a the growing chain is pushed away
from the bulky bis-indenyl ligand, and is oriented in a uncrowded part of
space, whereas in the transition state of Figure 13b the growing chain
interacts repulsively with the indenyl group on the left. Both transition states
present an anti orientation of the methyl group of the reacting propene
molecule and of the Cp atom as well as the following of the growing chain,
i.e. they are on opposite sides of the plane defined by the four centers
transition state. Transition states with a cis orientation of the propene methyl
group and of the growing chain (i.e. on the same side of the plane defined by
the four centers transition state) were always calculated to be of higher
energy.

The repulsive interactions between the growing chain and the n-ligand in
the structure of Figure 13b are at the origin of the energy difference between
the two diastereoisomeric transition states. In fact, the structure reported in
Figure 13a is calculated to be 3.5 kcal/mol more stable than the structure of
Figure 13b. According to the mechanism of migratory insertion of Figure 12,
in the successive insertion step the relative coordination position of the
growing chain and of the propene molecule are switched. However, due to
the symmetry of the catalysts they are identical and thus at each insertion
step the same enantioface of the propene is inserted. That is, an isotactic



50 Luigi Cavallo

polymer is produced. Incidentally, for the (R,R) coordination of the bis-
indenyl ligand (as in Figures 13a and 13b) the insertion of the re enantioface
is favored. Of course, for the (S,S) coordination of the bis-indenyl ligand the
insertion of the si enantioface is favored.

Figure 14. Transition states for propene insertion into the Zr-isobutyl bond of the
dimethylsilyl-cyclopentadienyl-9-fluorenyl zirconocene with a R configuration at the metal
atom. Cs is the overall symmetry of the metallocene, while re and si is the chirality of
coordination of the propene molecule in the transition states of parts a and b, respectively.

The models for the syndiospecific catalyst coordinate to a Zr atom a
propene molecule, an isobutyl group (simulating a primary growing chain)
and the bridgeddimethylsilyl-cyclopentadienyl-9-fluorenyl #-ligand. In this
case the coordination of the ®-ligand is achiral. The metal atom, instead, is
chiral after coordination of the monomer and of the growing chain, since
four different ligands are coordinated to it, and the standard Cahn-Ingold-
Prelog CIP nomenclature can be used [87].

In the transition state of Figure 14a the growing chain is pushed away
from the bulky fluorenyl group, and is oriented in a uncrowded part of space,
whereas in the transition state of Figure 14b the growing chain interacts
repulsively with the fluorenyl group. As for the transition states leading to an
isotactic polymer, both transition states of Figure 14 present an anti
orientation of the methyl group of the reacting propene molecule and of the
growing chain.

Again, the repulsive interactions between the growing chain and the x-
ligand in the structure of Figure 14b is at the origin of the energy difference
between the two diastereoisomeric transition states. In fact, the structure
reported in Figure 14a is calculated to be 2.4 kcal/mol more stable than the
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structure of Figure 14b. According to the mechanism of migratory insertion
of Figure 12, in the successive insertion step the relative coordination
position of the growing chain and of the propene molecule are switched. Due
to the symmetry of the catalyst this corresponds to have enantiomeric
transition states and thus there is a regular alternance in the insertion of the
two enantiofaces of the propene. That is, a syndiotactic polymer is produced.
Incidentally, for the R configuration at the metal atom (as in Figures 14a and
14b) the insertion of the re enantioface is favored. Of course, for the S
configuration at the metal the insertion of the si enantioface is favored.

In the framework of the regular chain migratory mechanism of Figure 12,
the enantioface selectivities we have calculated for the C;- and Cs-symmetric
catalysts of Figures 13 and 14, explain the iso- and syndiospecificity
experimentally found for the corresponding real catalysts [89-91].

6. CONCLUSIONS

The advent of single-site homogeneous catalysts for the polymerization
of olefins initiated a revolution whose effects in ordinary life are at the
beginning. New polymeric materials with new properties have been
discovered, and the fields of applications of these catalysts are expanding
continuously. In the last years an impressive understanding of the
relationship between the catalysts-structure and the properties of the
produced polymer has been achieved. Computational chemists certainly gave
a strong contribution, and in the previous sections we reported about the
status of the art in the field, and we showed the major contributions gave by
a molecular modeling approach. It is now possible to model successfully the
whole propagation process, and very important details of it, as the regio- and
stereoselectivity of the insertion step.

Nevertheless, there is still much work to do in this field. The inclusion of
solvent and/or counterions is just at the beginning, and solvent effects have
been included with continuum models only. In the next years we will
probably arrive to dynamically simulate the whole polymerization process in
the presence of the counterion and of explicit solvent molecules. As for the
experimental issues which have been not rationalized yet computationally,
we remark that still it is not easy to model the relative activity of different
catalysts, and even to predict if a certain catalyst will show any activity at
all. Moreover, copolymerizations still represent an untackled problem.
However, considering the pace at which the understanding of once obscure
facts progressed it is not difficult to predict that also these challenges will be
positively solved.
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APPENDIX: COMPUTATIONAL DETAILS

Stationary points on the potential energy surface were calculated with the Gaussian 98
package [92]. Minima were localized by full optimization of the starting structures, while the
transition states for the insertion reaction were approached through a linear transit procedure
which started from the olefin-coordinated intermediate. Full transition state searches were
started from the structures corresponding to the maximum of the energy along the linear
transit paths. The real nature of these structures as first order saddle points was confirmed by
frequency calculations which resulted in only one imaginary frequence. Geometry
optimizations were performed at different level of theory. As for methods based on the
wavefunction, the classical ab initio Hartree-Fock (HF) and Mgller-Plesset perturbative
theory up to the second order (MP2) were utilized. For the DFT calculations the following
functionals were used; 1) BP86, which corresponds to the Becke’s [93] exchange and
Perdew’s 1986 [94, 95] correlation functionals; 2) BPWO91, which corresponds to the Becke’s
[93] exchange and to the Perdew-Wang’s 1991 correlation functionals [96, 97]; 3) BLYP,
which corresponds to the Becke’s [93] exchange and to the Lee-Yang-Parr’s correlation
functional [98]; 4) B3LYP, which corresponds to the Becke’s three parameter hybrid
exchange [99] and to the Lee-Yang-Parr’s correlation functionals [98]; 5) BILYP, which
corresponds to the Becke’s one parameter hybrid exchange [100] and to the Lee-Yang-Parr’s
correlation functional [98] as implemented by Adamo and Barone [101].

Single point coupled cluster calculations with inclusion of single, double and
perturbatively connected triple excitations, CCSD(T) [102, 103], were performed on the
B3LYP geometries.

With regard to the basis set, the all electrons MIDI basis set of Huzinaga was used on the
Zr atom [104], while the valence double-§ basis set agumented with a polarization function (p
on the H atoms and pure d functions on the C and Si atoms) of Ahlrichs, denoted as SVP
[105], was used on all the atoms. The polarization functions, were also included on all the
atoms of the HzSi(Cp); ligand. For the single point CCSD(T) calculations we used the ECP
LANL2DZ basis set on Zr [106-108], and the 6-31G basis set agumented with a polarization
function (p on the H atoms and cartesians d functions on the C), denoted as 6-31G(d,p) [109-
113], on the H and C atoms of the ethene and of the CHj groups used to simulate the growing
chain. For all the H, C and Si atoms of the H;Si(Cp)2 ligand the 6-31G basis set was used. If
not explicitly stated, the MP2 [114] and CCSD(T) calculations were performed within the
frozen core approximation, which corresponds to exclude the 1s orbital of the C atoms, the
orbitals up to 2p on the Si atom, and the orbitals up to 3d on the Zr atom from the active
orbitals space. To investigate the effect of the basis set on the MP2 insertion barrier we
performed a series of single-point MP2 where we utilized also the valence double- basis of
Ahlrichs with no polarization functions, denoted as SV, and the 6-311G basis set agumented
with a polarization function (p on the H atoms and cartesians d functions on the C), denoted
as 6-311G(d,p) [115,116],

The calculations relative to the regioselectivity and stereoselectivity of the propene
insertion reactions (Sections 4 and 5) were performed with the Amsterdam Density Functional
(ADF) package [117-119]. The electronic configuration of the molecular systems were
described by a triple-§ STO basis set on zirconium for 4s, 4p, 4d, 5s, 5p (ADF basis set IV).
Double-{ STO basis sets were used for silicon (35,3p), carbon (25,2p) and hydrogen (1s),
augmented with a single 3d, 3d, and 2p function, respectively (ADF basis set III). The inner
shells on zirconium (including 3d), silicon (including 2p), and carbon (ls), were treated
within the frozen core approximation. Energies and geometries were evaluated by using the
local exchange-correlation potential by Vosko et al [120], augmented in a self-consistent
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manner with Becke’s [93] exchange gradient correction and Perdew’s [94.95] correlation
gradient correction.
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The Key Steps in Olefin Polymerization Catalyzed
by Late Transition Metals
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Abstract: Brookhart and coworkers have recently developed Ni(II) and Pd(II) bis-imine
based catalysts of the type (ArN=C(R)-C(R)=NAr)M-CH3+ for olefin
polymerization. We discuss in the first part how bulky Ar and R groups can be
used to enhance chain growth and suppress chain termination for this type of
catalyst. The second part concentrates on the ability of bis-imine catalysts to
produce branched polymers and the way in which the branching can be
controlled by changing the substituents Ar and R. Consideration is finally
given to other types of late transition metal catalysts.

Keywords:  Density functional theory, olefin polymerization, B-hydride elimination,
stochastic approach, branching.

1. INTRODUCTION

Brookhart and coworkers [1] have recently developed Ni(Il) and Pd(II)
bis-imine based catalysts of the type (ArN=C(R)-C(R)=NAr)M-CH3* (1a of
Figure 1) that are promising alternatives to both Ziegler-Natta systems and
metallocene catalysts for olefin polymerization. Traditionally, such late
metal catalysts are found to produce dimers or extremely low molecular
weight oligomers due to the favorability of the [B-elimination chain
termination process [2].
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Figure 1. Late transition metal catalysts for olefin polymerization of current interest

With the Brookhart systems very high molecular weight polymers can be
produced. They also exhibit high activities which are competitive with those
of commercial metallocene [3] catalysts. Not only can these catalysts convert
ethylene into high molecular weight polyethylene, but the polymers also
exhibit a controlled level of short chain branching. NMR studies which
indicate the presence of multiple methine, methylene and methyl signals
suggests branches of variable length with methyl branches predominating.’
The extent of the branching is a function of temperature, monomer
concentration and catalyst structure. Thus, by simply varying these
parameters, polymers which are highly branched or virtually linear can be
tailored.

Brookhart's group has studied the mechanistic details of the
polymerization including the role of the bulky substituents on the bis-imine
ligands."? Three main processes are thought to dominate the polymerization
chemistry of these catalyst systems, namely propagation, chain branching
and chain termination (Figure 2). Following cocatalyst activation of the
precatalyst, a bis-imine methyl cation is formed. The first insertion of
ethylene yields a bis-imine alkyl cation which upon uptake of another
ethylene molecule produces a metal alkyl olefin t-complex. This T-complex
has been established by NMR studies' to be the catalytic resting state of the
system. The chain propagation cycle is depicted in Figure 2a. The first step
involves the insertion of the co-ordinated olefin moiety to form a metal alkyl
cationic species. Rapid uptake of monomer returns the system to the initial
resting state m-complex. The unique short chain branching observed with
these catalysts is proposed to occur via an alkyl chain isomerization process
as sketched in Figure 2c.
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Figure 2. Proposed reaction mechanism for (a) insertion, (b) chain termination and (c) chain
branching in the case of the Brookhart Ni-bis-imine polymerization catalyst. Large bulky
substituents have been removed for clarity

In this proposed process, B-hydride elimination first yields a putative
hydride olefin n-complex. Rotation of the ®-coordinated olefin moiety about
its co-ordination axis, followed by reinsertion produces a secondary carbon
unit and therefore a branching point. Consecutive repetitions of this process
allows the metal center to migrate down the polymer chain, thus producing
longer chain branches. Chain termination occurs via monomer assisted B-
hydrogen elimination, either in a fully concerted fashion as illustrated in
Figure 2b or in a multistep associative mechanism as implicated by Johnson'
etal.

Similar Ni and Pd catalysts developed by Keim [4] and others [5, 6]
which do not posses the bulky ligand systems have been used to produce
dimers or extremely low molecular weight oligomers. Brookhart has
suggested' that the bulky aryl ligands act to preferentially block the axial
sites of the metal center as illustrated by Figure 3. This feature in the catalyst
system must in some way act to retard the chain termination process relative
to the propagation process, thereby allowing these catalysts to produce high
molecular weight polymers.

More recently the groups of Brookhart [7] and Gibson [8] have
investigated the catalytic potential of iron(Il) and cobalt(Il) complexes with
tridentate pyridine bis-imine ligands (lc of Figure 1). They find that
especially the iron(Il) system can produce high-density polyethylene in good
yields when bulky ortho-substituted aryl groups are attached to the imine-
nitrogens. The new catalysts have polymerization activities comparable to,
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or even higher than, those of metallocenes under similar conditions. They
exhibit further great potential for controlling polymer properties by external
parameters such as pressure and temperature.

.

iy

Figure 3. Axial(4x) and equatorial(Eq) coordination sites of the metal center and their
potential steric interactions with the bulky substituents

Most recently, Grubbs’ group demonstrated that some neutral
salicylaldiminato nickel(Il) complexes, whose skeleton structure appears as
1b in Figure 1, show catalytic activities rivaling those of the bisimine
complexes [9]. This potentially opens the door to a new class of catalysts as
the active sites derived from these nickel complexes are neutral, thus
reducing the ion-pairing problems encountered in the current catalysts.

Theoretical studies have been carried out on all the late transition metal
catalysts 1a [10-13] , 1b [14] and 1c [15] in Figure 1. It is not the objective
here to review all the computational results. We shall instead describe the
general mechanistic insight that has been gained from the theoretical studies
with the main emphasis on Brookhart's bis-imine catalysts. The experimental
work on late transition metal olefin polymerization catalysts has been
reviewed recently by Ittel [16] et al.

2. STERIC CONTROL OF MOLECULAR WEIGHT

We discuss in this section how steric bulk can be used to increase
molecular weight by enhancing the rate of insertion (Figure 1) and decrease
the rate of termination. We shall demonstrate this point by first discussing
the barriers of insertion/termination for the generic bis-imine system
(HN=C(H)-C(H)=NH)M-R™ in which we have replaced the aryl rings of 1a
in Figure 1 with hydrogens. These barriers will be compared to those
obtained from calculations on the full system in order to gauge the influence
of steric bulk.
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The uptake of an ethylene molecule by (HN=C(H)-
C(H)=NH)NiC3H7+, 2a, is exothermic [13a] by 19.9 kcal/mol and results
in the formation of a *—complex in which the ethylene molecule is situated
in an axial position above the N-Ni-N coordination plane, 3a of Figure 4.
The m—complexation energy is higher than for early d© transition metal
complexes because of the additional metal-to-olefin back donation. In fact,
the m—complex is so stable that according to experimental studies [16]
becomes the resting state for the catalytic system. For (HN=C(H)-
C(H)=NH)PdC3H7+, 2b, one finds [13c] a similar ethylene complexation
energy of 18.8 kcal/mol.

Insertion of ethylene into the Ni-C bond in 3a leads to the alkyl complex
4a via the transition state TS[3a-4a] with a barrier [13a] of 17.5 kcal/mol
relative to 3a. It is worth to note that in TS[3a-4a] both ethylene and the
o~carbon of the growing (propyl) chain are situated in the N-Ni-N plane.
For the corresponding palladium complex the insertion barrier [13c] is
somewhat higher at 19.9 kcal/mol.

The termination process of Figure 1 takes place from 3a by transfer of a
B-hydrogen on the growing chain to a carbon on the incoming ethylene
monomer. The result (Sa of Figure 4) is a new (ethyl) growing chain and a
complexed olefinic (propylene) unit made up of the old (propyl) growing
chain. The olefinic unit might subsequently dissociate, thus giving rise to
chain termination. The transition state for this process TS[4a-Sa] has a
barrier [13a] of 9.7 kcal/mol. It is important to note that in TS[4a-5a]
(Figure 4) we have two groups in the axial position over and below the N-
Ni-N coordination plane, see also Figure 3. One group is the incoming
ethylene and the other the a—carbon of the growing (propyl) chain.

It is also important to note [13a] that for the generic catalyst, termination
has a much lower barrier than insertion. Thus (HN=C(H)-
C(H)=NH)NiC3H7" is not going to be an efficient olefin polymerization
catalyst. Rather, 2a, will at best be able to produce small oligomers of
ethylene. This is in line with the experimental observation [16] that only bis-
imines with bulky substituents are able to function as polymerization
catalysts whereas less encumbered systems works as oligomerization
catalysts.



62 Artur Michalak and Tom Ziegler

Figure 4. Structures resulting from ethylene insertion and chain termination due to the generic
catalyst (HN=C(H)-C(H)=NH)PdC3H7+. Ethylene complex (3a); insertion transition state
(TS[ 3a-4a]); termination transition state (TS[3a-5a); new olefin product from termination
process (5a).

We shall now discuss how the introduction of steric bulk influences both
insertion and termination. Our discussion will be based on calculations [13b]
involving 1a of Figure 1 in which M=Ni, R= i-Pr, and R’ = H. We shall label
the different species involved by Roman numerals to distinguish them from
the corresponding generic systems labeled by Arabic numerals. In the actual
calculations on Ia ( or Ila) use was made of a combined quantum
mechanical (QM) and molecular mechanical (MM) scheme [13b] in which
the core ((HN=C(H)-C(H)=NH)NiC3H7+) was represented by QM and the
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remaining part by MM. Quite similar calculations have been carried out by
Morokuma [11e] et al.

The uptake of olefin by Ila (Figure 5) leads to the ethylene complex IIla
of Figure 5 with a complexation energy [13b] of 14.7 kcal/mol. The ethylene
complexation energy is reduced compared to the generic system 3a by 5.2
kcal/mol. This is understandable since the ethylene molecule in IIlais sitting
in one of the axial positions and thus encumbered sterically by the bulky
phenyl groups, Figures 3 and 5. Further studies have shown that the uptake
energy can be influenced by a few kcal/mol by changing the substituents R
and R’ on la of Figure 1. It has also been demonstrated that the steric bulk on
the bis-imine nitrogens gives rise to a free energy of activation for the uptake

due to entropic effects as the ethylene has to approach a narrow channel in
order to bind to the metal.

Figure 5. QM/MM representation of structure Ila.

The subsequent insertion of ethylene into the Ni-C bond transforms IIla
into the pentyl complex IVa via the insertion transition state TS[IIIa — Va]
of Figure 6. However it is interesting to note that the barrier of insertion has
been reduced from 17.5 kcal/mol for the generic system (TS[3a-4a]) to 13.2
kcal/mol for the real system [13b] (TS[IIla — IVa]). The reduction is not so
much due to a change in the relative energies of the transition states since
both the monomer and the o—carbon of the growing chain are situated in the
N-Ni-N coordination plane (Figure 6) where they are relatively
unencumbered by the bulky phenyl groups. Instead it is the steric
destabilization of the IIla resting-state relatively to 3a that is responsible for
the reduction in the insertion barrier for the real system. Thus, by
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introducing steric bulk one is able to enhance the polymerization activity of
the Brookhart based Ni(Il)-bis-imine complexes. Similar conclusion have
been reached for the homologous Pd(Il) systems [1]. However, the effect is

not as pronounced as the steric congestion around the palladium center is
less pronounced due to the longer Pd-N bonds.

|
“|

Figure 6. Ethylene complex (IIla) and insertion transition state TS[IIIa-IVa] for the
polymerization process involving 1a (or IIa)
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It is worth to note that the calculated insertion barrier [13b] of 13.2
kcal/mol recently has been confirmed by Brookhart [16] et al with an

experimental estimate of 12.0 kcal/mol. A similar good agreement betweeen

theory and experiment has also been obtained for the palladium [13f]
system.

Figure 7. Transition state TS(IVa-Va) and product Va process involving hydride transfer
process from original ethylene complex IVa.

The termination process leading from IIla over TS[IIIa-Va] to Va by the
transfer of a B—hydrogen on the growing chain to a carbon on the incoming
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ethylene monomer is calculated to have a barrier of 18.6 kcal/mol. This is a
substantial increase compared to the generic system with a barrier (TS[4a -
Sa]) of 9.7 kcal/mol. The increase can be understood by observing that the
transition state TS[IIIa-Va] has the ethylene molecule in one axial position
and the g—carbon of the growing chain in the other. It is thus understandable
that introducing bulky aryl groups considerably destabilizes TS[IIIa-Va]
compared to TS[4a-Sa] with the result that termination becomes less
feasible that propagation for the real system.

The discussion here illustrates that it should be possible by gradually
increasing the size of the substituents on the bis-imine nitrogen atoms to
proceed from catalysts for oligomerization to polymerization catalysts. For
the recent Grubbs catalyst [9] (1b of Figure 1) steric bulk is also required
[14] to obtain high molecular weight polymers. For the Fe(Il) and Co(Il)
catalysts [7, 8] with tridentate pyridine bis-imine ligands (/c of Figure 1),
steric bulk is required to destabilize the resting state in the form of a olefin
complex and lower [15a-b] the barrier of insertion sufficiently. The Fe(Il)
system seems further to carry out insertion and termination on energy
surfaces with different [15a,d] spin-multiplicity.

3. CONTROL OF THE POLYMER STRUCTURE

The third process in Figure 2 involves the possible isomerization
(branching) of a growing chain. The isomerization is mediated first by the
migration of a f—hydrogen on the alkyl chain of Ilato the metal center thus
producing a hydrido olefin complex. The P-hydrogen elimination is
followed by a 180° rotation of the olefin unit and a subsequent insertion of
the olefin into the M-H bond resulting in an isomerization (branching) of the
growing chain. The principle is illustrated by the isomerization of the n-
propyl chain in Ila via the transition state TS[IIa-VIa] of Figure 8 to
produce the iso-propyl complex VL The internal barrier (relative to IIa) for
the process is 15.3 kcal/mol [13b]. For the generic C(H)=NH)Ni(n-C3H7)+
system the isomerization barrier is [13a] somewhat lower at 12.8 kcal/mol.
This is understandable since the olefin unit has more space for its rotation.
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Figure 8. Transition state TS[IIa-VIa] and product VIa from the isomerization of Ila.

In the case of the Pd-bis-imine catalyst the isomerization process has a
barrier of 5.8 kcal/mol [13c] for the generic system and 6.1 kcal/mol [16] for
the real catalyst. The lower barrier is a result of the longer Pd-N distance
(compared to the Ni-N bond length) which provides space for rotation of the
olefin unit, even when the bis-imine nitrogens are attached to bulky
substituents.

The fact that the internal barrier of isomerization is much lower for the
palladium than for the nickel system makes the former a more likely

candidates for producing branched polymers. We shall in the following
illustrate how palladium catalysts can be used to produce different branched
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structures by changing the steric bulk around the metal center. The principle
will be illustrated in connection with the polymerization of propylene.

Figure 9. Polymerization of propylene (R = CH3) by the Pd-bis-imine Brookhart catalysts.

3.1 Stochastic Model for Polymer Growth

The propylene polymerization is shown in Figure 9. In the case of
Brookhart catalyst, the resting state is an olefin ®-complex, A, starting from
which the polymer chain may grow via two alternative insertion paths. After
the 1,2-insertion [reaction (A)] the B-agostic alkyl complex B with the
unsubstituted olefin carbon attached to the metal is formed. On the other
hand, the 2,1-insertion [reaction (B)] leads to the formation of the complex
C, with substituted olefin carbon linked to the metal. Both insertion reactions
introduce the branch R,. Prior to a formation of subsequent olefin complexes
and the following insertion reactions, however, the polymer chain may
isomerize via reactions (C) and (D), resulting in the complexes A and D,
with tertiary and primary carbon forming bond to the palladium atom,
respectively. The isomerization reaction (C) introduces an additional methyl
branch, while the chain straightening isomerization reaction (D) shortens,
and eventually removes a branch, leading to the linear polymer chain.
Moreover, not only the number of branches, but also their microstructure
[17] can be controlled by changes in reaction conditions and the catalyst
structure. The outcome of the complex polymer growth and branching in
Figure 9 is best modelled by the kind of stochastic simulations [18]
described in the following. The outcome of such simulations are predictions
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about the polymer structures. A few initial steps in a typical simulation are
presented in Figure 10.

Figure 10. Stochastic simulations. In the starting structure (A) one C atom is attached to the
catalyst; only two events are possible: propylene capture followed by the 1,2- or 2,1-insertion.
For the structure B four events are taken into account: isomerization to the tertiary carbon,
1,2- and 2,l-insertions, and a termination. For the structures C, D and E five events are
considered: two isomerizations, two insertions and a termination. The probabilities of these
events are equal for the structures C and E (in both cases two different isomerizations lead to
a primary or secondary carbon at the metal), and different for the structure D (for which both
isomerizations lead to the structure with a secondary carbon attached to the metal). For
clarity, the numbers [(1), (2), and (3)] labeling different atom types (primary, secondary, and
tertiary, respectively) are shown.

Initially, one carbon atom (a methyl group) is attached to the metal of the
catalyst (A in Figure 1). In the first step, it will capture and insert a
propylene molecule via either 1,2- or 2,1-insertion route. Thus, one of these
insertion events is stochastically chosen; this choice, however, is not totally
random but weighted by the probabilities of the two reactions. Here the
relative probabilities are proportional to the relative rates. Now, if one
assumes that the 1,2-insertion has happened in the first step, i.e. the iso-butyl
group is attached to the catalyst (B) after insertion. At this stage four
different elementary events are possible: two alternative insertion routes
(1,2- and 2, 1-) proceeded by the capture of olefin, the termination reaction,
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and the isomerization reaction that would lead to a tert-butyl group attached
to the metal center. If, for instance, the 2,1-insertion happened, a heptyl
group would be attached to the catalyst by its secondary carbon atom (C);
thus, five reactive events would be possible (two insertions, a termination,
and two isomerizations), one of them would be stochastically chosen in a
next step, etc.

In the stochastic model one assigns different probabilities for similar
events starting from or/and leading to structures with a carbon atom of
different character being attached to a metal. For example, the 1,2-insertion
starting from a primary carbon is not equivalent to the 1,2-insertion starting
from the secondary carbon. Similarly, the isomerizations starting from a
primary, secondary, and tertiary carbon are not equivalent in general, and
also the two isomerizations starting from a secondary carbon may be
inequivalent, e.g. if one of them leads to a primary and another — to a
secondary or tertiary carbon at the metal (as at stage C and E). In other
words, one takes into account in this model: three different 1,2- insertions,
three different 2,1-insertion, three different terminations (each starting from
1°-, 2°-, and 3°-carbon), and nine different isomerizations (starting from and
leading to 1°-, 2°-, and 3°-carbon).

It should be emphasised here as well, that at different stages the absolute
probabilities of equivalent events may be different, since they depend on the
probabilities of all the other events (because of the probability
normalisation). For example, at the stages C and D in Figure 1, the
secondary carbon is attached to the metal, and five reactive events are
possible. However, at the stage C the isomerization reactions are
inequivalent (one leads to the primary carbon and another - to the secondary
carbon), while at the stage D they are equivalent. As a result, the absolute
probabilities of all the events at the stage C will differ from those at the stage
D.

Figure 11 summarises the way in which the stochastic probabilities are
generated from the rates of the different reactions. The basic assumption
here is that the relative probabilities of elementary reactions at the
microscopic level, m/m;, are equal to their relative reaction rates
(macroscopic), ri/rj. Thus, the relative reaction rates (eq.l of Figure 11) for
all pairs of the considered reactive events together with the probability
normalization condition (eq. 2 of Figure 11) constitute the system of
equations that can be solved for the absolute probabilities of all the events at
a given stage. With this assumption, one can use the experimentally
determined reaction rates or the theoretically calculated relative rate
constants, obtained from the energetics of the elementary reactions with the
standard Eyring exponential equation. The Eyring equation introduces as
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well a temperature dependence of all the relative probabilities (as in eq. 3 of
Figure 11).

i

Figure 1. Basic equations used in the stochastic model.

Let us now have a closer look at three basic types of the relative
probabilities appearing in the model: for an isomerization vs. another
isomerization, the 1,2-insertion vs. 2,1-insertion, and an isomerization vs. an
insertion. The right-hand part of Figure 11 summarizes the equations for the
macroscopic reaction rates for the alternative reactive events starting from an
alkyl complex Bo; let us assume that the secondary carbon atom is attached
to the metal, so that two isomerization reactions have to be considered.

The isomerization reactions are first-order in concentration of the initial
alkyl complex, [Bo] (egs 6, 7 of Figure 11). Thus, the relative probability for
the two isomerizations (eq.3) is given by the ratio of their rate constants,
kiso,17kiso,2, (as equal to the relative rate, #,1/7is0,2), and at given temperature it
can be calculated from the isomerization barriers AG*s,; and AG%s,;, as in
eq. 3.

From alkyl complex By, the olefin can be captured to form the ®-complex
T, , and inserted via 1,2- or 2,1-insertion route. In the model applied here we
consider the olefin capture and its insertion as one reactive event i.e. we
assume a pre-equilibrium between the alkyl and olefin complexes, described
by an equilibrium constant Keomp= [To] / [Bo] = exp (AGcompr. / RT). This
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corresponds to neglecting the barrier for the monomer capture. Such an
approach is valid for the late-transition metal complexes, e.g. the diimine
catalysts studied in the present work, where the resting state of the catalyst is
a very stable olefin n-complex [16] and the olefin capture barrier and the
related m-complex dissociation barrier is much lower than the insertion
barriers. This assumption allows one to speed up the simulation: otherwise
many olefin capture/dissociation steps, not important for the final result of
the simulation, would be happening before insertion takes place. It follows
from the above considerations that the insertion rate is given by eq. 8, and
the equation for the isomerization vs. insertion relative probability (eq. 4)
includes the isomerization and insertion rate constants, the equilibrium
constant, Kcmpr, and the olefin pressure, powsn,. Finally, the relative
probability for the two alternative insertions is given by eq. 4.; it depends on
the two rate constants ratio only.

It is important to emphasize here that the model in such a form allows
one to simulate the influence of the reaction conditions. The temperature
dependence of all the relative probabilities appears in the exponential
expressions for the rate constants and the equilibrium constants. The olefin
pressure influences the isomerization-insertion relative probabilities. As a
result, both, temperature and olefin pressure influence the values of the
absolute probabilities for all the reactive events considered. In the following
use has been made of calculated reaction rates [13f] to evaluate all stochastic
probabilities, unless otherwise stated.

3.2 Control by Steric Bulk

In Figure 12 examples of the polymer structures together with the values
characterizing the structure (number of branches / 1000 C; % of atoms in the
main chain; % of atoms in primary branches; average ratio of isomerization
and insertion events) are listed for the catalysts 1-7 (for numbering see
Scheme 1), while Table 1 collects the values of probabilities of the reactive
events at the selected stages of polymer growth. Let us first discuss the
results of the simulations for the propylene polymerization catalyzed by the
Pd-based bis-imine catalyst with R=CH; , Ar=C¢H;(i-Pr), (6), as for this
system there exist experimental data [16]. At T=298K and for p=1 (arbitrary
units) the simulations lead to the structure characterized by an average
number of 238 branches / 1000 C atom in the chain. The experimentally
determined value for this catalyst is 213 br./1000C [I1c]. Thus, the agreement
between the two values seems to be quite good, especially when one takes
into account the simplicity of the model, and notices that the ‘ideal’
polymerization without isomerizations would produce 333.3 br./1000C.
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Figure 12. Examples of the polymer structures obtained with different catalysts (T=298K,
p=1). The values above the plots denote: the average number of branches / 1000 C, % of
atoms in the main chain, % of atoms in the primary branches, and the ratio between the
number of isomerization and insertion steps. Different atom shadings are used to mark
different types of branches (primary, secondary, etc.).

In the structures obtained from the simulations ca. 61.7 % of the carbon
atoms belong to the main chain and c.a. 36.5 % to the primary branches, i.e.
less than 2% appears in the branches of higher order. The lengths of the
longest observed primary, secondary, tertiary branches are 28, 11, and 7,
respectively. However, the average lengths of those branches are
muchshorter: 1.6, 2.3, and 0.3. Only one quaternary methyl branch was
obtained in all the simulations.

The polymerization process is characterized by an average probability
ratio of isomerization vs. insertion steps of 2.6. A closer look at the
simulation results shows that for this catalyst the insertions practically occur
only at the primary carbon, the insertion from the secondary carbon happen
very rarely. To illustrate this point, the values of the probabilities of
alternative events may be helpful. If the primary carbon is attached to the
metal, the probabilities of the 1,2-insertion, 2,l-insertion and the
isomerization (to secondary or tertiary carbon) are 0.700, 0.286, and 0.014,
respectively. If the secondary carbon, neighboring with the two secondary
carbon atoms is attached to the metal, the corresponding values are 0.002 (1,
2- ins.), 0.001 (2,1-ins.), and 0.499 (two equivalent isomerizations). And if
the secondary carbon, neighboring with one primary C and one secondary C
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is at the Pd center, the probabilities are: 0.002 (1,2-ins.), 0.001 (2,1-ins.),
0.265 (isomerization to primary C), 0.731 (isomerization to secondary C).

finl
i

}||||1:1||'|'|'|'|'}|

I

II'II
|

{TTTITIAI
[FFddir i
il

“IH““I ili

Thus, the isomerization is not likely to happen after 1,2-insertion (when
the primary carbon is attached to the catalyst), and usually occurs after 2,1-
insertion (when the secondary carbon is at the catalyst). In any case, when
the alternative isomerizations are considered, the one going along the chain
is always preferred, compared to the isomerization leading to the primary
carbon. However, the latter isomerization occurs often, since there is no
insertions at the secondary carbon and its probability is quite high (0.265).
This explains the relatively large ratio for isomerization/insertion steps of
2.6.

The above results lead to the conclusion that for this catalyst the overall
number of branches is exclusively controlled by the relative ratio of 1,2- and
2,1- insertions; the first one always produces the branch, and the second one
is always followed by chain running, eventually leading to a removal of one
of the existing branches. Thus, from the probabilities of 1,2- and 2,1-
insertions one can expect a removal of 28.6% of branches (95.3 branches /
1000C), i.e. the expected overall number of branches is 238, as observed
from the simulations. The results presented here are in very good qualitative
agreement with the experimental data: it has been concluded from the NMR
analysis of the polpropylenes that for this catalyst insertion happens only at
the primary carbons, all the 2,1- insertions lead to the removal of a branch,
and that 1,2-insertion is the main route for a polymer growth [16].
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Figure 13. Different catalysts used in simulation

Let us now discuss the influence of the catalyst substituents on the
polymer branching and its microstructure. In order to understand the
influence of the steric bulk, the simulations have been performed for all the
remaining catalyst of Figure 13. It should be mentioned here, however, that
the less bulky catalysts, 1 and 2 [16], are not capable of polymerizing
olefins. The termination barriers for these systems are very low, due to the
lack of'the steric bulk. Thus, the results obtained for the catalysts 1 and 2 are
of purely theoretical character. They are useful, however, for understanding
how the steric bulk can control the polyolefin branching. They also
demonstrate how the microstructures can change with small modifications in
the energetics of the polymerization cycle.

The results presented in Figure 12 demonstrate that for the generic
catalyst model 1 (R=H, Ar=H) the chain grows by a regular sequence of 2,1-
insertions. There is practically no isomerization, the average number of
branches is 331.6 br./1000 C, and 66.7% of C belongs to the main chain, and
the rest to the methyl branches. This comes from the fact that for the generic
catalyst the 2,1- insertion is strongly preferred and the insertion barriers
(calculated with respect to the separated reactants) are low compared to the
isomerization: the probabilities of the 2,1-insertion at the primary and
secondary C are 0.969 and 0.992-0.994, respectively.

The catalyst 2 is located on the opposite side of the range of branching
patterns. Here, the lowest average number of branches of 122.5 br./1000 C is
obtained. Only 51.7% of atoms belong to the main chain, and 40.1% to the
primary branches, i.e. 8% of the carbon atoms is located in the branches of
higher order. As in the example structure shown in Figure 12, the branches
produced here are relatively long and often separated by a few methylene
units. The longest observed primary, secondary, tertiary, and quaternary
branches are built of 75, 28, 13, and 8 carbon atoms, while the average
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lengths of the primary, secondary, and tertiary branches are 4, 4, and 2.5,
respectively. Thus, the structures obtained for the catalyst 2 are quite
different from those for the systems 6 and 1. Also, the average ratio of
isomerization vs. insertion steps of 14.2 is the largest observed, and
distinctly larger than those obtained for the remaining systems.

A comparison of the probabilities of the events (Table 1) for the catalysts
2 and 6 reveals that the basic difference between them is the reversed
insertion regioselectivity: the 2,1- insertion is preferred for 2, and the 1,2-
insertion — for 6. In both cases the insertions happen only at the primary
carbons, and in both cases the isomerization starting from the primary
carbon has much lower probability than any insertion. Therefore, it comes
as no surprise that the observed number of branches is that low for the
system 2, since it is controlled only by the 1,2-/2,1- insertion ratio, as in
system 6. However, it is quite surprising and hard to predict without
simulations that the average isomerization/insertion ratio and especially the
resulting microstructures of the polymers are so different for the two
systems. Just because of the reversed insertion regioselectivity!

A comparison of the results for the catalyst 3-7 (see Figure 12) shows
that the increased steric bulk leads to a slight decrease in the global number
of branches, and the increase in the insertion/isomerization ratio. For the
systems 3 and 4 (with R=H) the average number of branches and the
structural characteristics are almost identical. This arises from the fact that
the energetics of the polymerization cycle is quite similar. This can be
understood by observing that hydrogens as backbone substituent give the
aryl rings flexibility to adjust their orientation and minimize a steric
repulsion, when their substituents are increased in size [13e]. For the two
systems with methyl backbone and different aryl substituents (catalysts 5
and 6) the difference in the number of branches is more pronounced (251.0
br./1000C for 5, and 238.3 br./1000 C for 6).

The observed trend — a decrease in the number of branches with
increased steric bulk — is quite surprising. One could expect the opposite
trend, since the steric effects increase the ratio between 1,2- and 2,1-
insertions, and intuitively, this should lead to an increase in the number of
branches (less 2,1-insertions - less removed branches). However, for the
systems 3, 4, 5, and 7 the insertions at the secondary carbons happen with
relatively large frequencies: for the systems 3, 4, and 5 the probabilities of
the insertion starting from the secondary carbon are c.a. 0.4-0.5, and for the
system 7 — c.a. 0.25-0.33. Since every insertion into the secondary carbon by
definition adds a branch, the global number of branches for the systems 3-5
and 7 is larger than for the more bulky catalyst 6, for which there are
practically no insertions from the secondary carbons. An increase in the
steric bulk leads to a decrease in the secondary-insertion probability, and



Olefin Polymerization by Late Transition Metals 77

eventually to a decrease in a number of branches, despite the larger fraction
of the 1,2-insertions. Thus, the results show that for the systems 3-5 and 7
the branching is controlled by both, the 1,2-/2,1-insertion ratio, and the
ration between the isomerization and insertions starting from the secondary
carbon. This leads to the surprising results mentioned above. We would like
to point out here again, that due to the lack of the experimental/theoretical
results, the secondary insertion barriers for the real catalysts were assumed
to be 1 kcal/mol higher than the primary insertion barriers (as calculated for
the generic system). For the catalyst 6 this is a posteriori validated by the
good agreement with experimental results. Unfortunately, there are no clear
experimental data for propylene polymerization with the Pd-based catalyst
for different substituents. For the related Ni-based systems, the reversed
trend has been observed experimentally [16]: an increase in the number of
branches with an increased in the steric bulk, as could be expected from the
increased 1,2-insertion fraction. However, the Ni- and Pd-based systems are
known to be very different, concerning the branching and the polymer
microstructures [16]. Therefore, no conclusions can be drawn from those
experimental data about the validity of our assumption

4. CONCLUDING REMARKS

Late transition metal complexes have over the past six years emerged
as a promising new class of olefin polymerization catalysts thanks to the
work of Brookhart and others [1-9, 16]. Theoretical calculations [10-15]
have greatly helped in understanding the mechanistic aspects of these new
catalysts. Especially, theoretical calculations have helped explain how steric
bulk at the same time can enhance the rate of polymer growth and decrease
the rate of chain termination. Theory has further helped to understand the
way in which the new class of polymerization catalysts affords branched
polymers. Based on this insight it has become possible to set up stochastic
models that can predict what type of polymer will be produced by a certain
ligand design for the late transition metal polymerization catalysts. The same
type of catalysts can also be used to co-polymerize polar monomers with a-
olefins [19]. This subject will be the subject ofa forthcoming review.
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Chapter 4

Hydrogenation of Carbon Dioxide
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Abstract: Theoretical works on the hydrogenation of carbon dioxide catalysed by
transition-metal complexes are reviewed. All the elementary processes in the
catalytic cycle, such as insertion of carbon dioxide into the metal-hydride
bond, reductive elimination of formic acid, and metathesis of the transition-
metal formate intermediate with a dihydrogen molecule are discussed, based
on recent theoretical works. Theoretically evaluated energy changes are
compared among several possible catalytic cycles, and the most plausible
reaction mechanism is proposed. Characteristic features of the catalytic cycle
and elementary processes are also discussed.

Key words:  hydrogenation of carbon dioxide, insertion of carbon dioxide into the metal-
hydride bond, reductive elimination of formic acid, 6-bond metathesis

1. INTRODUCTION

In this first section, we will describe the experimental knowledge on the
hydrogenation of CO, to formic acid and the early theoretical works on this
topic, which are concerned with the structure and formation of transition-
metal CO, complexes.

1.1 Experimental Background

Transition-metal catalysed CO, fixation is among the most challenging
subjects of research in organometallic and catalytic chemistry [1]. CO, is a
naturally abundant resource of carbon, but its reactivity is limited by a very
high thermodynamical stability. In this regard, many attempts have been
made to convert CO; into useful chemical species.
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N+ CO,

(1a)
— + CO,
(1b)
RH(\_CHR' + CO. Cﬂn—ﬁo—ﬁ—ﬁ*
d 5 T @
H, + co, — HCOOH (3)

Equations 1 to 3 show some of fixation reactions of carbon dioxide.
Equations la and 1b present coupling reactions of CO, with diene, triene,
and alkyne affording lactone and similar molecules [2], in a process
catalyzed by low valent transition metal compounds such as nickel(0) and
palladium(0) complexes. Another interesting CO, fixation reaction is co-
polymerization of CO; and epoxide yielding polycarbonate (equation 2).
This reaction is catalyzed by aluminum porphyrin and zinc diphenoxide [3].

Nevertheless, the hydrogenation of CO; by a dihydrogen molecule to
formic acid (equation 3) has attracted much attention in recent years. Formic
acid is indeed the starting material for a large variety of organic reaction.
This hydrogenation process was originally suggested in the reaction of
RhCI(PPh;); with CO; and H, [5]. In this first report, however, formic acid
could not be detected, while RhCI(CO)(PPh;), was produced. The first report
of CO; hydrogenation was presented by Inoue and his collaborators on 1976;
they succeeded this reaction with Pd(diphos),, Ni(diphos),, Pd(PPhs)s,
RhCI(PPh;);, RuH,(PPh;)s, and IrH3(PPhs); in the presence of amines [6].
About 8 years later, the second report was made by Darensbourg and his
collaborators, who performed hydrogenation of CO, to HCOOMe with
[MH(CO)s]” M=Cr, Mo, or W) in the presence of H, (250psi) and CO; (250
psi) [7]. In 1989, Taqui Kahn and his collaborators [8] used
[Ru(EDTAH)CI] as a catalyst and succeeded in hydrogenating CO; with
somewhat large turnover numbers of about 180.
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Between 1992 and 1994, three important works were reported in this
field. Tsai and Nicholas carried out the hydrogenation of CO, with
[Rh(NBD)(PMe,Ph);]BFs (NBD = norbornadiene) as a catalyst [9] and
detected spectroscopically [RhHy(PMe,Ph);(S)]BFs (S= H,O or THF),
[RhH,(PMe,Ph),]BF,, [RhH(S)(PMe,Ph),(n*-0,CH)]BF,, and
[RhH(S)l,z(PMezPh):;,z(T]I-OCOH)]BF,;. From these observations, they
proposed a catalytic cycle consisting of CO; insertion into the Rh(I)-H bond
and the reductive elimination of HCOOH. On the same year, Leitner and
collaborators reported the hydrogenation of CO; to formic acid with
RhH(diphos), (diphos=1,2-bis(diphenylphosphino)ethane or 1,3-
bis(diphenylphosphino)propane) [10]. On 1994, Jessop, Ikariya, and
Noyori.[11, 12] succeeded in performing a significantly efficient
hydrogenation of CO, in super critical CO, (scCO,) with ruthenium(II)
complexes in the presence of triethylamine. The turnover numbers reached
7200 h' for formic acid formation [lc] and total turnover numbers reached
420000 for formamide formation [12b].

Figure 1. Reaction mechanism for the hydrogenation process of CO; proposed by Noyori and
co-workers [12].

The reaction mechanism proposed by Noyori and co-workers [12]
(Figure 1) is a good example of the generally accepted mechanism for this
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kind of processes. The reaction starts with the CO; insertion into the Ru(Il)-
H bond to afford a Ru(II)-formate intermediate. The final step seems to be O-
bond metathesis of the Ru(Il)-formate intermediate with dihydrogen
molecule, though it was not clearly described [12b] in the original
formulation and could also be a combination of oxidative addition/reductive
elimination. Very large turnover numbers (360000h™") were also reported
with RuCl,(dppe), (dppe=1,2-bis(diphenylphosphino)ethane) by Krocher et
al. [13].

A slightly different catalytic system was reported by Lau and
collaborators [14]. These authors used Ru(n®: '-CsH-(CH,)sNMe,)(dppm)
(dppm = bis(diphenylphosphino)methane) as a catalyst and proposed a
modified reaction mechanism where H, undergoes heterolytic activation
between the Ru center and the NMe; group in the ligand.

Hydrogenation of CO;, can also be carried out in water [10c, 15]. In this
case, the substrate is not CO, but HCO4', and insertion of HCOj into the Ru-
H bond is involved in the catalytic cycle. In our opinion, this step can be
seen as a nucleophilic attack of the hydride ligand to the positively charged
C atom of HCOs'.

1.2 Theoretical studies of CO, fixation reactions

In spite of the importance of CO, fixation reactions, relatively few
theoretical works have been carried out on transition-metal CO2 complexes

Figure 2. Frontier orbitals of CO,.

and CO; fixation reactions. These results are nevertheless helpful for a better
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understanding of the hydrogenation of CO; to produce formic acid, which
will be discussed in detail in the rest of the chapter.

First, we will discuss the frontier orbitals of CO,. As shown in Figure 2,
these are the ®, non-bonding & (nx), and ©* orbitals. Since CO; is a Lewis
acid, the t* orbital is considered particularly important. It is worth noticing
that the C p orbital contributes to the ©* orbital to a much greater extent than
the O p orbital, and that the w* orbital lowers its energy by the O-C-O
bending distortion (see Figure 2B). The knowledge of these orbitals is
necessary to understand and explain the geometry, bonding nature, and
reaction behaviour of transition metal CO, complexes.

|
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Figure 3. The three possible bonding modes of CO; in a transition metal complex.

Three coordination modes are considered possible in transition metal CO,
complexes, as shown in Figure 3. They were theoretically investigated with
semi-empirical [16, 17] and ab initio methods [18, 19]. A short summary of
these results is collected in Table 1 [20], where the importance of the frontier
orbitals of CO; for this interaction is apparent.
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Among the fixation reactions of CO; not directly related to
hydrogenation, we will mention theoretical studies on two of them. The first
is the transition metal-catalysed electrochemical reduction of CO; to CO,
which was theoretically investigated with the ab initio SD-CI method. This
reaction which had been previously observed by several authors [21, 22] was
experimentally well characterized by Suavage and collaborators [23], who
succeeded in carrying out the electrochemical reduction of CO, with
Ni(cyclam)Cl,. They proposed that the first step is the one-electron reduction
of the Ni(Il) complex to afford a Ni(I})-CO; complex with an n'-C
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coordination form, and that the second step is another one-electron reduction
of this Ni(I)-CO, species followed by proton addition to yield CO. SD-CI
calculations of all the intermediates in this cycle clearly proved that the
proposed reaction mechanism was reasonable and the intermediate, the
Ni(I)-CO, complex, certainly took the n'-C coordination form [24]. The
preference for 1'-C over n’-side-on coordination in this intermediate could
be easily explained by the fact that the Ni(I)-cyclam species has a doubly
occupied dy; orbital at a high energy (Table 1).

The second fixation reaction that has been the subject of theoretical study
is the nickel(0)-catalyzed coupling reaction of CO; with acetylene (equation
1), which was theoretically investigated with the ab initio SD-CI method
[25]. The theoretical calculations clearly showed that if the nickel(0) moiety
was eliminated from the reaction system, the activation barrier increased
very much, and that the C-C bond formation between CO, and acetylene was
accelerated by the charge-transfer from the nickel(0) d orbital to the orbital
resulting from the combination between m* orbitals of acetylene and CO,.
Actually, the HOMO contour map of Ni(PH;)(CO,)(C;H,) clearly displays
this orbital mixing in the transition state.

Though the theoretical studies presented in this section are relatively old
and modern computational methods were not used, we consider that the
essence of their conclusions is still valid now.

2. THE ELEMENTARY STEPS IN THE CATALYTIC
CYCLE OF CO, HYDROGENATION

As briefly discussed in section 1.1, and shown in Figure 1, the accepted
mechanism for the catalytic cycle of hydrogenation of CO; to formic acid
starts with the insertion of CO; into a metal-hydride bond. Then, there are
two possible continuations. The first possibility is the reductive elimination
of formic acid followed by the oxidative addition of dihydrogen molecule to
the metal center. The second possible path goes through the o©-bond
metathesis of a metal formate complex with a dihydrogen molecule. In this
section, we will review theoretical investigations on each of these
elementary processes, with the exception of oxidative addition of H; to the
metal center, which has already been discussed in many reviews.
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2.1 Insertion of CO; into the Metal-Hydride and Similar
Bonds

Insertion reactions of CO; into the metal-hydride and metal-alkyl bonds
are of considerable importance, since these reactions are involved not only in
the catalytic cycle of the hydrogenation of CO, into formic acid but also in
the catalytic cycle of co-polymerization of CO; and epoxide. In this regard,
insertions of CO; into various metal-hydride, metal-alkyl, and similar bonds
have been the subject of intense experimental investigation. For instance,
CO; insertions into Cu(I)-CHj;, Cu(I)-OR, Cu(I)-alkyl [26-28], Ru(Il)-H
[29], Cr(0)-H, Mo(0)-H, W(0)-H [30], Ni(II)-H and Ni(II}-CH3 bonds [31,
32] have been so far reported.

2.1.1 CO; and C;H, Insertion into Cu(I)-H Bonds
CO; insertions into the Cu(I)-H and Cu(I)-CHj; bonds (equations 4 and 5)
were theoretically investigated and compared with the similar insertion
reactions of ethylene into the Cu(I)-H and Cu(I)-CH; bonds (eqs 6 and 7)
[33,34].
CuH(PH3); + CO; > Cu(n'-OCOH)(PH;),
= Cu(n*-0,CH)(PH:), 4

Cu(CHs)(PH3), + CO;, = Cu(n'-OCOCH;)(PH;),

2 Cu(n*-0,CCH;)(PH;), (5)
CuH(PH3;), + C;H4 2 Cu(C,H;s)(PH;), (6)
CU(CH3)(PH3)2 + C2H4 ') CU(C2H4CH3)(PH3)2 (7)

Though only an alkyl complex is possible in the ethylene insertion, there
are several possible products of the CO; insertion, such as n'-OCOH, n*
O,CH, and n‘-COOH species, as shown in Figure 4. Thus, the following
issues were investigated for the CO; insertion reactions: (1) Which species is
more easily formed, the metal-formate (M-OCOH) or the metal-carboxylic
acid (M-COOH)? (2) What are the most important interactions in the CO
insertion? (3) How different is the CO; insertion from the C,Hs insertion?
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(4) Which bond, Cu()-H or Cu(I)-CHj, is more reactive for the CO;
insertion and why?

Figure 4. Possible products for the insertion of CO, into the M-H bond.

Structures involved in the process indicated in equation 4 were optimized
with the Hartree-Fock (HF) method [34], as shown in Figure 5. First, CO,
approaches the Cu(l) center, to afford the precursor complex 2A. Since the
Cu(I) center is not appropriate for the CO, coordination, the carbon dioxide
fragment is far from the metal center in 2A. In the transition state 3A, the C-
H distance is 1.678 10\, which is much longer than the usual C-H bond
distance. The Cu-O' distance is still 2.5 A, which is also much longer than
that of the product (1.98 A). The C-O' bond is slightly longer than the C-O?
bond, which indicates that the C-O' and C-O” bonds have not changed yet to
the C-O single and C-O double bonds, respectively. All these features
indicate that the transition state is reactant-like. In the product, there are
several possible structures, 4A, SA, and 6A. 4A isomerises to SA in the
optimisation calculation and 6A is slightly more stable than SA.
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Figure 5. Optimized structures participating in the CO, insertion into the Cu-H bond of
CuH(PH,),. 2A is the reactant, 3A is the transition state, and 4A-6A are products [34b].

The activation barrier and the reaction energy were evaluated with various
computational methods, including MP4 (SDQ), SD-CI and CCD [34]. The
reaction was found to be exothermic by a value of about 40 kcal/mol. The
activation barriers were found to be 9.9 kcal/mol at the MP4(SDQ) level, 4.2
at the SD-CI level and 4.3 at the CCD level. Apparently, the MP4(SDQ)
method yields a much larger activation barrier than SD-CI and CCD
methods. Since the CCD and SD-CI methods present a similar activation
barrier, these values were taken as the correct ones. From these calculations,
it was concluded that CO; is easily inserted into the Cu(I)-H bond with a
moderate activation barrier.

The detailed study of the molecular orbitals in the different species
allowed a better understanding of the interactions under way. It was proved
that the charge-transfer from the HOMO of the metal moiety to the m*
orbital of CO; is the most important interaction in the transition state and
that the anti-bonding mixing of the & orbital of CO, also plays a significant
role. The leading role of this HOMO-LUMO interaction also explains why
the M-OCOH species is more easily formed than the M-COOH species.

The CO; insertion into the Cu(I)-H bond leading to Cu(n'-COOH)(PH;),
was compared with the insertion leading to Cu(n'-OCOH)(PH;),. Because
the transition state (TS) of the CO; insertion leading to the Cu-(n'-COOH)
species could not be optimized with the Hartree-Fock method used in the
geometry optimizations, the assumed TS-like structure was calculated with
the O-H distance and the Cu-H-O angle arbitrarily taken to be 2.0 A and 100
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or 120 , respectively. This assumed TS-like structure was much more
unstable than the transition state leading to the Cu-(n'-OCOH) species by
about 28 kcal/mol. Thus, it could be clearly concluded that the CO, insertion
leading to the Cu-(n'-COOH) is unfavourable. As mentioned above, these
results are easily understood in terms of the electron distribution and the
shape of the ®m* orbital of CO;, which is the most important for the
interaction. Electrostatic interactions go also in the same direction. The
product, Cu(n'-OCOH)(PH;),, is also much more stable than Cu(n'-
COOH)(PHs;),, for essentially the same reasons.

Figure 6. Transition states for the insertion of CO, into the Cu-CH; bond of Cu(CH;)(PH3),
(3B), the insertion of C,H, into the Cu-H bond of CuH(PH,), (8A), and the insertion of C;H,
into the Cu-CHj; bond of Cu(CH3)(PH;); (8B) [34].

Several interesting differences are observed between the insertion
reactions of CO; and C,Hy. The transition state of the C;H, insertion reaction
(8A, Figure 6) is much more product-like than that of the CO; insertion
reaction (3A, Figure 5). The other important difference is that the CO;
insertion needs a smaller activation barrier than the C,Hy insertion. While the
carbon dioxide insertion had a barrier of 4.2 kcal/mol at the SD-CI level, the
barrier for the ethylene insertion is 5.4 kcal/mol at this same level [34b].
This difference is easily interpreted in terms of the electrostatic and charge-
transfer interactions. On one hand, the initial approach of the bond-forming
atom to the Cu(I) center is more favourable in the case of CO;, where it is a
negatively charged O atom. On the other hand, the charge-transfer
interaction between CuH(PH3); and CO; is much stronger than that between
CuH(PHj3); and C;H,4 because the m* orbital of CO; becomes much lower in
energy than that of C;Hy after the bending distortion of CO,.

A comparison was made also between the energy barriers for insertion of
the CO, and C;H4 molecules in two different bonds: Cu(I)-H and Cu(I)-CHs.
The barriers were lower for the case of Cu(I)-H by values of 5.1 and 13.1
kcal/mol at the SD-CI level [34]. This difference arises from the fact that the
valence orbital of the H ligand is a spherical 1s orbital and that of the CHj
ligand is a directional sp3 orbital. The lone pair from the CH; ligand must
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change its direction to form a new C-C bond and this has an energy cost.
Similar differences were observed between the oxidative additions of H-H
and H-CHj; bonds [35] and between the insertions of C,H,; and C,H, into the
M-H and M-SiR; bonds [36]. Finally, the CO; insertion into the Cu(I)-OH
bond was also analyzed, and found to proceed with no barrier [34b]. This is
interpreted in terms that the OH group has two lone pair orbitals; one is used
for bonding interaction with the Cu(I) center and the other can be used to
form a new bonding interaction with COs.

2.1.2 CO; Insertion in Rh(III)-H, Rh(I)-H, Cu(I)-H and Ru(II)-H
Bonds

We will discuss here the differences in the CO; insertion into a variety of
M-H bonds. The energetics of these reactions are collected in Table 2.

Figure 7. Optimized structures for the reaction of insertion of CO, into the Rh(I)-H bond of
Rh(PH;); [37].
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Table 2. Computed activation barrier (E,, kcal/mol) and reaction energy (AE, kcal/mol)
of the CO; insertion into Rh(IIT)-H, Rh(I)-H and Ru(Il)-H bonds.

The CO; insertion into the Rh(I)-H bond of the square planar RhH(PHj);
complex was investigated with the Hartree-Fock method for geometry
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optimisation and MP2-MP4(SDQ) and CCD methods for energy evaluation
[37]. Results are shown in Figure 7. CO, approaches the H ligand without
interaction with the Rh(I) center. The activation barrier was evaluated with
various computational methods, as listed in Table 2. Its value considerably
fluctuates around MP2 and MP3 methods, but SD-CI and CCD methods
present almost the same value of about 16 kcal/mol. Interestingly, this value
is much larger than that into the Cu(I)-H bond [37]. This is interpreted in
terms of the stronger exchange repulsion between RhH(PH;); and CO,. The
doubly occupied d. orbital of the Rh(I) center gives rise to exchange
repulsion with the T and non-bonding 7 orbitals of CO,. This exchange
repulsion is larger than that of the Cu(I) system because the 4d orbital of
Rh(I) expands to a much greater extent than does the 3d orbital of Cu(l).
This effect is reflected in the transition state geometry, where the Rh-H-O
angle (145°) is larger than in the corresponding copper system (Cu-H-O,
106°). The Rh-O distance is also very long in the transition state.

More recently, the CO, insertion into the Rh(I)-H bond of the T-shape
RhH(PH;), system has been theoretically investigated with MP2//MP2 and
QCISD(T)//MP2 methods [38]. As can be seen in Table 2, this insertion
reaction requires a much smaller activation barrier (4.3 kcal/mol with
MP2//MP2 and 4.3 kcal/mol with QCISD(T)//MP2) than the insertion
reaction in RhH(PH;)s. The reason is in the coordination number of rhodium.
In RhH(PH3),, the d® configuration of Rh(I) means that the ds orbital is
unoccupied. As CO; approaches this empty coordination site, it does not
give rise to exchange repulsion with a doubly occupied d orbital. As a result,
the Rh-H-O angle is much smaller than that of the transition state of the
insertion reaction of RhH(PH;); and the Rh-O bond is almost formed in the
transition state.

The CO, insertion into the Rh(III)-H bond of the square pyramidal
complex [RhH,(PH3);]" was investigated with the MP2 method for geometry
optimisation and the MP2-MP4(SDQ), SD-CI, and CCD//HF methods for
energy evaluation [39b]. Because of the strong trans-influence of the H
ligand, the position trans to it is empty and CO, approaches this empty site,
as shown in Figure 8. After the transition state, the n°-OCOH species is
directly formed instead of the '-OCOH that was found in other cases. This
is probably because the Rh(III) center has a d® electron configuration and it
tends to take a six-coordinate structure. The activation barrier, fluctuating
moderately between the MP2 and MP3 values, presents a very large value
over 40 kcal/mol (Table 2). One reason for this high barrier is the strong
trans-influence of the H (hydride) ligand, which is trans to the formate being
created. Actually, the activation barrier of the CO; insertion into the Rh(III)-
H bond becomes much lower when H;O coordinates with the Rh(III) center
at a position trans to CO; (see Table 2) [39b]. However, even in this case the



92 Shigeyoshi Sakaki and Yasuo Musashi

activation barrier is still higher than that of the CO; insertion into the Rh(I)-
H bond.

il .]1

Figure 8. Optimised structures for the reaction of insertion of CO, into the Rh(II)-H bond of
RhH;(PH3); [37].

We recently investigated [40] the reason why CO; is inserted into the
Rh(I)-H bond with a significantly lower barrier than into the Rh(IIl)-H bond,
as shown in Table 2. As discussed above, charge-transfer from the metal-
hydride moiety to the ®* orbital of CO; is very important in the CO,
insertion reaction, and, at the same time, the metal-formate moiety is very
much stabilized by the donation of electrons from the metal fragment. Since
the Rh(I) center is more electron-rich than Rh(III), the charge-transfer from
the Rh(I)-H moiety to the ®* orbital of CO, is favored, and the formate
moiety is provided with sufficient electrons. Consequently, CO; is more
easily inserted into the Rh(I)-H bond than into the Rh(III)-H bond.

CO; insertion into the Ru(Il)-H bond of cis-RuH;(PH;), (n=3 or 4) was
theoretically investigated as a part of investigation of a full catalytic cycle
[41]. Structures were optimised with the DFT-based B3LYP method, and the
activation barriers and reaction energies were evaluated with MP2-
MP4(SDQ), CCSD(T), and B3LYP methods, the results being shown in
Table 2. The energies fluctuate considerably within the MP methods but
CCSD(T) and B3LYP present similar values to each other. This suggests
that the B3LYP method is reliable for the CO, insertion reaction. Two
reaction paths were considered from cis-RuH,(PH3)s, one of them involving
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PH; dissociation. This phosphine dissociation costs 24.8 kcal/mol (B3LYP),
but activates very much the complex towards the reaction. CO; insertion
requires an activation barrier of 29.3 kcal/mol for cis-RuH;(PHs)4, but only
10.3 kcal/mol for cis-RuH,(PH;); (B3LYP). The reason of the significant
difference between cis-RuH,(PH;); and cis-RuH,(PH;), is found by
inspecting the Ru-O distance in the transition state. In cis-RuH;(PHs3),, the
Rh-O distance is very long, because this complex is coordinatively saturated,
and the O atom cannot approach the Ru center.

It is noticeable that these activation barriers for CQO, insertion into Ru(II)-
H bonds are lower than those for the Rh(III)-H bond discussed above. This
can be interpreted in terms of electron density at the metal center, which in
the Ru(Il) system must be larger than in Rh(III) but smaller than in the Rh(I)
system [40].

Figure 9. Proposed intermediates for the water or alcohol assisted insertion of carbon dioxide
into metal-hydride bonds.

A last topic to discuss concerning the insertion reaction of CO,
concerns the possible acceleration of this reaction by the presence of acidic
protons from solvents or other ligands. Acceleration ofthe CO, insertion into
the Rh(III)-H and Ru(Il)-H bonds by water and alcohol was experimentally
proposed, as shown in Figure 9 [9, 12b]. Although this possibility has not
been computationally investigated yet, a very related topic has been the
subject of a recent theoretical study. The role of a protonated amine-arm was
experimentally proposed in the hydrogenation of CO, with Ru(dppm)(Cp-
(CH,);-NMe;,) [14], as mentioned in the Introduction, and has been the
subject of recent DFT study [42]. Several paths were considered, but the
more interesting aspect in connection with carbon dioxide insertion can be
obtained from the comparison of the two paths represented by the transition
states in Figure 10.
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Figure 10. Transition states corresponding to two representative pathways of insertion of CO,
into the Ru(ID-H bond of Ru(m’-CsH-(CH):NMe,H')(dppm) (dppm =
bis(dimethylphosphino)methane). [42] TS1-I in which the amine arm does not interact with
CO; could not be optimized, and its geometry was taken to be the same as TS1-1I without the
orientation of amine arm. In TS1-II, the ammine arm interacts with the O atom of CO,.

When the protonated amine-arm does not participate in the reaction
(TS1-I ), the reaction is very endothermic. However, the activation barrier
decreases to 2.6 kcal/mol and the endothermicity of the reaction becomes
very small (only 0.2 kcal/mol), if the protonated amine-arm participates in
the reaction (TSI1-II). In this transition state the O-H distance is 1.709A,
typical of a hydrogen bond. The origin of the acceleration was explained in
terms of the enhancement of polarization of CO, induced by the protonated
amine arm, which increases the positive charge in the carbon atom. This
polarization favors the electrostatic interaction between hydride and CO,,
and since this polarization increases the contribution of the C p orbital in the
7* orbital of CO,, it favors also the charge-transfer from the H ligand to the
n* orbital of CO,. In other paths starting with direct interaction between CO;
and Ru the effect of the protonated amine was much smaller.

2.2 Reductive Elimination of Formic Acid from
Transition-Metal Formate Complexes

As shown in Figure 1, the next step in the catalytic cycle of carbon
dioxide hydrogenation is either reductive elimination of formic acid from the
transition-metal formate hydride complex or o-bond metathesis between the
transition-metal formate complex and dihydrogen molecule. In this section,
we will discuss the reductive elimination process. Activation barriers and
reaction energies for different reactions of this type are collected in Table 3.
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Table 3. Computed activation barrier (E,, kcal/mol) and reaction energy (AE, kcal/mol)
of the reductive elimination of H-OCOH from foxmate_ }}yfiride complexes.

The reductive elimination of formic acid from RhH,(m'-OCOH)(PH;)
was theoretically investigated first by Dedieu and his collaborators [38]. A
three-center transition state was optimised, in which the Rh-O and Rh-H
distances lengthened by about 0.2 A and 0.1 A, respectively, and the O-H
distance was 1.25 A. The activation barrier was evaluated to be 23.6
kcal/mol with the MP2 method and 24.7 kcal/mol with the QCISD(T)
method (Table 3). From these results, it was concluded that the reductive
elimination was difficult.
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Figure 11. Schematic representation of the transition states for the two different pathways in
the reductive elimination of H-OCOH from RuH(n'-OCOH)(PH,); [41]. Bond distances are
in A. Two PH; ligands which are perpendicular to this plane are omitted here for brevity.

The reductive elimination of formic acid from RuH(1’]l-OCOH)(PH3)n
(n=3, 4) was also recently investigated theoretically by Musashi and Sakaki
[41]. They examined not only a three-center transition state but also a five-
center one, as shown in Figure 11. In the three-center transition state, the Ru-
O and Ru-H distances lengthen by 0.23A and 0.11 A, respectively, and the
O-H distance (1.3 7A) is still much longer than the usual O-H bond. These
geometrical features are essentially the same as those previouly reported [38]
for the reductive elimination in RhHym'-OCOH)(PH;),. The activation
barrier was evaluated with various computational methods, as listed in Table
3. The barrier is 39.8 kcal/mol at the B3LYP level. This very high activation
barrier clearly indicates that the three-center reductive elimination is
difficult.

Things are however different for the five-center elimination. In the
transition state of this process (Figure 11), the Ru-O distance increases
moderately by 0.16 A, while the Ru-H distance lengthens considerably by
0.3 A. These features suggest that this reductive elimination can be viewed
as a hydrogen transfer from the Ru(Il) center to the formate ligand. The
activation barrier is 17.5 kcal/mol when n=3 and 25.5 kcal/mol when n=4
(B3LYP). Thus, the five-center pathway is much favored over the three-
center one, at least for these particular RuH(n'-OCOH)(PH,), complexes.
The reason for this difference can be understood from the orbitals presented
in Figure 12. In the three-center transition state, the HOMO of n'-OCOH,
that is used for the Ru-O bonding interaction, must change its direction
toward the H ligand to form a new O-H bond. In the five-center transition
state, this directional change is not necessary.
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Figure 12. Orbital diagram explaining why the 3-center reductive elimination (left side) has a
higher barrier than the 5-center process (right side).

23 Metathesis of a Transition-Metal Formate Complex
with a Dihydrogen Molecule:

The other reaction path to obtain formic acid from the transition metal
formate complex is metathesis with a dihydrogen molecule. This reaction
course has been proposed experimentally, but no clear evidence has been
reported so far. Energetics of this reaction from different complexes and
with a variety of methods are collected in Table 4.

Table 4. Computed activation barrier (E,, kcal/mol) and reaction energy (AE, kcal/mol)

of the o-bond metathesis reactions of metal formate complexes with the dihydrogen
molecule.
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Dedieu and his collaborators theoretically investigated in detail the
metathesis with complex Rh(n'-OCOH)(PH3), [38]. The first step of this
reaction is coordination of the dihydrogen molecule to the metal center, a
step that takes place easily because the 3-coordinate Rh(n'-OCOH)(PH;),
complex has an empty coordination site. The binding energy is, however,
very small; 3.2 kcal/mol at the MP2//MP2 level and 5.7 kcal/mol at the
QCISD(T)//MP2 level. In the transition state, the H-H distance lengthens to
1.10A and the O-H distance is still 1.34 A which is considerably longer than
the usual O-H bond. The Rh-O distance lengthens to about 2.2 A, which is
slightly longer than that of the reactant and almost the same as that of the
product. The activation barrier was evaluated to be 11.4 kcal/mol with the
MP2//MP2 method and 14.8 kcal/mol with the QCISD(T)//MP2 method
(Table 4). This metathesis process could be explained with simple molecular
orbital arguments.

Figure 13. Schematic representation of the transition states for the two different pathways in
the four-centered (left) and six-centered metathesis (right) of RuH(n'-OCOH)(PH,); with a
dihydrogen molecule [41]. Bond distances are in A.

The metathesis reaction between a ruthenium formate complex, RuH(n '
OCOH)(PH3)3, and a dihydrogen molecule was recently investigated with a
B3LYP method for geometry optimisation and MP2-MP4(SDQ), CCSD(T),
and B3LYP methods for energy evaluation [41]. As in the case of reductive
elimination discussed in the previous section, two different mechanisms can
be considered, the usual one involving a four-center transition state, and an
additional one involving the two oxygen atoms of CQO,, leading in this case
to a six-center transition state. Both transition states are shown in Figure 13.
The four-center transition state has a geometry similar to that previously
reported for Rh(n'-OCOH)(PH3), [38]. The activation barrier is calculated to
be about 28 kcal/mol with MP2-MP4(SDQ) and CCSD(T) methods, while
the B3ALYP method presents a slightly smaller value of 25 kcal/mol, as
listed in Table 4.
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To cause the six-center metathesis, the formate moiety must take the
structure in which the terminal O atom ofnl-OCOH is in the same side as
H,, as shown in Figure 13. Since RuH(nl-OCOH)(PH3)3 does not take this
structure just after the CQO, insertion, an isomerization consisting of a
rotation around the Ru-O bond must take place first. This process has a
moderate barrier of 8.5kcal/mol (B3LYP). The next step is the six-center
metathesis itself. This metathesis occurs through the transition state shown in
Figure 13. In this geometry the hydrogen atom being transferred is at almost
an intermediate position between the oxygen and the other hydrogen atom.
Another important feature of this structure is that the hydrogen atom being
transferred becomes more positively charged while the other one gains
negative charge. In other words, the metathesis involves the heterolytic H-H
bond fission. This transition state is very similar to that of the C-H
activations of methane and benzene by Pd(n’*-OCOH), [43]. As listed in
Table 4, all the computational methods present almost the same activation
barrier between 8 and 10 kcal/mol for this process. These activation barriers
are much lower than those of the four-centered 6-bond metathesis presented
above. This significant difference between four-center and six-center
metatheses is easily understood in terms of the direction change of the
HOMO of formate. As shown in Figure 14, the HOMO must change its
direction toward the H atom in the four-center metathesis, but not in the six-
center process.

Figure 14. Orbital diagram explaining why the 4-center g-bond metathesis (left side) has a
higher barrier than the 6-center process (right side).

Another factor to be investigated in the metathesis process is the effect of
bases in the reaction media. Bases such as triethylamine are added in the
experimental conditions to stabilize the formic acid product because
otherwise the product is thermodynamically less stable than the separate
carbon dioxide and dihydrogen reactants. As discussed above, the 6-bond
methathesis involves the heterolytic H-H bond fission, which would be
accelerated by the presence of the base. This effect was theoretically
investigated in the four-center o-bond metathesis between Rh(n'-
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OCOH)(PH;), and a dihydrogen molecule [44]. The introduction of a NHj
molecule in the system converts this single-step process in a three-step
process, with three transition states. The energy change occurs smoothly and
the highest barrier is only 2.1 kcal/mol (MP2//MP2) which is much smaller
than the barrier in the absence of NH; (11.4 kcal/mol, Table 4). This means
that the four-center metathesis occurs with nearly no barrier in the presence
of base. However, the base effects are likely overestimated in this
calculations. The experimental triethylamine system cannot do all the
interactions ammonia does, and polar or protic solvents should weaken the
interaction between the base and the complex.

After the metathesis, HCOOH must eliminate from the metal center, but
this elimination gives rise to a significantly large destabilization energy. For
instance, the destabilization energy is 11.3 kcal/mol in the RuH,(PH;);-
catalyzed hydrogenation of CO,. However, the fact that a recent theoretical
study with the DFT/SCRF (polarizable continuum model) method indicates
that CO; coordinates with the Rh center to form RhH(PH;),(CO,) [45]
suggests that super critical CO, can assist the elimination of formic acid
from the metal center.

3. CATALYTIC CYCLE OF HYDROGENATION OF
CO, TO FORMIC ACID

After discussing in detail each step of the hydrogenation process, we will
comment here on the computational studies of the full catalytic cycle.
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Figure 15. Computed cycle for the hydrogenation of CO; catalyzed by RhH(PHj;), {38]. MP2
relative energies are in kcal/mol.

Dedieu and his collaborators reported the calculations on the full catalytic
cycle of the reaction with RhH(PH;),, which are summarized in Figure 15
[38]. Apparently, the oxidative addition of H, followed by the reductive
elimination of HCOOH requires a much higher activation barrier (24.7
kcal/mol; MP2//MP2) than the ¢-bond metathesis (14.8 kcal/mol). Thus, it
was concluded that the hydrogenation proceeds through CO, insertion into
the Rh(I)-H bond followed by the o-bond metathesis. Though the
elimination of formic acid from the Rh(I) center gives rise to a significantly
large destabilization energy (22.6 kcal/mol), an amine molecule from the
medium can stabilize the formic acid by formation of salt. This was the first
report providing theoretical support to the reaction mechanism involving the
o-bond metathesis of the transition-metal formate complex with a
dihydrogen molecule. According to these calculations, the rate-determining
step is precisely the 6-bond metathesis.
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Figure 16. Computed cycle for the hydrogenation of CO, catalyzed by RuH,(PHj;); [41].
B3LYP relative energies are in kcal/mol.

The full catalytic cycle of the Ru-catalysed hydrogenation of CO, was
theoretically investigated by Musashi and Sakaki [41], with the results
summarized in Figure 16. Two kinds of active species were examined: the
coordinatively saturated RuH;(PH3)s and the coordinatively unsaturated
RuHy(PH3;);. The barrier for CO; insertion into the Ru-H bond was very high
for the case of RuHy(PH3)s, thus the coordinatively unsaturated complex was
found to be the active one, giving rise to the cycle shown in the Figure. As
discussed in the previous section, either the five-centered reductive
elimination or the six-centered o-bond metathesis can occur after the CO,
insertion. In both cases, RuH(1\'-OCOH)(PH;); must isomerize to the
structure in which these processes can take place. The isomerization needs a
moderate activation barrier of 8.5 kcal/mol in the reaction path involving
metathesis and 3.5 kcal/mol in the reaction path involving reductive
elimination (B3LYP). However, the reductive elimination requires an
activation barrier of 17.5 kcal/mol, considerably higher than the 8.2 kcal/mol
of the o-bond metathesis. Thus, it was concluded that the Ru-catalyzed
hydrogenation proceeds through the path shown in the left part of Figure 16:
CO; insertion into the Ru(II)-H bond, isomerization of the ruthenium
formate hydride complex, and six-center g-bond metathesis of the ruthenium
formate hydride complex with a dihydrogen molecule. The active species is
the coordinatively unsaturated complex RuHz(PH3);, and the rate-
determining step is the CO; insertion. These conclusions are nuanced by the
incorporation of solvent effects. A polar solvent decreases the activation
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barrier of the CO; insertion reaction and, as a result, in super-critical CO, the
isomerization becomes the rate-determining step [46].

4. CONCLUSIONS AND PERSPECTIVES FOR
FUTURE CALCULATIONS

The full catalytic cycle of transition metal catalysed hydrogenation of
CO, to formic acid has been theoretically investigated, and valuable
knowledge has been obtained on the reaction mechanism, the active species,
and the rate-determining step. However, a number issues still remain to be
investigated theoretically. The first of them is the importance of solvent
effects. For instance, it is well known that the hydrogenation of CO; is
efficiently catalysed by the ruthenium(Il) complexes in super-critical COy,
[11, 12]. Though solvent effects were theoretically investigated in a
pioneering work by Tomasi et al. [45], their role on all the elementary steps
has not been investigated yet. The second issue is the possibility to introduce
the real phosphines in the calculation instead of modeling them as PHs. The
ONIOM method proposed by Morokuma's group [47] is an attractive way to
take account of the effect of the real ligands. A third issue concerns the
reliability of computational methods, which should be examined in detail.
Though the DFT method with the B3LYP functional is not bad, there are
still some differences between DFT and CCSD(T) methods. Of course, the
final goal is to be able to predict what combination of transition metal
element and ligands will provide efficient catalysis for this very important
reaction.
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Chapter 5

Catalytic Enantioselective Hydrogenation of Alkenes

Steven Feldgus and Clark R. Landis*
Department of Chemistry, University of Wisconsin-Madison, 1101 University Avenue,
Madison, WI 53706, USA

Abstract: Computations utilizing the ONIOM scheme have been used to model key
features of the the Rh(chiral bisphosphine)-catalyzed enantioselective
hydrogenation of prochiral enamides. Extensive computations and comparison
with detailed mechanistic studies demonstrate that major features of the
catalytic mechanism are reproduced by computation. These features include
(1) relative stabilities of diastereomeric catalyst-enamide adducts (2) the anti
“lock-and-key” motif, in which the majority of catalytic flux is carried by the
less stable catalyst-enamide adduct (3) reversal of the sense of enantioselection
when the enamide substrate bears a bulky, electron-donating group in the o
position. Based on the computational results, simple models demonstrate how
specific steric effects of the chiral ligand environment co-mingle with orbital
interactions between the catalyst and substrate to result in distinctive, and
often surprising, mechanistic features of enantioselective hydrogenation
reactions.

Key words: ONIOM, hydrogenation, enantioselectivity, asymmetric catalysis, DFT,
reaction mechanism, chiral phosphine, ab initio, valence bond, oxidative
addition, migratory insertion, reductive elimination.

1. INTRODUCTION

As recently recognized by the Nobel Chemistry award committee, the
conceptualization,  development, and commercial  application  of
enantioselective, homogeneous hydrogenation of alkenes represents a
landmark achievement in modern chemistry. Further elaboration of
asymmetric hydrogenation catalysts by Noyori, Burk, and others has created
a robust and technologically important set of catalytic asymmetric synthetic
techniques. As frequently occurs in science, these new technologies have
spawned new areas of fundamental research. Soon after the development of
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practical asymmetric hydrogenation methods, research from the groups of
Brown and Halpern painted a detailed, and surprising, picture of the overall
mechanism of hydrogenation. Viewed at low resolution, this picture
describes a two-state model of catalysis in which the more populated
diastereomeric state corresponding to the best fit of the catalyst and substrate
is relatively unreactive. As a result, all productive catalysis funnels through
the small amount of catalyst in the less populated diastereomeric state. We
have coined the phrase ‘“anti-lock-and-key motif” to describe this
mechanistic model. Viewed at higher resolution the empirically determined
mechanism of asymmetric hydrogenation offers detailed insight into the
origin of unusual pressure and temperature effects (e.g., the observation of
increased enantioselectivity with increased temperature) observed for the
hydrogenation of dehydroamino acid derivatives.

It is the detail of Landis and Halpern’s kinetic model for enantioselective
hydrogenation that affords the luxury of asking even more intimate questions
about these precedent-setting catalytic transformations. What is the origin of
the stereoselectivity? How does the “anti-lock-and-key” behavior arise?
Why is the selectivity of the reaction so strongly dependent on the electronic
properties of the olefin substituents? Because catalysis is purely a kinetic
phenomenon, such questions invariably call upon discussion of transition
state structures and energetics. @ Empirical data provide only crude
boundaries for these discussions. However, the remarkable
contemporaneous development of fast ab initio methods and fast computing
hardware allow such questions to be addressed efficiently with computation.
In this chapter, we discuss the computational approaches we have used to
study the behavior of asymmetric hydrogenation catalysts and summarize the
insights elucidated by these studies.

2. HISTORICAL BACKGROUND

Wilkinson and coworkers reported the first well-characterized
homogeneous transition metal catalyst for alkene hydrogenation nearly thirty
five years ago [1]. Although Wilkinson’s Rh(PPh;);Cl catalyst was not
enantioselective, it opened the door for new attempts at generating
asymmetric hydrogenation catalysts, a goal that was very difficult to realize
with existing heterogeneous catalysts. The first successful homogeneous,
asymmetric hydrogenations were performed by Biithe et al. and Knowles et
al. with chiral monophosphine ligands [2, 3]. The approach of Knowles et al.
combined two technologies that had just emerged: Wilkinson’s
hydrogenation catalysts and Mislow’s synthesis of resolved, chiral
phosphines. However these monophosphine ligands either gave fairly low
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enantiomeric excesses or required long reaction times [4]. Kagan and Dang
achieved greater success with their chelating diphosphine ligand, DIOP (1)
[5, 6]. Other effective chelating disphosphines followed, such as
CHIRAPHOS [7] (2), BINAP [8] (3), and DiPAMP [9, 10] (4). Monsanto’s
L-Dopa synthesis, the first industrial application of a catalytic asymmetric
hydrogenation reaction [11], employed the DiPAMP diphosphine bound to a
cationic Rh center.

H PPh,

H3$< :_CH,PPh,

HC © CH,PPh,
H PPh,

X OCH;
/ PAr (
R OCH;,
N PAr,
L

3 4

A key feature of the mechanism of Wilkinson’s catalyst is that catalysis
begins with reaction of the solvated catalyst, RhCI(PPh;),S (S=solvent), and
H, to form a solvated dihydride Rh(H),CI(PPh;),S [1]. In a subsequent step
the alkene binds to the catalyst and then is transformed into product via
migratory insertion and reductive elimination steps. Schrock and Osborn
investigated solvated cationic complexes [M(PR3),S:]" (M=Rh, Ir and S=
solvent) that are closely related to Wilkinson’s catalyst. Similarly to
Wilkinson’s catalyst, the mechanistic sequence proposed by Schrock and
Osborn features initial reaction of the catalyst with H; followed by reaction
of the dihydride with alkene for the case of monophosphine-ligated rhodium
and iridium catalysts [12-17]. Such mechanisms commonly are characterized
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as following the “hydride pathway”. In contrast, Halpern et al. [18] and
Brown and Chaloner [19, 20] determined that solvated chelating-
diphosphine catalysts do not form stable dihydrides. Instead, hydrogenation
occurs by the sequence: reversible alkene binding followed by addition of
dihydrogen. This sequence is commonly termed the “alkene pathway™.

When the diphosphine is chiral, binding of a prochiral alkene creates
diastereomeric catalyst-alkene adducts. (Diastereomers result because
binding of a prochiral alkene to a metal center generates a stereogenic center
at the site of unsaturation.) Through a powerful combination of P and °C
NMR methods, Brown and Chaloner first demonstrated the presence of two
diastereomeric catalyst-enamide adducts with bidentate coordination of the
substrate to the metal (Figure 1) [19].

Figure 1. Diastereomeric catalyst-substrate adducts produced upon addition of olefin to
solvated catalyst with chelating diphosphine ligand.

Originally, Brown and Chaloner proposed that catalytic enantioselectivity
originates in the relative stabilities of the diastereomeric adducts.
Superficially, such a mechanistic motif resembles the lock-and-key model, a
common textbook description for the origins of selectivity in enzyme
catalyzed reactions. (Here we say superficially, because proper application
of the lock-and-key model must invoke a lock-and-key fit of substrate to
catalyst at the selectivity-determining transition state rather than an
intermediate state). However, Halpern’s and Brown’s groups soon thereafter
showed that, in fact, the major product came from the very rapid reaction of
the less stable diasteromer with H, [21, 22], a feature that we have dubbed
“anti-lock-and-key” behavior. Halpern and Brown were able to identify key
features of the catalytic cycle for both achiral and chiral diphosphines [18-
20, 23-25]. The mechanism that arose from this work is shown in Figure 2,
which is taken from the detailed kinetic study of the hydrogenation of
methyl-(Z)-o-acetamidocinnamate by Rh(DiPAMP) performed by Landis
and Halpern [26]. In this study the enantioselectivity of the reaction was
affected by the competition between k; and the interconversion of the
diasteromers 2™ and 2™". One consequence of this competition is the
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decrease in enantioselectivity with increasing Hj pressure, since an enhanced
rate of oxidative addition will decrease the steady-state concentration of the
less stable, but more productive, “minor diastereomer”.

Figure 2. Mechanism of catalytic asymmetric hydrogenation. Adapted from Ref. [26].

Although chelating aryl diphosphine ligands are effective for
hydrogenating dehydroamino acids with high stereoselectivity, minor
changes in the composition of the substrate can drastically lower the
enantiomeric excess. The best results are obtained for the following
structures:

Ra
Pr/=< N(H)Ac

where Ry is an electron withdrawing group such as CO,H or Ph, and the
phenyl group at the B position is (Z) to the amide. Selectivities for this class
of substrates routinely exceeded 95% e.e. The enantioselectivities commonly
drop to below 55% for a B-disubstituted compound, and below 25% with the
phenyl group in the (E) configuration [27]. Replacing the -electron
withdrawing R group with an electron donating group such as —CHj causes
the % e.e. to drop to 51% [10].
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Mark Burk and coworkers at DuPont generated a much more versatile
class of chelating diphosphine ligands based on chiral phospholane ring
structures (R-BPE (5) and R-DuPHOS (6), R = Me, Et, or iPr) [28-30].
Enantioselectivities exceed 95% e.e. for PB-disubstituted [31] and PB-
unsubstituted enamides [29], (Z) and (E) substrate configurations [32], and
conjugated dienes (with high regioselectivity) [33], among others [34, 35].

R R R R
R R

5 6

1)

P+
A

The success of Burk’s alkyl diphosphines spurred development of a
number of other ligands with electron rich phosphines, such as Zhang’s
PennPHOS (7) [36-38], Marinetti’s iPr-CnrPHOS (8) [39], and Imamoto’s

BisP* ligands (9) [40].

_Pr iPr
M :
e
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In 1993 Burk, Brown, and coworkers confirmed that DuPHOS
complexes exhibit the same “anti-lock-and-key” mechanistic motif as seen
for aryl phosphine ligated catalysts [41]. In 1998 by Burk and coworkers
reported an unexpected and interesting result [34]. With substrates having Ry
= aryl, selectivity of 99% e.e. for the S product resulted from (S,S)-Me-
DuPHOS-Rh hydrogenations, but the R product was obtained with similarly
high enantioselectivity when Rq = ¢-Bu or adamantyl. In other words, the
simple change of an aryl substituent to a bulky alkyl completely reverses the
sense of enantioselection.

Recently, Imamoto’s group has published a series of thorough
mechanistic investigations of their electron-rich diphosphine catalysts [42-
47]. They observe many of the same features seen in the aryl diphosphine
and DuPHOS systems, such as anti-lock-and-key behavior and complete
reversal of enantioselectivity with an electron donating R, substituent.
However, they also see that solvated catalyst compounds can react with
hydrogen prior to forming the catalyst-enamide adduct complexes (Figure
1). The dihydride pathway becomes more favorable as the phosphine ligand
bite angle increases: solvated BisP*-Rh undergoes reversible H; addition,
while a catalyst containing the larger bite angle o-xylene derived ligand (10)
undergoes irreversible H; addition [48]. These results will be addressed after
we discuss the results of our computational explorations.

t-Bu Me

Me t-Bu
10

A number of attempts have been made to find an accurate empirical
predictor of the sense of product chirality. The twist in the diphosphine
chelating ring is one example: 3 twists lead to S product while A twists lead
to R product [7, 49]. However, ligands such as DuPHOS have no backbone
twist. Another predictor is the twist in the coordinated diene of the catalyst
precursor: catalysts with dienes twisted counterclockwise lead to R products,
with clockwise leading to S [50]. This works well for most ligands, but fails
for BisP*, which exhibits a small clockwise twist but produces R product
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[45]. Knowles suggested the use of quadrant diagrams (Figure 3) to predict
the stability of the catalyst-enamide adducts [51]. Quadrant diagrams
provide an easily processed graphic representation but can be misleading.
Indeed, Knowles’ original success with the quadrant model rested on two
incorrect assumptions. First, application of the quadrant model led to an
ordering of diastereomer stabilities that was later shown to be inverted. A
second incorrect assumption, that the more stable diastereomer gave rise to
most of the product, fortuitously corrected the first assumption. Thus, in this
unusual case two wrongs actually do make a right! To date, most simple
qualitative models do not provide a thorough understanding of the factors
leading to enantioselectivity, nor an explanation for the anti-lock-and-key or
enantioreversal behaviors. As stated by John Brown in a recent review:

“The problems which remain in understanding and interpreting rhodium
asymmetric hydrogenation arise from a persistent lack of information on
the presumed rhodium dihydride; without which the pathway between the
enamide complex and the turnover limiting TS for H; addition (i.e. the
step in which the enantioselectivity ofthe reaction is set) remains opaque,
and hence the overall understanding is elusive.” [52]

Figure 3. (R,R)-Me-DuPHOS and its quadrant representation, with shaded squares
representing those areas hindered by the presence of a methyl group protruding towards the
metal.

Computation allows one to circumvent nature’s reluctance to offer the
dihydride to direct detection. The first papers using molecular mechanics to
study asymmetric hydrogenation appeared in the late 80’s [53-55]. However,
molecular mechanics is not the ideal technique for any reaction that involves
bond-breaking or bond-forming, such as all catalytic reactions, and only a
limited amount of reliable information was obtained from these early studies.
An MP2/QCISD(T) study of (PHs);Rh(olefin) structures was published in
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1997 by Kless et al., but they did not compute reaction pathways [56]. It was
around this time that we began our density functional theory work on
asymmetric hydrogenation.

3. DENSITY FUNCTIONAL STUDIES OF RH-(PH3),
MODEL SYSTEMS

As a computationally tractable model system, we chose [Rh(PH;),(c-
formamidoacrylonitrile)]” (11), shown in Figure 4. This model contains all
the critical structural and electronic features of the experimental system,
such as an electron withdrawing group on the 0-position of the enamide. We
used B3LYP for all of our calculations [57, 58], the LANL2DZ basis set
(“Basis I”) for geometry optimizations [59-61], and an expanded basis set
from the Stuttgart group (“Basis II”) for single point energies and selected
reoptimizations [62, 63]. Additional details on the methods can be found in
our previously published work [64].

Figure 4. Model system 11 and the abbreviated representation used in this chapter.

Starting with 11, we followed a multi-step reaction path that roughly
parallels the mechanism shown in Figure 2:

a) Formation of a weakly-bound, ion-induced dipole complex (labeled
IID in this chapter and our later papers, SQPL in our earlier papers),

b) Further addition of hydrogen to form a five-coordinate molecular
hydrogen intermediate (MOLH3),

¢) Oxidative addition of hydrogen generating the six-coordinate Rh(III)
dihydride (DIHY) species,

d) Migratory insertion of carbon into a Rh-H bond, forming either an -
or B-alkyl hydride (ALHY-0/f), depending on which carbon remained
bound to rhodium,

e) Reductive elimination of C-H from the alkyl hydride to generate the
alkane, still coordinated to the metal (PROD, equivalent to 4 in Figure 2).
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The biggest divergence between our mechanism and the one in Figure 2
is the intermediacy of molecular hydrogen complexes, which are often found
in other catalytic cycles [65], and had been predicted to exist by previous
theoretical studies [66]. The formation of stable molecular hydrogen
intermediates will have important consequences for the mechanism, as we
shall demonstrate.

Since our first model system is achiral, we did not need to consider
different diastereomeric manifolds. However, we did need to follow four
different reaction pathways corresponding to the four possible cis-dihydride
isomers (Figure 5). Intermediates with frans phosphorus orientations were
not considered because the catalysts of interest have chelating diphosphine
ligands.

Figure 5. Isomers of dihydrides that may be formed from the addition of H, to 11.

Our calculated potential energy surface is shown in Figure 6. The
energies in Figure 6 are purely gas phase electronic energies; they do not
take zero-point energies, solvation effects, nor the loss of H, entropy into
account. There is little difference in the energies of the two ion-induced
dipole complexes, but the four pathways diverge dramatically upon the
continued approach of Hy. Pathways B and D place H, at the axial position
of the trigonal bipyramidal intermediate, frans to oxygen. Hoffmann [67]
and Crabtree [68] showed that in d® trigonal bipyramidal complexes,
6 donors prefer to be axial and & acceptors prefer to be equatorial, which
explains the thermodynamic instability of MOLH.-B/D relative to the other
two isomers. The large kinetic barrier for formation of MOLH;-B/D can be
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rationalized by a least-nuclear-motion argument [69]: transforming the
square planar structure into a trigonal bipyramid with H» in the axial position
requires a tremendous amount of nuclear and electronic reorganization.
Because of this large energetic penalty we eliminated B and D catalytic
pathways on kinetic grounds, leaving MOLH;-A and MOLH,-C as viable
intermediates.

Figure 6. Potential energy surface for the reaction of 11 with H,.

After oxidative addition to form the dihydride, however, the relative
stabilities of the pathways invert. DIHY-A and DIHY-C are the
thermodynamically less stable intermediates due to the frans influence. The
trans influence of the double bond is greater than that of the amide oxygen,
which can be seen from the two Rh-P bond lengths in 11 (Rh-Pgs0 is ~
0.1A shorter than Rh-P,,,sC). The very strong o-donating hydride ligand
prefers to be trans to oxygen, as it is in DIHY-B and DIHY-D. However,
even though these two dihydrides are thermodynamically more stable, they
are still kinetically inaccessible due to the barriers to formation of the
corresponding molecular H; complexes. We searched for isomerization
pathways between DIHY-A and DIHY-B, but found that the energetics were
not competitive with the migratory insertion step. Isomerization pathways
between molecular H; isomers were also identified, but were too high in
energy as well.



118 Steven Feldgus and Clark R. Landis

There are two fundamentally different migratory insertion steps:
migration of the B-carbon into a Rh-H bond to form an a-alkyl hydride
(pathways A and B), and migration of the o-carbon to form a P-alkyl
hydride (pathways C and D). With the presence of an electron withdrawing
o-substituent, such as the nitrile in 11, the a-alkyl hydride is more stable,
resulting in a 7.1 kcal/mol lower migratory insertion barrier for pathway B
than for pathway C, as per the Hammond postulate. The significant barrier
along pathway A comes from a transition state structure that has the
remaining hydride ligand trans to an alkyl group. Pathway C, which forms a
B-alkyl hydride and contains the trans H-Cuky structure at the transition
state, exhibits a 21.8 kcal/mol barrier, by far the largest of the four. The
consequence is that pathway C, which possesses a kinetically favorable
dihydride, is not a viable catalytic pathway.

The pathway with the overall lowest barrier is A, which also possesses
the thermodynamically most stable alkyl hydride. Because the turnover-
limiting and enantiodetermining steps are known to exist prior to the alkyl
hydrides, we calculated the reductive elimination only along pathway A. The
relatively large barrier for reductive elimination (15.7 kcal/mol) agrees with
the experimental observation that the alkyl hydrides can be isolated in
catalytic hydrogenation reactions [21, 24]. The relative barrier heights along
pathway A support a mechanism that involves reversible dihydride
formation and turnover-limiting migratory insertion. This is contrary to the
commonly accepted mechanism of catalytic asymmetric hydrogenation,
which posits irreversible oxidative addition [70], but in agreement with
recent experimental results that show irreversible and stereodetermining
migratory insertion [45].

4. ONIOM STUDIES OF [Rh((R,R)-Me-DUPHOS)(c--
FORMAMIDOACRYLONITRILE)]

Addressing the origins of enantioselectivity requires a chiral model. We
chose [Rh((R,R)-Me-DuPHOS)]" (12) for the model system because of its
relative simplicity and high selectivity. As in the previous study, we used the
simplified substrate, o-formamidoacrylonitrile (13). Since the double bond
in 13 is prochiral, there are two different catalyst-enamide diastereomers as
shown in Figure 1.
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12 13

The adduct with the re face bound to Rhodium, leading to the S
enantiomer, is more stable than the Pro-R si-coordinated adduct, and so
would be the predominant diastereomer in solution. In our original papers on
this work [71, 72], we labeled the more stable Pro-S diastereomer MAJ and
the Pro-R diastereomer MIN in analogy to the nomenclature from Figure 2.
For consistency with our later work, however, we use the designations PRO-
R and PRO-S in this chapter.

The computational effort expended in this work is considerably greater
than for the PH; model system. Not only is the ligand larger, but each
diastereomer can react along the four isomeric hydrogen addition pathways
seen in Figure 5, giving a total of eight multi-step reaction pathways to be
followed. Performing full DFT calculations along all of these pathways was
impractical at the time due to the computer resources required, so we used
the ONIOM hybrid method. The ONIOM method was developed by
Morokuma, Maseras, and coworkers in the mid-90’s as a generalized
QM/MM scheme, which allows different levels of theory to be applied to
different portions of the molecule [73, 74]. Additional details on this method
are available elsewhere in this volume. We used a three-layer partitioning
scheme for the DuPHOS ligand, as seen in Figure 7. Our core layer contains
the region of the system that actively participates in the catalysis: thodium, a
bridging bis(phospholano)ethylene ligand, the model enamide, and
dihydrogen (not shown in Figure 7). We applied the same levels of theory
we used for the Rh(PH;), system to this layer. The intermediate layer
includes the portion of the molecule that is the most electronically relevant
but outside the core: the 5-membered phospholane rings. To include these
electronic effects in a time-efficient manner, we treated this level with
simple Hartree-Fock theory and the LANL2MB basis set [59, 60, 75]. The
remainder of the molecule (the methyl groups on the phospholane rings and
the complete phenyl ring of the bridge) was assumed to have only a steric
effect, and was treated with Rappé’s Universal Force Field (UFF) [76].
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Figure 7. ONIOM partitioning scheme, shown here for PRO-R.

All calculations were performed using Gaussian98 [77], which required
making some additions and corrections to the UFF force field because
Gaussian98 does not have atom types for square planar rhodium or
coordinated double bonds. Details about these changes can be found in the
supporting information of our original paper [72].

The free energy surface for hydrogenation along both diastereomeric
manifolds is shown in Figure 8. The effect of calculating the free energy of
the reaction is seen in the much larger barriers to formation of the ion-
induced dipole complexes. These barriers arise from the loss of entropy upon
addition of H, to the complex. Aside from this, however, the surfaces in
Figure 8 are nearly identical to the surface obtained for our achiral system
(Figure 6). Once again, there are very large barriers to hydrogen addition
along pathways B and D, and pathway C experiences a large barrier for the
migratory insertion step, making A the most reactive pathway along both
manifolds. The relative energetics of intermediates and transition states are
nearly identical to the achiral system, with one important exception. The
migratory insertion barriers are noticeably smaller, particularly in relation to
the oxidative addition transition states. In this more electron rich system, it
appears that oxidative addition is turnover-limiting and enantiodetermining.
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Figure 8. Free energy surface (in kcal/mol) for reaction of catalyst-enamide diasteromers with
H,

Our calculations reproduce the anti-lock-and-key behavior seen
experimentally. Pro-$ is 3.6 kcal/mol more stable than Pro-R but the overall
barrier along pathway A on the § manifold is 20.4 kcal/mol, over 4.4
kcal/mol greater than the overall barrier along pathway A on the R manifold.
As is observed experimentally, our calculations predict the dominant product
of (R,R)-Me-DuPHOS-Rh hydrogenations to be the R enantiomer. Computed
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relative energies also agree reasonably with experiment. The difference in
diastereomer stability of 3.6 kcal/mol corresponds to a solution
concentration of Pro-R of less than 0.2%, which would be a low enough
concentration to account for the inability of a *'P NMR study of a similar
DuPHOS ligated catalyst to detect any minor diastereomer [41]. The 4.4
kcal/mol difference in overall barrier heights translates to an enantiomeric
excess of 99.9%. DuPHOS hydrogenations of similar substrates regularly
show enantioselectivities greater than 99% e.e. [30].

The structures of the two catalyst-enamide adducts (Figure 9) do not
suggest an immediate reason for their relative stabilities. In Pro-R, the
double bond is forced downwards by one of the DuPHOS methyl groups so
that the B-carbon lies in the P-Rh-P plane, while the situation is reversed
with Pro-S, which has the o-carbon in the plane. Removing the methyl
groups from DuPHOS and reoptimizing the geometries confirms there is an
inherent preference for the a-carbon to be in the plane; the structure of Pro-
S remains the same while Pro-R rearranges considerably so that the double
bond is largely above the plane. Reasons for this behavior are discussed later
in the chapter.

.I|‘I ]
|

Figure 9. ONIOM optimized geometries of the two catalyst-enamide adduct diastereomers.

The difference between the structures and reactivity of the diastereomers
can be visualized using Knowles’ quadrant diagrams. Overlaying the
structures of the two diastereomers on the quadrant diagram for DuPHOS
(Figure 3) clearly reveals that displacement of the B-carbon of Pro-R into the
plane lessens steric interactions of the B-methylene with the hindered
quadrant (Figure 10).
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Figure 10. Orientations of substrate in catalyst-enamide diastereomers overlaid onto quadrant
diagram representing DuPHOS ligand (see Figure 3). The phosphorus atoms and bridging
carbons of the DuPHOS ligand are still shown, but some hydrogens have been removed for
clarity.

Pathway A, corresponding to bringing hydrogen in from the top along the
P-Rh-C bond axis, has already been shown to be the most reactive pathway
for both diastereomers. Figure 11 shows the orientations of the enamide for
both diastereomers as hydrogen adds from the top. For Pro-R, very little
motion has to occur in order to coordinate hydrogen, and what little motion
does occur moves the double bond further into an unhindered quadrant. For
Pro-S, on the other hand, the enamide must distort considerably to make
room for Hj, losing the stability of having the a-carbon in the plane, and
forcing the double bond and nitrile to swing into a quadrant hindered by one
of the DuPHOS methyl groups. Figure 8 confirms that the major difference
between the two manifolds occurs in this step. To form S-MOLH;-A
requires 18.5 kcal/mol from Pro-S, but forming R-MOLH;-A from Pro-R
only requires 9.5 kcal/mol. This more than compensates for the difference in
diastereomer stability, and accounts for the enhanced reactivity of Pro-R.
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3
I

Figure 11. Addition of H; along pathway A of both diastereomeric manifolds.

5. ONIOM STUDIES OF [RH((R,R)-ME-DUPHOS)(N-
(1-TERT-BUTYL-VINYL)-FORMAMIDE)]*

Having reproduced and provided a simple rationalization for the anti-
lock-and-key motif, we turned to the dramatic effect of the o-substituent on
reaction enantioselectivity. Upon replacing the electron-withdrawing group
on the o-carbon with an electron donating group, such as fert-butyl or
adamantyl, the opposite enantiomer of the product is observed
experimentally with 99% e.e. [34]. We replaced the nitrile group on 13 with
a tert-Butyl group to generate N-(I-tert-Butyl-vinyl)-formamide (14) [79].

14
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The computations for 14 were carried out as before. We partitioned the #-
Bu group between two ONIOM layers, placing the full group in the
Intermediate (HF) layer and representing it with a methyl in the Core
(B3LYP) layer. For a few structures, constraints had to be used to ensure
geometry convergence, so these energies can be viewed as upper bounds to
the true ONIOM energies, but in all cases transition states had one negative
vibrational frequency, and intermediates had none.

The catalyst diastereomers Pro-R and Pro-'S have very similar
structures to their nitrile counterparts, except for the double bond in Pro-'R,
which is much less perpendicular to the P-Rh-P plane than it was in Pro-R
(Figure 12). The relative energies of these two structures markedly differ,
however. The calculated free energy difference between the Pro-'R and
Pro-'S is essentially zero, and reoptimizing the geometries after removing
the DuPHOS methyl groups does not result in Pro-'R taking the Pro-'S
structure, as it did for the nitrile substituted enamide. Instead, the orientation
of the double bond does not change.

i

|

Figure 12. ONIOM optimized geometries of diastereomers for tert-Butyl substituted
enamides.

The free energy surfaces for reactions of these diastereomers are shown
in Figure 13. Because we knew that the barriers for addition of H, along
pathways B and D could only increase with the bulkier system, we
calculated structures along pathways A and C, only.
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Structures with constraints on their geometry are italicized.
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The pathway with the lowest overall barrier is C on the Pro~S manifold,
meaning that for this system, we would predict the S enantiomer to be
formed, in accord with experiment. Our calculated energy difference
between the two manifolds is almost 6.5 kcal/mol, which is more than large
enough to account for the observed enantiomeric excess of > 99% [78].

For the nitrile-substituted enamide (11), the B-alkyl hydride is
considerably less stable than the a-alkyl hydride (by >13 kcal/mol), which
results in large migratory insertion barriers along B-alkyl-hydride-generating
pathway C. In the +Bu substituted enamide, 14, the §-alkyl hydride is more
stable than the a-alkyl hydride by >9 kcal/mol, making the migratory
insertion barriers for pathway A higher than for C. This dramatic shift can be
attributed to the destabilizing effect that an electron donating group has on a
metal-carbon bond, which strongly affects the stability of the a-alkyl
hydride.

Pathway C involves addition of Hfrom the “bottom side” of the
catalyst-diastereomer complex. The situation is similar to Figure 11, but
inverted. Adding hydrogen from the bottom to Pro-S or Pre-'S pushes the
double bond further up into an unhindered quadrant, which causes little
additional steric penalty. Adding hydrogen to the bottom of Pro-R or Pro-‘R
pushes the double bond into a hindered quadrant, with a consequently higher
barrier. The situation is summarized in Figure 14 for substrate 14, but the
conclusions restricting double bond movement are valid for any substituent.

Figure 14. Addition of dihydrogen to both diastereomers, showing the direction of motion of
the double bond upon addition via each pathway.

We can summarize our conclusions as follows:
¢ The electronic characteristics of the carbon substituents on the enamide
determine the preference for the alkyl hydride:
Electron-donating — B-alkyl hydride
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Electron-withdrawing — ot-alkyl hydride
e The direction of hydrogen addition determines which alkyl hydride will
be formed:
From top (Pathways A/B) — a-alkyl hydride
From bottom (Pathways C/D) — B-alkyl hydride
¢ Hydrogen approach can only occur when the double bond is being
pushed into an unhindered quadrant:
From top (Pathways A/B) —Pro-R  diastereomer
From bottom (Pathways C/D) — Pro-S diastereomer
So for an electron withdrawing substituent, an a-alkyl hydride is favored,
which can only form when hydrogen adds from the top, and addition from
the top occurs more readily for the Pro-R diastereomer, producing R product.
For an electron-donating substituent, the argument is reversed, leading to S
product.

6. EFFECT OF THE a-SUBSTITUENT ON
CATALYST-ENAMIDE ADDUCT STABILITIES

Although understanding the effect of the o-substituent on relative alkyl
hydride stabilities is straightforward, understanding the effect on the
catalyst-enamide diastereomers is not. To clarify this matter we performed a
series of calculations on a variety of substituted enamides [78]. To eliminate
the effect of the amide oxygen, we examined frontier orbitals of the
[Rh(PH,),(formamide)]" fragment (15) and those of model enamides (16).

~ G /
HaP, M, L OC(H)NH, b T c

............... o
HsP/ W

15 16-Rq

The bonding between these two fragments can be understood using the
Dewar-Chatt-Duncanson model of donation and backdonation [79, 80]. The
frontier orbitals responsible for these interactions between 15 and 16-R4 are
drawn to scale in Figure 15.
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Figure 15. Canonical molecular orbital energy levels for [Rh(PH;),(formamide)]’, showing
the filled and unfilled orbitals with the rrorer symmetry to interact with C-C = and =
orbitals, seen on the right. Scale markings are in eV. All calculations were done at the
B3LYP/LANL2DZ level.

In accord with the Dewar-Chatt-Duncanson model, we find that the
dominant interaction is donation from the C C x bond into the rhodium
LUMO. This interaction is enhanced when the double bond lies in the
rhodium-diphosphine plane and with electron donating substituents which
raise the energy of mto more closey match the LUMO Charge
Decomposition Analysis (CDA) [81] shows that the amount of donation is
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maximized with R—#Bu and R—CHis, but the reduction in donation ability is
fairly minor as one moves to electron withdrawing substituents. The change
in the amount of backdonation, however, can be extremely dramatic.
Backdonation is enhanced by electron withdrawing substituents which
polarize and lower the energy of m~ and also by the ability ofthe &+ orbital
to geometrically overlap with the highest energy metal lone pair, d,2. Only
C=C double bonds whose centroid is displaced above the P-Rh-P plane
effect net overlap of &+ with d ;2 (Figure 16). Maximum overlap results when
the polarization ofthe @~ orbital matches the spatial distribution ofthe d ,2; as
shown in Figure 16 this occurs when the B-carbon is pseudo-axial. The
major diastereomer Pro-S adopts this conformation. If an electron-
withdrawing group is present, but the B-carbon of the double bond is
sterically prevented from rising above the plane to accept electrons from d,2,
a less stabilizing interaction results. Such is the case for the minor
diastereomer Pro-R. For an electron donating substituent, as in the case of ¢-
Bu, the potential backbonding interaction is much smaller, decreasing the
preference for the B-carbon to be above the plane. These arguments agree
with those made by Hoffmann and coworkers in their studies on the bonding
of substituted ethylenes to metals [82, 83].

Figure 16. Interaction between the C=C LUMO and d,, with an electron acceptor (A) on Cq.
The relative sizes of the lobes on - indicate the volarization due to A

The Valence Bond perspective on the substrate-catalyst interaction
emphasizes the resonance between two 16 electron configurations: one
corresponding to a simple Lewis donor-acceptor interaction with the alkene
n electrons acting as donor and the metal as an acceptor and one
corresponding to a metallocyclopropane configuration (Figure 17). As we
previously have shown, the idealized geometry of the 16 electron
metallocyclopropane configuration is a monovacant octahedron (or square
pyramid with 90° bond angle between axial and basal bonds) [84].
Therefore, mixing of metallocyclopropane character with the square planar
donor-acceptor will tend to move the midpoint of the alkene out of the P-Rh-
P plane. Whereas the axial Rh-C bond of the metallocyclopropane conforms
to a standard two center-two electron bond, the bonds of the basal plane are



Catalytic Enantioselective Hydrogenation of Alkenes 131

dominated by three center-four electron interactions among trans ligand
pairs. Such interactions create substantial charge accumulation on the basal
ligands. When the alkene has an electron withdrawing substituent, maximum
stabilization occurs with that C placed close to the basal plane. For electron
donating substituents, the situation is reversed.

Figure 17. Altemative valence bond pictures of the catalyst-enamide adduct. Only one of the
four three center-four electron resonance structures is shown (far right). Electron withdrawing
substituents prefer the basal position of the square pyramidal metallocyclopropane structure,
while electron donating substituents prefer the axial position.

7. RECENT EXPERIMENTAL RESULTS

The discovery by the Imamoto and Brown groups that hydride pathways
may be feasible for catalytic asymmetric hydrogenation may limit the
generality of our conclusions [42-47, 85]. The hydrogen addition portion of
our catalytic cycle is, of course, not applicable to catalysts where the
enamide adds to a dihydride solvate. Since our argument about the
stereoselectivity of Rh-DuPHOS catalysts is based on the hydrogen addition,
our model does not explain the high enantioselectivities observed by BisP*
or PHANEPHOS ligands, if these catalysts do operate primarily via a
hydride pathway. At this point, the experimental data show that the hydride
pathway is possible for the BisP* and PHANEPHOS ligands, but do not
require that it carries a significant amount of the catalytic flux.

It is interesting to apply our computed free energy surface to a reaction
occurring via the hydride pathway. To do this we simply assume that
binding of the substrate to BisP*-dihydride-disolvate is equivalent to
dropping onto the DIHY portion of the computed surface. By experiment,
an equilibrium distribution of BisP*-substrate-dihydride isomers (analogues
of the DIHY complexes) is obtained upon reaction of the substrate with the
solvate dihydrides [45], meaning that both the thermodynamic stabilities and
the reactivities of the DIHY isomers contribute to the observed
enantioselectivity. According to the computed free energy surface the lowest
energy and fastest reacting dihydrides are the R- and S-DIHY-B isomers.
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We calculate only a 0.7 kcal/mol difference between R-DIHY-B and S-
DIHY-B, with nearly identical migratory insertion barriers, so we would
predict only modest enantioselectivity if a DuPHOS-ligated catalyst reacted
along the hydride route. However, we are not aware of any evidence that a
solvated Rh-DuPHOS catalyst reacts with hydrogen to form dihydrides.
Aside from the question of selectivity along the hydride pathway, many
of the new experimental results are in accord with reported results for the
(R,R)-Me-DuPHOS-Rh catalytst and preliminary computations with (S,S)-
BisP*-Rh. The steric profile of (§,5)-BisP*-Rh is the same as (R R)-Me-
DuPHOS, with the quadrant diagram shown in Figure 3. Preliminary
computations reveal that when the olefin route is followed for BisP*-Rh and
the substrate has an electron withdrawing group in the alpha position, the
more stable catalyst-enamide diastereomer has the same relative orientation
on the quadrant diagram as Pro-S. But as in DuPHOS-ligated catalysts, the
Pro-R diastereomer is more reactive. When the electron withdrawing group
is replaced with fert-Butyl, preliminary computations demonstrate little
energetic differentiation between catalyst-enamide diastereomers, but the
Pro-S diastereomer is substantially more reactive and the S product is
produced. More importantly, B-alkyl hydrides are observed with the #-Bu
substituted enamide, while o-alkyl hydrides are formed with the electron-
withdrawing substituted enamides, regardless of whether the reaction
proceeded via the olefin or hydride route [44]. Furthermore, the
experimentally observed structures of several low-energy intermediates are
similar to our calculated structures. The most stable experimental dihydride
has the structure of the most stable dihydride (DIHY-B) obtained by
computation. Migratory insertion from DIHY-B is computed to initially
form a structure identical to our ALHY-B which is thermodynamically
poised to isomerize to ALHY-A with a small barrier. Experimentally, the
observed alkyl hydride has the coordination geometry of ALHY-A [44].

8. CONCLUSIONS

We see the development of an interesting pas de deux involving
experiment and computation in catalysis. With the support provided by
computations, experiments can jump higher than ever before. As a result,
interpretations of challenging experimental data, such as Brown and
Bargon’s identification of “agostic di-hydrides” (which we interpret as alkyl
hydrides with a strong agostic interaction) become tractable. However,
computations can provide more than just anonymous support for experiment:
in some instances computations lead to genuinely new insights. For
example, only computations have enabled robust models for understanding
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the “anti lock-and-key” motif and the origin of enantioreversal upon
changing enamide O-substituents. In our opinions, these computational
models carry the same attributes: simplicity, beauty, and logic, as the best
models derived from experiment. Like any good research, success creates
new questions, thus placing further pressure on both experiment and
computations.  For example, testing the validity of some of our
computational conclusions motivates us to perform further experimental
work with the DuPHOS ligand. Similarly, the unexpected and fascinating
dihydride chemistry observed with the BisP* and PHANEPHOS ligands
calls for further, and more sophisticated, computation.
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Chapter 6

Isomerization of Double and Triple C-C Bonds at a
Metal Center

Eric Clot” and Odile Eisenstein®
LSDSMS (UMR 5636), Case courrier 14, Université Montpellier II, Place Eugéne Bataillon,
34095 Montpellier Cedex 5, France

Abstract: The computational studies of the isomerization of alkyne into vinylidene and
alkene into carbene in presence of a transition metal fragment are described.
Three different routes have now been proposed in the literature.

Key words: DFT, isomerization, alkene, alkyne, carbene, vinylidene.

1. INTRODUCTION

Homogeneous catalysis with organometallic complexes is an efficient
and selective way to functionalize organic molecules [1]. The properties of
an organometallic complex reflect the properties of its organic and
organometallic parts tuned by their mutual interaction. From an organic
perspective, the metallic part can efficiently stabilize reactive organic
species, difficult or impossible to isolate and characterize in the free state.
This, in turn, changes the properties of the organic ligand, which can enter
new reactions not feasible for the isolated species.

Of particular interest are transition metal complexes containing reactive
M=C or C=C double bonds such as carbene (1) or vinylidene (2) complexes.

/CHR1 R2 R!
LM=C_ Lam=c=c{
R H
1 2

The corresponding organic fragments are tautomers (equations 1 and 2) of
stable molecules and do not exist with significant lifetime in the free state.
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Although the transformation of a primary alkyne into a vinylidene complex,
2, in presence of a number of transition metal systems is well reported [2, 3],
only rare examples are known for the transformation of an alkene into a
carbene complex [4, 5]. Given the increased role played by vinylidene and
carbene complexes as key partners in metathesis reactions and related
catalytic processes [6, 7], opening up new efficient and easy synthetic routes
to such complexes is an important challenge.

H /Rz CHR?R?
c=c = = 1C
R' R® R!
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H

\
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These isomerization reactions are of great interest to theoreticians
because the role of many factors (metal, substituents on the organic
fragment, ancillary ligands) on the outcome of the reaction can be studied
through computations. The purpose of this chapter is to describe the
theoretical studies carried out on the isomerization of alkyne to vinylidene
and alkene to carbene in the presence of transition metal fragments.

The essential features of the isomerization reactions of alkyne into
vinylidene and alkene into carbene in their free state are first presented. The
bonding properties of these systems are then briefly discussed. This
illustrates how the transition metal fragment influences the energy of the
isomerization reaction. The key role of substituents on the organic fragment
and ancillary ligands on the metal become thus apparent. We then discuss
the possible reactions pathways for isomerization in the case of alkyne. The
key role played by a metal hydride fragment to give access to a multistep
reaction with especially low activation barriers is then presented for the
alkyne and the alkene.

2. ISOLATED LIGANDS
2.1 Thermodynamics of the isomerization reaction

The thermodynamic outcome of a transformation A to B can be
rationalized through an analysis of the bonding within each system. The
transformation of a primary alkyne into vinylidene corresponds mostly to the
loss of one of the ® components of a C=C triple bond since the C(sp)-H and
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C(sp>)-H energies are close. Likewise, the transformation of an alkene to a
substituted carbene corresponds mostly to the loss of the ® component of a
C=C double bond. The loss of these bonds is clearly costly in energy but a
key point to the present story is that the energy cost is different for the two
systems. Loss of one of the ® bonds of an alkyne corresponds to 40-50
kcal.mol’', whereas the loss of the  bond in an alkene amounts to 70-80
kcal.mol. Therefore the isomerization of primary alkyne to vinylidene and
of alkene to substituted carbene are both endothermic with the latter having
the larger endothermicity.

Acetylene and ethylene are two convenient models for quantitative
studies. A large number of studies have been carried out on these systems
but the purpose of this section is not to give a comprehensive discussion of
these transformations. For these reasons, the numerical values given here are
the one used later for the organometallic systems. B3PW91/6-31(d,p)
calculations [8] give values in accord with this simple description (equations
3 and4)

HCCH - C=CH;, AE = +43.2 kcal.mol" (3)

H,C=CH,>CH(CH;) AE =+79.5 kcal.mol’ )

Substituent G has no drastic influence on the energy associated with
equation 3 since G is remote from the terminal end of vinylidene. This is not
the case for equation 4 where a substituent G can be on the carbene carbon
(equation 5).

HGC=CH,> CG(CH;) AE (5)

It is well known that 7t electron donor groups such as OR or NR, give
electron to the low lying empty p orbital of the carbene (see below).

Yol +
JOR _,OR'

IC\Rz -~— IC\/RZ

In contrast, there is little to no electron transfer of a 1 electron donor
substituent to the ® system of an alkene. Therefore a ® electron donor
substituent stabilizes more the carbene side of equation 5 and diminishes the
endothermicity of the reaction. Calculations confirm the key role of G
substituents of increased® donating ability to diminish the AE of equation 5
(G=F +54.2 kcal. mol’', G = OMe +41.6 kcal.mol™) [g].



140 Eric Clot and Odile Eisenstein

Thus in the absence of any coordination to a transition metal fragment,
the energy difference between the two tautomers ranges from 40 to 80
kcal.mol" depending on the nature of the © systems. The isomerization of
these unsaturated species could become thermodynamically accessible if the
transition metal fragment interacts more strongly with the products than with
the reactants. A transition metal fragment capable of isomerizing alkyne
into a vinylidene is also a good candidate for isomerizing an alkene
substituted by a ® electron donor group G into a stabilized carbene group,
since it involves the same range of reaction energies. In contrast,
isomerization of alkene deprived ofa & electron donor group is energetically
more difficult.

2.2 Bonding capabilities of the organic ligands

The frontier orbitals of the interacting species are responsible for the
bond between the organic and inorganic fragments. The d® MLs fragment is
conveniently used as representative of the bonding capabilities of any
metallic fragment with an empty coordination site (low lying LUMO of
cylindrical symmetry) and back bonding capability from a high lying doubly
occupied d orbital. The alkyne acts as an electron donor towards the metal
through m; and as an electron acceptor through w,* (the orthogonal m; and
m,* orbitals are of lesser importance when the alkyne is acting as a two-
electron donor). The vinylidene is an electron donor from its HOMO which
is along the C-C direction and an electron acceptor through its empty p
orbital (Figure 1) [9].

Figure 1. Comparison of the frontier orbitals for acetylene and vinylidene
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The orthogonal ® and m* orbitals of vinylidene can be neglected.
Vinylidene has thus a HOMO which is higher and a LUMO which is lower
than that of alkyne and thus closer to the frontier orbitals of the metal
fragment. As also schematically shown on Figure 1 the overlap between the
frontier orbitals is clearly larger for vinylidene than alkyne. As a result, the
metallic fragment makes a stronger bond to the vinylidene than to the
alkyne. A similar analysis can be done for the alkene/carbene isomeric forms
since the frontiers orbital of the organic species are closely related. The
carbene makes stronger bond to the metal than the olefin. While numerical
studies are necessary to assign the magnitude of the interactions, it is clear,
from this qualitative analysis, that any metal fragment with an empty
coordination site and back bonding ability stabilizes more the right side than
the left sides of equation 3 and 4 resulting necessarily in a decrease of the
endothermicity for the isomerization.

3. ALKYNE TO VINYLIDENE: MECHANISTIC
CONSIDERATION

Several mechanisms have been currently proposed for isomerizing
primary alkyne to vinylidene in presence of transition metal fragments [2, 3].

3.1 L.M(HCCR)to L,M(CCHR)

The reaction consists formally of a 1,2 hydrogen shift. Ab initio
calculations have been carried out for free HCCH. The transition state
resembles the vinylidene and lies 45 kcal.mol™ above HCCH. A transition
metal fragment could favor this path by stabilizing the vinylidene species
and all structures relatively close to this structure on the potential energy
surface. Alternatively, the transition metal fragment can give entry to a
multistep reaction pathway which is no more a 1,2 hydrogen shift. Two
paths have been considered.

a) approach of the metal to Co while the hydrogen atom concomitantly
moves towards Cg (Figure 2, pathway a). This path was first studied with
Extended Hiickel theory (EHT) [10]. Further studies by more quantitative
methods have agreed with the basic aspects found by the EHT study [11-
13].

b) oxidative addition of the 1-alkyne to the metal centre to give a hydrido-
alkynyl complex which then isomerizes by a 1,3 hydrogen shift from the
metal to Cg (Figure 2, pathway b). This path was studied with ab-initio
methods [14, 17].
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Figure 2. Proposed mechanisms for the alkyne to vinylidene isomerization coordinated to a
transition metal fragment

3.1.1 1,2 intraligand H shift

Orbital interaction diagram and EHT calculations show that the 1,2
intramolecular shift of hydrogen is symmetry disfavored [10]. In presence of
a transition metal fragment to which the alkyne coordinates, the activation
energy is considerably lower. This has been attributed to the tendency of H
to shift as a proton rather than as a hydride.

The orbital analyses by Silvestre and Hoffmann [10] have been
substantiated by quantitative ab initio (MP2) calculations by Wakatsuki et
al. on the transformation of RuClL(PH;)(HC=CH) to RuCly(PH;),(C=CH,)
[11]. The more stable acetylene ®-complex HC=CH transforms in a ¢ C-H
complex by slippage of the metal along the C-C direction. The ¢ C-H
complex undergoes a 1,2 hydrogen shift to give a vinylidene complex which
is an isomer of the most stable vinylidene complex (Figure 3).

The intermediates that are thus connected in the rate determining step are
of equal energy. The reaction is exothermic when the more stable alkyne and
vinylidene complexes are respectively considered (Figure 3, bottom). The
Ru" d°* fragment RuClL,(PHs); is sufficiently both c-acid and m-basic to
reverse the thermodynamic outcome of the isomerization for the free ligand.
Analysis of localized molecular orbitals (LMO) contour diagrams along the
reaction coordinate demonstrates that the 6 Cq-Hq bond transforms into the
Cq lone pair orbital while the in plane C-C 7 orbital changes into the newly
formed Cp-Hq © bond. The p orbital at Co, which has been a part of the in-
plane 7 orbital, is left empty as the Cp-Hy 6 bond is being formed, and
becomes the empty p orbital of the vinylidene. This orbital is involved in
back-donation from the metal. It results that the migrating hydrogen behaves
as a naked proton rather than a hydride.
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Figure 3. Energy diagram (kcal.mol™) of RuCl;(PH;),(HC=CH). RuCl,(PH3),(C=CH,),
intermediates and the transition states as calculated by Wakatsuki et al. [11].

The isomerization, itself, originates from the ¢ complex (B in Figure 3).
However the total activation energy depends critically on the relative energy
of A and B (Figure 3). An alkyne C=C triple bond binds more efficiently to a
transition metal complex than a ¢ C-H bond since the ® C-C orbital is a
better electron-donor and the ®* C-C orbital a better electron acceptor than
the o and o* C-H orbitals, respectively. However, the difference in energy
between the two isomers is relatively low for a d® metal center because four-
electron repulsion between an occupied metal d orbital and the other # C-C
orbital destabilizes the alkyne complex. This contributes to facilitate the
transformation for the Ru" system studied by Wakatsuki ef al.

For other systems the transformation is still energetically accessible but
the barrier may be higher if the alkyne complex is less destabilized. In d* and
d* complexes, the four-electron repulsion with the alkyne can be avoided
(the alkyne behaves like a 4-electron donor) and this stabilizes the alkyne
complex. The intraligand 1,2 shift is then associated to a higher activation
barrier. This has been illustrated in a study by Lledés et al on
[CpNb(HC=CH)(L)]" and [Cp,Nb(C=CH,)(L)]" (L = CO, PH;) where DFT
calculations show that the barrier to isomerization is +29.2 kcal.mol” (resp.
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+35.6 kcal.mol") for L = CO (resp. PH3) [12]. The thermo neutral character
of the transformation with a reaction energy of -0.8 kcal.mol” (resp. -2.9
kcal.mol™) for L = CO (resp. PH3) highlights the additional stabilization of
the alkyne complex. The two tautomers become isoenergetic and the
vinylidene complex [Nb(n5-CsH,SiMe;),(C=CHPh)(CO)] undergoes an
isomerization process to give the corresponding n’-alkyne derivative.

The ability for a transition metal to stabilize the alkyne can even be larger
as shown by Stegmann er al. for d® F;W(HCCH) [13]. The acetylene
complex is 10.4 keal.mol” lower in energy than the isomeric vinylidene
complex F4W(CCH;). The direct 1,2 hydrogen migration has a barrier of
84.8 kcal.mol™ and proceeds via a transition state which has a non planar
C,H; moiety. In contrast to the preceding cases, no 6 C-H complex is
obtained as an intermediate, probably because the d® W' metal center cannot
stabilize this intermediate through back donation.

The isomerization processes described above do not imply a change in
the oxidation state of the metal but only a reorganization of the electron
density within the organic ligand with the hydrogen atom migrating as a
proton. This is particularly favored for d® metal centers not prone easily to
oxidation (for instance Ru" < Ru").

In summary to this section, the metal fragment always makes the 1,2 shift
easier than for the free alkyne ligand: the isomerization is much less
endothermic and the activation energy is lower. This is mostly due to the
efficient stabilization by the metal fragment of the incipient lone pair on the
carbon that is loosing its hydrogen. Interestingly, the other & orbital, which is
not in the metal-C-C plane, plays also an important role. It can destabilize
the alkyne complex and thus facilitates the reaction when involved in a 4-
electron destabilization with an occupied metal d orbital. It can inhibit the
reaction if this 4-electron destabilization is not present. In this case the
alkyne behaves like a 4-electron donor and makes especially stable
complexes with the metal fragment.

3.1.2 Hydrido(alkynyl) complex as intermediate

Already 20 years ago, Antonova et al. proposed a different mechanism,
with a more active role of the transition metal fragment [3]. The
tautomerization takes place via an alkynyl(hydrido) metal intermediate,
formed by oxidative addition of a coordinated terminal alkyne. Subsequent
1,3-shift of the hydride ligand from the metal to the B-carbon of the alkynyl
gives the vinylidene complex (Figure 2, pathway b).

Wakatsuki et al. carried out theoretical calculations on the isomerization
reaction of RhCI(PH3),(HC=CH) [14], as a model for RhCI(P'Pr3),(HC=CR)
studied by Werner and co-workers [15]. One purpose of the study was to
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discuss the existence of the (hydrido)alkynyl metal complex as an
intermediate during the reaction.

The transformation of RhCH(PH;),(HC=CH) to RhCI(PH;),(C=CH;) has
been calculated (MP2) to be exothermic by 7.8 kcal.mol™. The intraligand
1,2-hydrogen shift mechanism found in the Ru" system is not relevant to the
present rhodium case. Starting from a 02 C=C complex, both systems give a
metal-(1° C-H) species in a subsequent step. In the case of the d® Ru"
system this m* C-H complex is an intermediate. In contrast, the n* C-H
coordinated state is a transition state in the d*® Rh' system, the oxidative
addition being a very facile process.

From the hydrido(alkynyl) intermediate, the hydrogen atom can be
transferred to Cg, either unimolecularly through a 1,3-shift, or bimolecularly
from one hydrido(alkynyl) complex to an other one. The unimolecular
hydrogen migration was calculated to have activation energy of 33.5
kcal.mol”. In contrast, the bimolecular rearrangement takes place with a
very low activation barrier of 3.4 kcal.mol! (Figure 4). This barrier has been
further calculated for a more realistic system with “real” phosphine P'Pry and
alkyne HCCR using the IMOMM method [16]. It was concluded that the
bimolecular hydrogen shift is still favored by ca. 15 kcal.mol' over the
unimolecular 1,3 H-migration.

i

'

Figure 4. Energy diagram (kcalmol') for bimolecular rearrangement calculated by
Wakatsuki et al [14]: [RhCI(PH;),(H)(C=CH)!,, [RhC1(PH,),(C=CH,)},, and transition state.

For more bulky systems the bimolecular pathway may be disfavored over
the unimolecular 1,3 shift as shown by Mealli and co-workers for the metal
fragment [(pp;)M]+ (M = Co, Rh; pp; = P(CH,CH,PPh,);) [17]. The bulky
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tetrapodal pp; was modeled by P(CH,CH,PH,); and the energy barrier
associated with the transformation of the hydrido(alkynyl) intermediate to
vinylidene (20.6 kcal.mol") is easier to overcome compared to that for
reversion to the alkyne complex (28.6 kcal.mol™"). The situation is reversed
for the analogous Rh' system, with the initial m-acetylene adduct being
slightly more stable.

In conclusion to this section, the two step reaction requires the presence
of a metal that can be easily oxidized (d® over d%. However the 13
migration step does not appear to be easy in an intramolecular way. An
intermolecular 1,3 shift seems feasible but is probably highly sensitive to
steric effects. The pathways for the isomerization reactions with d® and d*
metal complexes are significantly different. They have in common the
preference for the hydrogen to move as a proton, whether the shift starts
from Cg or from the metal center.

3.2 L,M(H") (HCCR) to L,M(H)(CCH'R)

In the transformation of a 1-alkyne to a vinylidene in the coordination
sphere of a transition metal, the migrating hydrogen atom plays a key role.
Usually, ancillary ligands on the metal are only spectators and do contribute
to small modifications of the bonding properties of the metal fragment.
However, if a hydride is present as a ligand to the transition metal center, it
may interfere with the alkyne to vinylidene transformation. This may open
up new selective and efficient routes to vinylidene complexes.

Recently, Caulton et al. have studied the reaction of RuHX(H,)L, (L =
P'Bu;Me; X = Cl, I) and OsH3XCIL; (L = P'Pr3) with terminal alkynes [18,
19]. The reactions of RuHX(H;)L, with PhC=CD Ilead in time of mixing to
RuDX(C=CHPh)L, as the only isotopomer. The results are in total
disagreement with the two different mechanisms usually considered for such
transformations. The 1,2 intraligand hydrogen shift would yield
RuHX(C=CDPh)L, as the only isotopomer. In the case of a hydrido(alkynyl)
intermediate RuHDX(C=CPh), the subsequent 1,3 hydrogen shift from the
metal to Cp would yield a mixture of RuHX(C=CDPh)L, and
RuDX(C=CHPh)L,. The mechanism of the isomerization for these particular
systems has to be different.

Experimentally, two equivalents of the alkyne for one equivalent of the
metal species are necessary to achieve reaction. One equivalent serves to
abstract H; from the starting materials, RuH(H;)XL, or OsH;XL,, hence
generating in situ the very reactive 14-electron compound MHXL; (M = Ru,
Os). It is assumed that the reaction starts from the 14-electron complex
modeled as MHCKPH3), (M = Ru, Os) and the acetylene is used as a model
for phenyl acetylene. DFT (B3LYP) calculations were carried out to
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elucidate the reaction mechanism and to account for the results of the
labeling experiment [19].

3.2.1 Mechanism for M = Ru

The four-coordinate model complex RuHCI(PHj3), is not planar but has a
saw-horse geometry with trans phosphines and H-Ru-Cl = 101.3°. This angle
illustrates that a d® tetra coordinated complex prefers to be a piece of an
octahedron with two empty coordination sites in order to keep the six
electrons of the metal in nonbonding orbitals (essentially similar to the tyg set
of an octahedron).

The acetylene coordinates trans to the least 6 electron donor group,
chlorine. Coordination of the C-H bond is a less favorable alternative to
coordination of the T system. The 6 C-H complex is 17.1 kcal.mol” less
stable than the m-alkyne complex (Figure 5). From this ¢ C-H intermediate
the 1,2 shift is possible with a relatively small activation barrier (+15.5
kcal.mol™) to yield the vinylidene complex. However this mechanism is in
contradiction with the labeling experiment.

Figure 5. Energy diagram (kcal.mol™) for the formation of RuHCI(C=CH,)(PH;); from
RuHCI(PH;), and C,H, as calculated by Olivan et al. [19].

From the energetically preferred r-alkyne complex there is an alternative
pathway involving the hydride ligand (Figure 5). The first step is an easy
(AE* = 6.6 kcal.mol ") migratory insertion of the C=C triple bond into the cis
Ru-H bond to yield a o-vinyl complex, A, 10.4 kcal.mol' below the =-
alkyne complex. This 14-electron o-vinyl complex has also a saw-horse



148 Eric Clot and Odile Eisenstein

geometry adapted to four-coordinate Ru" systems. Compared to the 16-
electron acetylene complex, the lower energy of A is a consequence of the
four-electron repulsion in the alkyne complex, which destabilizes the latter.

The structure of the 6-vinyl intermediate A is not adapted to a a-hydride
migration since the C;-Hj3 bond is not directed toward the empty site of the
metal. To achieve this requirement, the whole vinyl group easily rotates
around the Ru-C; single bond with a transition state lying only 3.7 kcal.mol
above A. Not surprisingly the second G-vinyl complex B is isoenergetic with
A and has the proper geometry to undergo a ¢-hydride migration, which
indeed occurs easily since the associated transition state is 3.6 kcal.mol’
above B.

The vinylidene complex is thus obtained as the thermodynamic product
in three steps, each associated with a low activation barrier. This agrees well
with the fact that no intermediates could be observed during the reaction.
This new 3-step mechanism is in agreement with the labeling experiment
where the hydride initially on Ru terminates on the vinylidene ligand. The
high specificity of the reaction suggests that the two other routes cannot
compete with this sequence of insertion-rearrangement-migration reaction.
This is supported by the fact that the intermediate and transition state for the
1,2 shift are significantly higher in energy than any of the transition states
shown in Figure 5. Likewise the mechanism starting with the oxidative
addition to the C-H bond of the alkyne was eliminated by finding that
Ru(H),C1(CCH)(PHj3); is also at very high energy. The key conclusion is that
a new and efficient route for the 1-alkyne-vinylidene isomerization is made
available by the presence of a hydride on the transition metal center.
Hydride does not remain as a spectator ligand in the formation of hydrido-
vinylidene complexes.

3.2.2 Mechanism for M = Os

The reaction path was calculated for the same system in which Ru was
replaced by Os with the purpose to discuss the difference induced by the
change of a 4d to a 5d metal [19]. The binding dissociation energy of the
alkyne complex is larger with Os (46.6 kcal.mol) than with Ru (32.3
kcal.mol ™), reflecting the stronger metal-ligand interaction of a 5d metal.
The increase of metal-ligand bond is even more in favor of the vinylidene
complex: the energy of reaction is 23.7 kcal.mol™ with Os to compare with
13.8 keal.mol'' with Ru. The main differences between Ru and Os are to be
found in the structure of vinyl intermediate. There is a unique 1*-vinyl
complex in the case of Os and from this vinyl complex one goes in one step
to either the alkyne or the vinylidene complexes.
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In the n’-vinyl complex, the C=C is long (1.411 A), the Os-C, very short
(1.876A) and the Os-Cp rather long (2236 A). No o-bonded vinyl Os
complex on one hand and no m-bonded vinyl Ru complex on the other hand
could be located as minima on the potential energy surfaces. This illustrates
that, among several isomeric structure, Ru favors the structure with the
maximum bonding within the organic ligand (full ¢ and ® bond in the vinyl
ligand) whereas Os favors the structure with the maximum number of metal-
ligand bonds (Os-Cq and Os-Cp).

4. ALKENE TO CARBENE COMPLEXES: HOW TO
FAVOR PRODUCT FORMATION

The alkene to carbene isomerization can be viewed as a 1,2 hydrogen
shift similar to the alkyne to vinylidene tautomerization (equation 3).
However, until recently, very few examples of the transformation have been
observed in organometallic chemistry. Schrock et al. [4] have reported that
[N3N]Ta(H,C=CH,) ([N;N]*" = [(Me;SiNCH,CH,);N]*) react with ethylene
in presence of PhPH; to give [N3N]Ta(CHMe) but the mechanism has
remained unclear. In 1998, Caulton and co-workers reported an unusual
direct ~ synthesis of coordinated carbenes from olefins  [20].
Dehydrohalogenation of Ru(H),CLL, (L = P'Pr;) with 1 equivalent of
lithium 2,2,6,6-tetramethylpiperide in benzene gives RuHCIL; a 14-electron
d® moiety [21]. Reaction of this 14-electron complex with ethyl vinyl ether
H,C=C(H)OEt) at 25 °C gives immediate formation of
RuHCIL,[C(Me)(OEY)].

DFT calculations confirmed the similarities with the alkyne/vinylidene
transformation but have revealed that additional parameters were essential to
achieve the isomerization [8, 20-23]. The hydride ligand on the 14-electron
fragment RuHCIL, opens up a pathway for the transformation similar to that
obtained for the acetylene to vinylidene isomerization. However,
thermodynamics is not in favor of the carbene isomer for unsubstituted
olefins and the tautomerization is observed only when a = electron donor
group is present on the alkene. Finally the nature of the X ligand on the
RuHXL,"™ (X = C], g=0; X = CO, g=l) 14-electron complex alters the
relative energy of the various intermediates and enables to stop the reaction
on route to carbene.
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4.1 Mechanism of isomerization: the case of C,H,

The mechanism for the ethylene to methylcarbene reaction has been
calculated at the DFT (B3PWO91) level with the model system RuHCI(PH3),
[8, 21]. As in the case of the acetylene to vinylidene reaction, the starting
complex was assumed to be the 14-electron complex RuHCI(PH;),
generated in situ. The reaction path is very similar to that obtained with
C,H;. They differ mainly in the overall direction of the energy pattern:
downhill for acetylene and uphill for ethylene.

Figure 6. Energy diagram (kcal.mol) for the formation of RuHCI(C(H)(CH;))(PH;), from
RuHCI(PH;), and C;H, as calculated by Gérard et al. [21].

The first step is coordination of the ethylene through its 1 orbital. The
ethylene is trans to Cl with the C=C bond in the Cl-Ru-H plane. Facile
migratory insertion (AE* = 7.6 kcal.mol™) of the coordinated ethylene in the
Ru-H bond leads to an alkyl intermediate 6.2 kcal.mol” less stable than the
7t ethylene complex. The alkyl intermediate has a strong § C-H agostic
interaction as illustrated by the unusually long agostic C-H bond (1.221 A)
which helps to stabilize the unsaturation in the formally 14-electron alkyl
intermediate.

Disruption of the C-H B-agostic interaction and rotation around the Ru-C
bond leads to a less stable alkyl intermediate, 9.8 kcal.mol™ above the B-
agostic alkyl complex. This new alkyl complex has a C-H «-agostic
interaction weaker than the B-agostic one, as illustrated by a shorter C-H
bond (1.126 A vs. 1.221 A). The transition state between the two alkyl
intermediates can be considered as a true 14-electron complex devoid of any
stabilizing interaction. This gives an estimate of stabilization associated with
the agostic C-H interaction. The B-agostic interaction lowers the transition
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state (TS) by ca. 12 kcal.mol”, whereas the a-agostic lowers it by only 2.5
kcal.mol™. The last step of the isomerization is a a-hydrogen migration from
the a-agostic alkyl complex to yield with a low energy barrier (AE* = 6.4
kcal.mol™) the isoenergetic methylcarbene product.

The hydride initially on the metal goes to the organic ligand as in the case
for the acetylene to vinylidene reaction. The isotope labeling experiment, not
as selective as in the alkyne system, supports nevertheless the calculated
pathway. Reaction of RuHCIL; (L = P'Pr;) with excess C,Ds in C¢Hs for 1
hour at 20 °C shows (ZH NMR) deuteration of the H on Ru and also the
methyl groups of coordinated phosphine. No intermediate could be detected.
This is indicative of reversible insertion of C,D4 into the Ru-H bond and it
also suggests that the 16-electron olefin hydride species is more stable than
any RuCl(C;Hs)L, complex. Insertion of ethylene into Ru-H is also
evidenced by the formation of ethane, detected by 'H NMR.

Other possible mechanisms, corresponding to those discussed for the
alkyne, have been considered. The oxidative addition pathway is excluded
because all vinyl intermediates (see below) are found at high energy with
respect to the 7 olefin complex.

'1-'2 / H\ ,H

Ru // R

& o’ N\
+27.8 +30.3

Two o C-H ethylene complexes have been located on the potential
energy surface at a high energy with respect to the & olefin complex. From
any of these two ¢ C-H complexes, the carbene product is reached in one
step with a high activation barrier (+32.8 and +28.4 kcal.mol™, respectively).
The 1,2 shift is thus a very unlikely route and it is not surprising that no
isomerization was observed for transition metal fragment deprived of a
hydride ligand. Thus the reaction observed by Schrock [4] suggests that the
H of the PhPH; phosphine plays a key role in the reaction since there is no H
initially on the Ta complex.



152 Eric Clot and Odile Eisenstein

C-Ri =CH2 CRi 1
P H/ﬁ/ P \\\CHz
+23.7 +29.7
4.2 Thermodynamic influence of the substituent on the

alkene

The main difference between the alkyne and olefin isomerization
processes lies in the thermodynamic pattern: the reaction is calculated to be
exothermic for acetylene to vinylidene (-13.8 kcal.mol™) but endothermic
for ethylene to methylcarbene (+15.9 kcal.mol™) [8, 20, 21]. Comparison
with the energies of reaction for the free ligand shows the stabilization
influence of RuHCI(PH3),, in favor of the vinylidene and carbene ligands,
due to more efficient 6-donation and 7 back-donation, when compared to the
alkyne and alkene ligands, respectively. The stabilization is slightly less for
the acetylene/vinylidene (43.2 + 13.8 = 57 kcal.mol™) than for the
ethylene/methylcarbene (79.5 — 15.9 = 63.6 kcal mol™). This strong binding
energy for the vinylidene is sufficient to reverse the thermodynamics of the
alkyne to vinylidene isomerization (equation 1) making the formation of
vinylidene complexes an accessible thermodynamic target. In the case of the
alkene to carbene tautomerization, the stabilizing energy for the carbene
side is not sufficient to favor the transformation. It is necessary to introduce
additional stabilizing factors for the carbene side. Substitution of the alkene
by a melectron donor group offers this possibility. Thus the energy of
reaction for the isomerization of HYC=C(H)G into CG(CH3) is equal to 54.2
kcal.mol™ for G = F, 41.6 kcal.mol™ for G = OMe and decreases with the 7
donating ability of G [8]. It is remarkable that the difference in energy
between the two isomers H,C=C(H)G and CG(CH,;) is similar to that
between acetylene and C=CH,.

The reaction path was not recalculated for the methyl vinyl ether,
H,C=C(H)(OCH;) which was chosen as a model for the experimental
H,C=C(H)(OE?). It is assumed that the path is not modified; this hypothesis
has been validated with H,C=C(H)F [8]. The calculations are thus limited to
the products and key intermediates.

Substitution has no significant effect on the geometry of the ™ complex
and RuHCI(PH;),(CH,=CH;) and RuHCI(PH,),(H,C=CH(OMe)) have very
similar shape. Of interest the OMe group cannot reach the second empty
coordination site (trans to H) of Ru. Remarkably, the Ru-alkene bond
dissociation energy is also not affected by the presence of OCHj (less than 3
kcal.mol™ difference in binding dissociation energy). The methyl vinyl ether
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prefers to coordinate the metal in the mirror plane of the molecule, as
ethylene does(Figure 7). Two isomers I and II (Figure 7) are found to be
minima on the potential energy surface with a preference of 0.9 kcal.mol”
for IL

”.\.h”'l...

Figure 7. nt olefin complexes and corresponding carbene isomers for methyl vinyl ether.

Two conformations for the carbene complex were located separated by
only 0.25 kcal.mol™. The preferred orientation for C(CH3)(OCHs3) is rotated
by 90° with respect to that in the C(H)(CH3) complex (Figures 6 and 7). The
n electron donor group OCHj has decreased the reaction energy. In the case
of methyl vinyl ether, the isomerization is calculated to be essentially thermo
neutral (AE = 1.6 kcal.mol). Why is it only thermo neutral and not
exothermic like in the vinylidene case? Comparison of the difference in
energy between the unsubstituted or substituted alkene complexes and the
carbene complexes with the corresponding values in the absence of
RuHCI(PHj;),, represented as [Ru], give a clue on the individual and
combined stabilizing effects of [Ru] and OCH;. These two species act as 7
electron donor to the same empty p orbital of the carbene carbon, [Ru] with a
d occupied orbital, OCH; with its p lone pair. This results in a competition
which can be summarized in the following manner: the combined stabilizing
influence of the two groups is more than the stabilizing influence of each
group taken individually but /ess than the sum of the same stabilizations.
This is illustrated by the following set of isodesmic reactions.

CH, + C(OCH3(CH;) => H,C=CH(OCH;) + C(HXCH,)
AE = 37.7 kcal.mol! (6)

CHs + [RuJC(HYCH;) > ([Rul(CHy) +  C(H)CHs)
AE = 63.2 kcal.mol™! N

H,C=CH(OCH3) + [Ru](C(OCH;)(CH3)) < [Ru](H,C=CH(OCH;)) +
C(OCH3;)(CHy) AE = 39.8 kcal.mol” (8)
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[Ru}(C;Hs) + H,C=CH(OCH;) 2 [Ru](H,C=CH(OCH,)) + C,H,
AE =2.6 kcal.mol 9)

[Ru]C(H)(CHs) + C(OCH3)(CH;) 2 C(H)CHs) + [Ru](C(OCH;)(CHy))
AE = 25.8 kcal.mol™ (10)

Equations 6 and 7 show that OCHjand [Ru] independently stabilize the
carbene species by large amounts. Combining the two effects does not lead
to a stabilization that is the sum of the individual stabilizations. However,
the stabilization by [Ru] is larger for unsubstituted carbene (equation 8 vs.
equation 7) due to the electronic influence of the methoxy on the olefin
and/or on the carbene. There is no particular difference in binding energy of
the alkene (equation 9), therefore [Ru] stabilizes the non-substituted carbene
significantly better (equation 10) than the C(CH3)(OCHj3) molecule.

These equations show why the combined influence of [Ru] and the
methoxy group is not as large as their individual influence could have
wrongly suggested. This competition also suggests that one can change the
metal fragment or the substituent on the alkene without greatly influencing
the overall thermodynamic of the reaction. This has been verified
numerically as shown in the following sets of equations [8].

RuHCI(PH;),(H,C=CHF) > RuHCI(PH;),(CF(CH3))
AE =3.6 kcal.mol" (11)

RuHCI(PH;),(H,C=CH(OCH;)) > RuHCI(PH;3),(C(OCH;)(CH:))
AE=1.6 kcal.mol (12)

RuH(CO)(PH:),(H,C=CH(OMe))* = RuH(CO)(PH,),(C(OCH;)Me)"
AE =2.6 kcal.mol’ (13)

OsHCI(PH3)(H,C=CH(OCH;)) >  OsHCI(PH;),(C(OCH;)(CHs))
AE =-1.3 kcal.mol’ (14)

In these equations, the substituents are changed from weak (F) to strong
(OMe) T electron donor. Likewise the ability of the metal fragment to back
donate into the empty p orbital of the carbene is varied through ligand (%
acid CO vs. 7 donor CI with associated charge adjustment) or through metal
(the 5d orbital of Os are more efficient in back donation than the 4d of Ru).
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The overall energy of reaction differs by less than 4 kcal.mol” which is
remarkably small especially in comparison to the energy of reaction for the
unsubstituted ethylene. The reaction should be possible for all these systems.
We will see below how this has been verified.

The energy of reaction for these isomerization processes illustrates how
some of the properties of the entire chemical system are influenced by the
properties of its parts. It is commonly accepted that alkyne and alkene have
analogous bonding properties. The same is true for the bonding properties of
vinylidene and carbene. They are in fact isolobal. This is however not
sufficient to lead to analogous behavior in this isomerization process for
alkyne and olefin. The difference in the energy pattern between the
unsaturated ligand and its corresponding unstable isomer are too important.
Despite the powerful ability of the metal fragment to stabilize unstable
ligands, the very large difference in energy in the case of unsubstituted olefin
cannot be compensated. Introducing substituents allow the overall
isomerization process to be thermodynamically feasible. The competing
stabilizing influence of the substituent G on the olefin and the metal
fragment [M] leads to the unexpected result of equivalent energy of reaction
for a wide variety of G and metal fragment.

4.3 Influence of ancillary ligand: RuHXL," (X=Cl, q=
0; X=CO,q=1)

The favorable relative energy of the carbene complex with respect to the
n-olefin adduct in the reaction of a vinyl ether with RuHCI(PH;), is a
consequence of the combined electron donation of the methoxy group OCHj
and of the RuHCI(PH3), fragment [8, 22-24]. In presence of a & electron
donor group like CI, the 14-electron fragment is sufficiently ® basic to
stabilize the carbene n acid ligand through a push-pull interaction. However,
electron donation from the methoxy group is required to observe
experimentally the carbene complex. In the reaction of
RuH(CO)(P'Bu;Me)," with a vinyl ether, a substituted alkyl complex is
obtained as shown by Caulton et al. (equation 15) [22]. The solid state
structure shows that the alkoxy group on Cg makes a donor bond to Ru trans
to CO.

q+ T
H R=CH
I.\‘P CgHsF @C)R { R=C |3
OC—_Ru + HC=CHOR) —— oc-Ru 28

P r.t. <5min. P L= P'BuzMe (1 5)
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A first explanation for this result is that the carbene complex is
destabilized with respect to alternative isomers because of the poor =-
basicity of the 14-electron fragment RuH(CO)(PR;);. DFT calculations do
not support this analysis. As already mentioned above, calculations were
carried out on RuHX(PH3),(H,C=CH(OCH3))" and
RuHX(PH;)5(C(CH;)(OCH3))™® (X = Cl, q = 0; X = CO, q = 1). These
calculations show that the significant binding energy of the m-olefin adduct
to RuHX(PH;)z+q X =Cl, q=0; X=CO0O, q= 1) is remarkably insensitive to
the nature of X (Cl, 35.7 kcal.mol'; CO, 33.1 kcal.mol™). The difference of
energy between the olefin complex and the carbene isomer is also mostly
insensitive to the nature of X: +1.6 kcal.mol for CI and +2.2 kcal.mol" for
CO. This is due to the competitive electron donation of the alkoxy group and
of the metal fragment in the empty p orbital of the carbene. Less electron
transfer from a less t basic metal (CO in place of Cl) is compensated by
increased electron donation from OCHj;. The calculations show that the total
effect is almost constant. Therefore, replacing Cl by CO does not change in
any significant manner the thermodynamics of the transformation of the
vinyl ether into alkoxycarbene complexes. From these results, isomerization
of H,C=CH(OMe) should be obtained with both RuHCIPH;), and
RuH(CO)(PH,),". However this is not the case.

The result of equation 15 can be explained only if alkyl intermediates are
particularly stabilized in the case of RuH(CO)(PH;),". Several 14-electron
alkyl complexes were located as minima on the potential energy surface,
differing by the position of the OCHj group in the ethyl chain and the nature
of the group which interacts with the Ru vacant site trans to CO. The 14
electron RuH(CO)(PHa),(ethyl)" system is electron deficient and needs
additional electron donation from the available groups. On the ethyl chain, a
C-H bond and the OCHj group are both candidates for this interaction. This
yields several isomers depending on the position of the methoxy group (on
Ca or on Cpof the coordinated ethyl chain) and of the nature of the
interaction with Ru (C-H o—agostic, B-agostic, or CH;0 -> Ru dative bond).

Figure 8. Selected 14-electron alkyl intermediates and their relative energy (kcal.mol™) with
respect to the corresponding m-olefin complex

Figure 8 represents the most stable isomer for each substitution case,
OCH; on Cq or Cp, with the energy relative to the most stable m-olefin
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complex. For the CI ligand, the alkyl intermediates, a and ¢, are above the T-
olefin complex. It is therefore understandable that the only isolated product
is the carbene complex, calculated to be isoenergetic with the starting olefin
complex. For the CO ligand, the alkyl complexes, b and d, are more stable
than the olefin complexes. This is associated with the diminished ability of
RuH(CO)(PH,)," to back donate in the olefin m* orbital. The most stable
isomer, d, corresponds to the experimentally observed system. It is strongly
stabilized by the Ru-O interaction, which has a dominating electrostatic
component associated with the total positive charge of the complex.
Remarkably the ethyl complex with OMe on Cq and a B agostic C-H
interaction, b, is only marginally above d. Its stability originates from the
preference for the coordinated alkyl chain to be o substituted by an electron
withdrawing group. The potential energy surface for the isomerization of
ethylene into the carbene complex shows that the first intermediate is an
alkyl complex with a B C-H agostic bond (Figure 6). Variable temperature
NMR has confirmed that b is a kinetic product seen only at low temperature.
The thermodynamic product is d. No carbene product is observed.

The calculations have pointed out that d derives a great part of its
stability from the Ru-O interaction. Preventing this interaction should
disfavor d as the product of reaction. What would then happen? Calculations
have shown that the energy of reaction of a carbene complex from a vinyl
ether is similar with RuH(CO)(PH3)2+ and RuHCI(PH;);. The 2,3
dihydrofurane was reacted with RuH(CO)(P'Bu;Me),” [24].The presence of
the ring makes the Ru-O interaction impossible and the only observed
product is the carbene complex shown in equation 16. The reaction of 2,3
dihydrofurane with RuHCI(P'Pr;), also gives the corresponding carbene
complex [21].

-+ a4+
e T‘\\P o
OC-Ru + | —— ocg Ru=<J
P P (16)

It thus appears that the products of the reaction vary with changes in the
two reactants. This is not due to competing mechanisms but to variation in
the relative energies of reactants, products and intermediates. All reactions
show that alkene complex has first inserted into the Ru-H bond to form an
alkyl intermediate. Thus the ability for the metal fragment to coordinate cis
to the metal hydride bond is essential to the story. Depending on the nature
of the alkene, different scenarios occur from this intermediate. In the case of
unsubstituted alkene, the only observed product is the alkene complex but D
scrambling when using C,D, supports the insertion into the Ru-H bond as an
occurring step. With OR substituted alkene, the reaction leads to products
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other than the alkene complex. The alkyl complex is seen as a kinetic
intermediate and a product when the alkene is poorly bonded to the metal
fragment (transition metal fragment with poor back donating ability).
Trapping the 14 electron alkyl complex cannot be achieved without
additional strong electrostatic and donor-acceptor interaction between the
metal and a substituent on the alkyl chain. When this is not achieved, the
carbene complex is obtained. A large variety of substituted alkenes have
been tested and the carbene complex is obtained each time the substituent on
the alkene is sufficiently 7 donor [25-28]. The computational studies have
shown how the combined and competing donation of the metal fragment and
the substituent on the alkene results in a apparent lack of sensitivity to the
substitution pattern.

S. CONCLUSION

In this chapter, we have illustrated how computational studies have been
used for understanding several related reactions which could not be easily
studied by experimental means. The computational studies show how the
metal fragment can be either a simple “help” or “spectator” for making
feasible an isomerization not occurring in the free ligand (1,2 shift) . It can
be also more active by cleaving bonds in the organic ligand or even by
exchanging atoms (H) with the unsaturated ligand. In all studies, important
approximations have been used especially in the modeling of large ligands
such as phosphines. This should be kept in mind and all numerical results
should be taken with a grain of salt. However permanent confrontation to the
experimental results is a safeguard against unrealistic proposals.
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Abstract: A review of theoretical progress in the modeling of rhodium diphosphine
hydroformylation is presented. Early studies using pure quantum mechanics
(QM) methods with phosphines modeled as PH; were able to provide a general
picture of the complicated reaction cycle, but could not tackle more delicate
issues as regioselectivity and enantioselectivity. The modeling of real-world
phosphines with hybrid quantum mechanics / molecular mechanics (QM/MM)
methods, together with the availability of new experimental data, has allowed
a more detailed comprehension of the mechanism, as well as an understanding
of the role played by steric and electronic effects of the substituents.

Key words: rhodium, hydroformylation, DFT, QM/MM.

1. INTRODUCTION

Hydroformylation is the most successful application of a homogeneous
catalytic reaction to industrial processes [1]. Aldehydes are conveniently
produced by hydroformylation, in which CO and hydrogen are
simultaneously added to an alkene (Figure 1).

Figure 1. Terminal alkene hydroformylation reaction scheme
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The original high-pressure cobalt-catalyzed heterogeneous reaction,
which was discovered in 1938, was first replaced by the homogeneous
process using HCo(CO),, which provided higher selectivity under milder
conditions. Replacing cobalt with the rhodium complex HRh(CO),, later
modified by introducing phosphine ligands, was one of the major
breakthroughs in homogeneous catalysis, and introduced the currently
known “OXQO” process. Several companies manufacture and commercialize
rhodium catalysts based on monophosphine ligands such as PPh;,
diphosphine or mixed phosphine-phosphite ligands.

Figure 2 shows the generally accepted dissociative mechanism for
rhodium hydroformylation as proposed by Wilkinson [2], a modification of
Heck and Breslow's reaction mechanism for the cobalt-catalyzed reaction
[3]. With this mechanism, the selectivity for the linear or branched product is
determined in the alkene-insertion step, provided that this is irreversible.
Therefore, the alkene complex can lead either to linear or to branched Rh-
alkyl complexes, which, in the subsequent catalytic steps, generate linear and
branched aldehydes, respectively.

Figure 2. Hydroformylation catalytic cycle

The key issue in hydroformylation is how the ligand is designed.
Extensive research has been carried out to develop new ligands with tailored
stereoelectronic properties and obtain better activities and better regio- and
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stereoselectivities [4]. Of the several types of ligand-modified catalysts,
those containing phosphines and phosphites have the highest activity and
selectivity in the hydroformylation of alkenes. However, the are few
systematic studies of how the ligand affects the performance of the catalyst
and despite the development of a wide range of ligands, consistent structure-
activity relationships are lacking. This is because a complex web of
electronic and steric effects governs selectivity in hydroformylation [5]. The
term electronic effects deals with the electronic properties of ligands
(basicity, T acceptor/donor capabilities) while steric effects usually refers to
how bulky the ligand is. Diphosphine steric effects have been rationalized
with the help of the natural bite angle concept introduced by Casey and
Whiteker [6] as a characteristic of a chelate ligand. The bite angle is the
angle between the two phosphorous atoms and the metal, and is partly
determined by the ligand backbone. How natural bite angles affect activity
and regioselectivity has been studied for several catalytic reactions [7, 8, 9].

Diphosphine ligands generate two kinds of steric effects: those originated
by ligand-ligand or ligand-substrate non-bonding interactions (non-bonding
effects), and those directly related to the bite angle, which we call orbital
effects. The bite angle determines metal hybridization and this in rum
determines metal orbital energies. Therefore, these steric effects are actually
electronic effects. The situation gets even more complicated because the bite
angle affects the bulkiness of the ligand. Ligand design would certainly
benefit from detailed knowledge of the reaction mechanism, the involved
intermediates and the factors that influence their stability and reactivity. This
is difficult even today when modern high-pressure NMR and IR
spectroscopies provide information about species present during catalysis.
High reaction rates, rapid equilibria and the coupling between electronic and
steric effects make the investigation difficult.

The quantum chemical methods developed in the last ten years,
especially those based on density functional theory (DFT), have been widely
accepted by the chemical community because they are accurate and efficient
[10]. Ziegler and collaborators have extensively studied cobalt
hydroformylation [11]. This subject and other organometallic reactions have
recently been reviewed [12]. Rhodium-carbonyl HRh(CO)s catalyzed
hydroformylation has also been the object of theoretical research and is still
being investigated [13]. As this book comprehensively shows, computational
modeling of homogeneous catalysis has evolved in the last five years from
the study of extremely simplified ligand models to the study of real catalyst
complexes, and from the determination of a limited number of intermediates
to simulations of molecular dynamics. This chapter is an overview of recent
theoretical contributions to rhodium diphosphine hydroformylation. It
emphasizes the significance of theoretical data in contrast to experimental
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knowledge. We have divided the review in topics, according to the model
systems considered.

2. EARLIEST PHOSPHINE MODELS: PH;

It is obviously much too simplistic to use PH3 as model for phosphine
ligands. Neither its basicity [14] nor its spatial extent resembles that of a
real-world phosphine such as PPhs. At various levels of theory, Schmid et al.
[15] studied ligand dissociation processes of several five-coordinated
HRh(CO),(PH3)m (n,m=1-3, n+m=4) model complexes that may be involved
in the hydroformylation catalytic cycle. Their work reached two significant
conclusions. First, accurate geometries and even reliable bond energies can
be obtained by DFT methods at a fraction of the computational effort
required by CCSD(T) calculations, which are known to reproduce
experimental dissociation energies. And second, at least P(CH;)3, as far as
dissociation energies are concerned, must be used as a model for PPh;.
Almost simultaneously, Branchadell and col. [16] analyzed the electronic
properties of different phosphines in detail and clearly showed that PHj is
not a good model for PPh;. Despite this drawback, the practice in
computational studies involving transition metal complexes in the last years
has been to model phosphines by PHj, simply because this reduces the costs
of computation; the calculations would be impractical otherwise. However,
the ever improving performance of computers, the efficiency of DFT codes,
and the development of hybrid QM/MM methods are producing a qualitative
leap in the modeling of large chemical systems. Studies of model systems
pioneered quantum chemical modeling of transition metal complexes. They
still serve as tests for theoretical methods and are the essential starting points
for more elaborate models.

2.1 Catalytic cycle for ethylene hydroformylation

The potential energy surface for the hydroformylation of ethylene has
been mapped out for several catalytic model systems at various levels of
theory. In 1997, Morokuma and co-workers [17], considering
HRh(CO),(PHs) as the unsaturated catalytic species that coordinates alkene,
reported free energies for the full catalytic cycle at the ab initio MP2//RHF
level. Recently, in 2001, Decker and Cundari [18] published
CCSD(T)//B3LYP results for the HRh(CO)(PH,), catalytic complex, which
would persist under high phosphine concentrations. Potential energy surfaces
for both Rh-catalyzed model systems were qualitatively very similar. The
catalytic cycle has no large barriers or deep thermodynamic wells to trap the
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hydroformylation process. The preferred pathway for the catalytic cycle
originated from the trans isomer of the active catalyst, trans-
HRh(CO)(PHj3),, which led the equatorial-equatorial alkene complex (Figure
3). Interconversion between trigonal bipyramidal intermediates
HRh(CO),(PH3), can take place through Berry pseudorotation processes.
Brown and Kent [19] showed that the PPh; precursor complex
HRh(CO);(PPhs); is a combination of two rapidly equilibrating trigonal
bipyramidal isomers, diequatorial (ee) and equatorial-axial (ea) at a ratio of
85:15. Matsubara et al. [17] showed that this process is quite facile, and
predicted a modest barrier of about 40 kJ.mol" for such interconversion in
the alkene complex. Unlike the HRh(CO),L, precursor complex, the
HRh(CO)(alkene)L, intermediate has not yet been observed directly.

Iy

Figure 3. ee and ea isomers of HRh (PR;),L,L, complex

Contrary to experimental evidence, the CO insertion step is predicted as
the rate-determining step of the catalytic cycle at all reported levels of
theory. The difference between of the computed results and the experiment
has been attributed [17] to effects of solvation. Oxidative addition is the only
step that involves an unsaturated reactant. The solvent is supposed to
stabilize all transition states (TS) in the same extent, but further stabilize the
unsaturated complex, which would increase the activation barrier. When a
single ethene molecule was used to model the solvent, the activation barrier
of H oxidative addition increased [17], to almost the same size as the CO
insertion barrier. At this point, it seems that theory has not yet managed to
distinguish which is the faster step.

It is known that H, oxidative addition is rate-limiting for the Wilkinson
catalyst HRh(CO)»(PPhs), and that the rate depends on H, pressure [2, 20].
Other authors disagree about the rate-determining step for monophosphine
ligands, and believe that the increased hydroformylation rate caused by
higher H; pressure is a result of inactive dirhodium species formed under
“non-standard”, low-pressure conditions. In an early study, Cavalieri d’Oro
et al. found that under “standard” conditions, i.e. industrial operating
conditions, hydroformylation rate is zero order in H, concentration [21].
They reported an overall activation energy of 84 kJ.mol”. In the literature on
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monodentate ligands, there is much controversy about the rate-determining
step, i.e. whether this is insertion (or coodination) of the alkene (type-I
kinetics) or the oxidative addition of dihydrogen (type-II kinetics). It has
been argued that under “standard” conditions type-I kinetics prevails and
that type-II kinetics is the exception rather than a rule [22].

The computed olefin insertion barrier in the bisphosphine system
HRh(PH;),(CO) [18] is relatively larger than that in the HRh(PH ;)(CO), [17]
monophosphine catalyst, and is much higher than that in the cobalt system
HCo(CO),. [11]. In the HRh(PH3),(CO) system, the energy barrier for alkene
insertion was only 8 kJ.mol" lower than the barrier of the rate-limiting CO
insertion, while in the HRh(PH3)(CO), system the difference was 25 kJ.mol
!, In the cobalt system the barrier is predicted to be very modest (4 kJ.mol™),
while in bisphosphine system it is predicted to be much higher (70 kJ.mol™).
Decker and Cundari [18] attributed the enhanced ethylene insertion barriers
to the higher degree of steric crowding in the TS. Theoretical studies by
Morokuma [23] also indicated that the coordination of CO or ethene has a
low barrier. Moreover, an early TS was found for ethene insertion, which
involves a reorganization of the complex. This means that steric hindrance
plays a crucial role and that the rotation of the alkene from in-plane
coordination to perpendicular coordination determines the barrier.

2.2 Regioselectivity

The theoretical prediction of regioselectivity in catalysis relies on
determining relative energies of reactants and competing TS’s. A terminal
alkene, coordinated in equatorial mode to ee HRh(CO)(diphosphine), can
adopt four different conformations depending on the face of the double bond
that coordinates to the metal and on the orientation of the chain, and
assuming H-Rh-CO in only one relative conformation. Figure 4 shows the
structure of HRh(CO)(alkene)(diphosphine) schematically. The alkene is in
front of the metal center and the diphosphine backbone is at the back. The
metal and the carbonyl ligand are omitted for clarity and the labels left/right
and up/down, indicating the alkene chain orientation, identify the four
conformations. The relative stability of these four conformations is not
important for selectivity, since each of them can lead to a pro-linear or pro-
branched TS. In fact, if a left_up species rotates clockwise (CW), the internal
carbon inserts into the metal hydride bond, i.e. the terminal carbon is
involved in the formation of the new C-H bond and the product is a branched
aldehyde labeled B_in in Figure 4. However, if the same left_up species
rotates counter-clockwise (CCW), the linear aldehyde L_out is obtained.
Since each conformation generates two products, eight pathways are
possible and, therefore, eight different transition states. Figure 4 shows the
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labels for each TS; L for linear and B for branched, and in and out to indicate
in which direction the chain points: in if it points towards the hydride-Rh-
carbonyl axis and out if it points towards the phosphine substituents. If the
diphosphine moiety can adopt N different conformations, we would obtain
8N TS’s.

Figure 4. Reaction paths for ee HRh(CO)(alkene)(diphosphine)

For an ea HRh(CO)(alkene)(diphosphine), in which the hydride is
assumed, as in Figure 3, to be in axial position, alkene have two coordination
sites available, four conformations for each site, two rotation sides, N ligand
conformations, and therefore 16xN TS’s. Computation of the full catalytic

cycle, all intermediates and TS’s, from the entry of the substrate to the
departure and regeneration of the catalyst,

complemented with IRC
calculations to confirm the connection between TS’s and intermediates is out

of reach for current computational resources. However, suitable modeling
strategies can reduce of the problem, and still provide useful insight.

Rocha and de Almeida [24] considered propene to investigate
regioselectivity, i.e. the insertion of propene into the Rh-H bond step. Using
HRh(CO)(propene)(PH,;), as the model for the catalytic species, they
determined reactants, TS’s and products, and the corresponding IRC’s from
DFT (BP86) calculations, and evaluated energy barriers and reaction
energies at the ab initio (MP4//BP86) level. These IRC calculations
confirmed for the first time that the TS structures do correspond to the
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highest energy point on the minimum energy path that connects the reactant
HRh(CO)(propene)(PH;), and the product Rh(CO)(alkyl)(PH;),. The TS
structure is reached by rotating the alkene around the metal-alkene bond by
about 70°. This study focused on the ee alkene coordination isomer depicted
in Figure 5 and considered two possibilities, i.e. two paths that lead the
reaction either to linear aldehyde or to branched aldehyde.

Figure 5. ee penta-coordinated propene complex

There was a thermodynamic preference for the reaction to take place at
the terminal alkene carbon, which favors the yield of linear aldehyde, but the
TS to linear aldehyde path was higher than the TS for the branched aldehyde
path. Regioselectivity was evaluated from the products relative stability, i.e.
considering that the reaction is under thermodynamic rather than under
kinetic control. The linear to branched ratio (I:b) of 94:6 was in excellent
agreement with the ratio 95:5 reported for PPh;y [25]. However, this nice
coincidence must be viewed cautiously because the model is simple, reaction
paths were partially considered, so a subtle cancellation of errors may have
been made.

23 Dependence of ee: ea equilibrium on phosphine
basicity

Little attention has been paid to the electronic properties of phosphine
ligands and how they affect catalytic performance. In one of the few detailed
studies, Moser and co-workers investigated the effect of phosphine basicity
on hydroformylation using a series of p-substituted triphenylphosphine
ligands [26]. Ferrocene based diphosphines of different basicity were studied
by Unruh and Christenson [27]. Both studies showed that fewer basic
phosphines afford higher reaction rates and higher l:b ratios. In a recent
study, Casey and co-workers investigated the electronic effect of equatorial
and apical phosphines [28]. Introducing electron-withdrawing groups to the
aryl rings of the diequatorial (ee) chelate BISBI-(3,5-CF3) increased the 1:b
ratio, but decreased the Lb ratio in the equatorial-apical (ea) chelate
DIPHOS-(3,5-CF;) compared to the unsubstituted ligands (Figure 6). Based
on these results, Casey and co-workers concluded that electron-withdrawing
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substituents in phosphines in the equatorial position produce high L:b ratios,
while in phosphines in the apical position they produce low 1:b ratios. The
results of this study cannot be described only in terms of electronic effects,
since there are major steric differences between the ee- and ea-coordinating
diphosphines.

Figure 6. Diphosphine ligands

To study the exact nature of the electronic effect in the rhodium-
diphosphine catalyzed hydroformylation, a series of thixantphos ligands
(Figure 6) with several electron withdrawing or electron donating
substituents on the aryl rings were synthesized. In this series of ligands steric
differences are minimal, so purely electronic effects could be investigated. It
was found [29] that the equilibrium between ee and ea coordination in the
HRh(CO),(diphospine) complexes depends on phoshine basicity, and that
decreasing phosphine basicity shifts the equilibrium to ee coordination.

The enhanced preference of the basic phosphines for apical coordination
and the preference of the non-basic phosphines for equatorial coordination
was quantitatively demonstrated by our DFT BP86 calculations [29] on the
ee and ea isomers of model complexes HRh(CO)(PH3;), and
HRh(CO),(PF5),.

Figure 7. Selected bond distances ( A) and angles (degrees) for the ee and ea isomers of
HRh(CO),(PH3); and HRh(CO),(PF3); (values in parenthesis) at BP86:TZP level.

The difference in energy between the ee and ea when PH3 was used as
the model ligand for a basic phosphine (Table 1) was only 0.5 ki.mol” in
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favour of the ea isomer. This small difference corresponds to an ee:ea
equilibrium composition of approximately 46:54. A preference of the ea
isomer over the ee isomer for the PH; ligand was also reported by Schmid et
al. [15] and Matsubara et al. [17] When PF; was used as the model ligand for
a non-basic phosphine, the ee isomer was favored. This leads to an ee:ea
equilibrium ratio of 98:2. The shift in equilibrium that occurred when the
basic PHj ligand was changed for the less basic PF; ligand is consistent with
the observed shift in isomer composition in the series of substituted
thixantphos ligands. Moreover, the stability of mixed phosphine model
systems (Table 1) agrees well with data of Casey and col. [28]

24 HP-IR spectra of HRh(CO),(thixantphos)

High-pressure IR-spectroscopy clearly showed a dynamic equilibrium
between ee and ea isomers. All spectra recorded for the series of
HRRW(CO),(thixantphos) complexes, [29] however, showed four absorption
bands in the carbonyl region instead of the expected six bands (Figure 8). In
order to assign the bands to Rh-H and CO vibrations, the
DRh(CO),(thixantphos) complex was measured for comparison. The
spectrum of the deuterated complex also showed four absorption bands in
the carbonyl region, two of which shifted to lower frequencies. H/D
exchange affects the ee isomer because the hydride and a carbonyl ligand are
trans, which leads to coupling of the vibrations. The disappearance of
resonance interaction upon H/D exchange produces frequency shifts of the
carbonyl bands of the ee isomer. As only two bands (v; and vs3) shift upon
H/D exchange, these two bands were assigned to the carbonyls of the ee
complex. The two remaining bands that do not shift (v, and vs) therefore
belong to the ea complex. The disappearance of a low frequency shoulder
upon H/D exchange could mean that one of the rhodium hydride vibrations
was partly hidden under v,.
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The empirical peak assignments were fully confirmed by DFT
calculations of the IR spectra of XRh(CO),(PH3), (X=H and D) complexes.

[29] Isotopic effect is clearly seen in Figure 8, which shows the measured
spectra and a schematic representation of the frequencies and intensities

computed by these model systems.

Figure 8. Mesured and computed IR spectra for XRh(CO),(PH;), (X=H and D).

v, is the symmetric carbonyl vibrational mode of the ea isomer (1985 cm™)
and vy is the corresponding antisymmetric mode (1948 cm™). These two
bands do not shift upon H/D exchange, and vy is by far the most intense. The
two other bands (v, and vs) derive from the ee isomer, computed at 2041 and
1983 cm’, respectively, and are combinations of both CO and Rh-H
vibrations. They both shift to lower frequencies when hydrogen is
substituted by deuterium and increase their intensity, which agrees perfectly
with the experimental spectra. The agreement between the absolute values of
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the computed frequencies and those for the thixantphos complexes is also
remarkable [30]. Significantly, the computed frequency corresponding to the
thodium hydride vibration in the ee complex can explain the low frequency
shoulder of v4. Moreover, the shift to higher frequencies in thixantphos
complexes when phosphine basicity increased [29] was also reproduced
when PF; was used as model.

3. MODELING REAL-WORLD PHOSPHINES

The significance of theoretical studies that use model systems to
understand catalytic processes is therefore not as limited as one might
expect. However, more elaborate computational models that mimic the
structure of the catalyst as far as possible are desirable to thoroughly
understand how ligand affects reactivity. Nowadays, accurate theoretical
treatments have only one limitation: there is not enough computational
power to treat moderately sized molecular systems, such rhodium-ligand
complexes, in all their isomeric forms, and with all the intermediates and
TS’s involved in a catalytic cycle. However, some strategies that make good
use of approximations (especially those based on hybrid methods) are
beginning to fil the gap between real-world catalysts and computer models.
Pure MM methods have been used [31] to investigate ligand-substrate
interactions in intermediates in the hydroformylation process and how they
influence regioselectivity, but definitive conclusions could not be drawn.
Gleich et al. [32] made a first contribution to the theoretical description of
systems tested experimentally using a combined QM/MM approach. Their
method consisted of a full QM treatment of a model system, i.e.
HRh(CO)(alkene)(PH;),, subsequently substituting the H atoms of PH;, and
adding the rest of the ligand (which are described by MM), while keeping
the atoms already described in the QM region frozen. This approach has
some limitations because the reactive centers (in the QM region) do not relax
under the influence of the ligands. So, although the ligands relax upon
complexation, the steric strain induced by the ligands on reactive centers
cannot be assessed, and properties such as the relative energies of transition
states, which depend on diphosphine structure, cannot be properly evaluated.
Decker and Cundari [33] and our group [34] recently reported studies based
on hybrid QM/MM approaches that enable QM and MM regions to be
simultaneously optimized. This kind of calculations ensures that the steric
effects of the bulky diphosphine ligands are transmitted to the reactive center
that is being described in the QM region.
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3.1 Monophosphines PR;

As we mentioned in section 2, monophosphines have often been modeled
by PH;. Decker and Cundari [33] advanced the treatment of real-world
phosphines by means of ONIOM two-layer B3LYP:UFF calculations. They
studied several PR3 phosphines (R=Me, 'Bu, Ph, m-PhSO; and p-PhSO;),
including the phosphine substituents in the MM layer and
HRh(CO)(alkene)(PH3), in the QM layer. They studied the effects of ligands
in the insertion of ethylene into the Rh-H bond of HRh(CO)(C;H4)(PR3)s,
[33a] and considered three reaction paths, one from the ee isomer and other
two from the ea form (Figure 3), and characterized reactants, TS’s and
products. The calculations predicted that two reaction paths were operative
for PMe;, and that the path from ee isomer was thermodynamically favored
over the path from one of the ea’s. However, with bulkier phosphine
substituents there was a clear energetic preference for the insertion to take
place, both kinetically and thermodynamically, from the least stable ee
intermediate rather than from the more stable ea isomer.

Decker and Cundari recently studied regioselectivity by considering
propene as a model for an alkene and PPh; as phosphine [33b]. From the
complex HRh(CO)(C;Hg)(PPhs),, they studied two ee and four ea isomers.
We recall the reader that for each alkene isomer, two reaction channels are
possible to reach the TS through alkene rotation, CW and CCW in Figure 4.
TS’s for linear aldehydes were located for all paths, whereas TS’s for those
paths leading to branched aldehydes from ea isomers appeared highly
destabilised or were even not found. This could mean that ea isomers would
produce almost exclusively linear aldehydes. ea isomers form more stable
alkene complexes than those ee, thus are present in more concentration ca.
75:25, but the latter present lower energy barriers for the insertion. Decker
and Cundari [33b] evaluated that ee are fivefold faster than ea paths.

3.2 Diphosphines

Diphosphine-based ligands form the basis of current research in
hydroformylation. As Figure 9 shows, free energy profiles have been
recently proposed [22] to discuss the kinetics and the reaction mechanism.
We first see the rapid equilibrium between ee and ea
HRh(CO),(diphosphine) isomers, followed by CO dissociation. For this
uphill process, a very low barrier is proposed. As we know, Morokuma and
coworkers, using model systems, computed a barrier for ee:ea conversion of
40 kJ.mol! [17], and a very low barrier for CO dissociation [23]. Alkene
association is followed by hydride migration (alkene insertion) and CO
coordination to  obtain either a linear or a  branched
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(alkyDRh(CO),(diphosphine) ~ product. =~ Phosphine  properties  and
experimental conditions have a huge impact on the rate-determining step,
i.e., the highest point in the energy profile, since it can either be CO
dissociation, alkene coordination or alkene insertion. Electron-withdrawing
phosphines produce high reaction rates [35, 36] and enhance CO dissociation
[37]. In some cases, they also lead to high 1:b ratios [38]. Alkene insertion is
irreversible for most phosphines, [37] but this conclusion may not be so
general. [38]

Figure 9. Proposed free energy profile for rhodium diphosphine (ref 22)

The great diversity of the new ligands makes it difficult to identify which
effect plays the main role and in which step. It is still not clear whether the
rate-determining step and the selectivity-determining step coincide, or
whether the selectivity is determined by the HRh(CO)(alkene)(diphosphine)
intermediate, species never observed experimentally. High-level quantum
mechanical calculations on the whole molecular system are needed to be
able to properly describe metal-phosphorous bond properties and its effect
on the energy barriers, but this is not possible with the computational
resources currently available.

Wide bite angle diphosphines have had an enormous impact in the last
few years. These kind of ligands promote the stability and reactivity of a
variety of transition metal complexes [39]. Especially important is a series of
xantphos-type ligands with natural bite angles ranging from 102 to 121
degrees [40]. Xantphos ligands in Figure 10 have been especially designed
to ensure that mutual variation in electronic properties and steric size within
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the series is minimal and that the bite angle is the only characteristic with a
significant variation within the series. In the hydroformylation of 1-octene,
selectivity for linear aldehyde formation and activity increased as the natural
bite angle increased. For styrene, selectivity for the linear aldehyde followed
the same trend, although for that substrate selectivity was found to be also
dependent on temperature and CO pressure. These findings suggest that the
bite angle affects selectivity in the alkene-coordination and hydride-
migration (or alkene-insertion) steps. A plausible explanation for the bite
angle effect is that when the natural bite angle increases, the congestion
around the metal atom also increases, which in turn favors the less steric
demanding transition state (TS), i.e. the TS that drives the reaction towards
the linear product.

P~ A S S W R = — = W%

Figure 10. Xantphos diphosphine family. Natural bite angles indicated.
3.2.1 Bite angle effect on regioselectivty

We applied the QM/MM IMOMM method [41] to Rh-diphosphine
catalyzed hydroformylation, to provide a quantitative theoretical
characterization of the origin of regioselectivity in Rh-diphosphine systems.
We focused on the experimentally characterized xantphos ligands, for which
variation in electronic properties is minimal. Using the IMOMM method,
which only accounts for the steric properties of ligands, was fully justified.
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We therefore evaluated how the bite angle affected regioselectivity, and
studied the counterbalance of non-bonding and orbital effects. We choose
two diphosphine ligands (benzoxantphos and homoxantphos) which among
the series of xantphos ligands represent the extreme cases of natural bite
angle, and used propene as a model for terminal aliphatic alkenes and
styrene.

Several assumptions were made to reduce the otherwise untreatable
number of isomers possibly involved. The alkene complex is obtained from
HRh(CO),(diphosphine) by dissociating one carbonyl molecule. X-ray
structures [40] of some HRh(CO)(xantphos)(PPh;) complexes showed an ee
xantphos coordination, containing PPhs in the equatorial position, and H and
CO in the apical sites. Carbonyl dissociation rates for
(formyl)Rh(CO),(phosphite) complexes clearly indicate that the equatorial
CO dissociates some orders of magnitude faster than the apical CO [37].
These results suggest that the ee isomer may be more active than the ea one
and that alkene may directly coordinate to the tetracoordinated ee-resulting
complex. The most stable cis should be obtained by twisting the H-Rh-CO
moiety, which would involve an energy barrier. The flexibility of the
xantphos-type ligands means that they can adopt bite angles up to 164° [42],
which are necessary for a quasi-trans square planar structure. Therefore, ee
equatorial CO dissociation may be quickly followed by alkene
coordination/insertion.

All of these arguments indicate that the key intermediate may be the ee
HRh(CO)(alkene)(xantphos) complex, for which two isomers can, be
distinguished depending on the relative position of the hydride and carbonyl
ligands along the trigonal axis. X-ray structures [40] of some
HRh(CO)(xantphos)(PPh;) show the carbonyl ligand to be at the same side
as the xantphos ligand backbone. We carried out IMOMM calculations on
two isomers (la and 1b) of the pentacoordinate ethene complex
HRh(CO)(C;H,)(benzoxantphos) (Figure 11) to check whether our
computational method was able to reproduce the experimentally reported
relative disposition of the hydride and carbonyl axial ligands.
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Figure 11. 1a (left)and 1b (right) isomers of ee HRh(CO)(ethylene)(benzoxantphos)

In isomer 1la the carbonyl axial ligand is on the same side of the
equatorial plane as the benzoxantphos backbone, while the trans hydride
ligand lies between two phenyl moieties on the opposite side. In 1b, the
relative positions of hydride and carbonyl ligands are exchanged.
Calculations show that isomer la is more stable than 1b by 7.5 kJ.mol". The
accuracy of the computational method to reproduce such small energy
differences is obviously questionable, but in any case it is reassuring to be
able to reproduce the experimental result. Also, the IMOMM method
enables us to analyze the origin of the difference between the two isomers.
Decomposition of the energy in QM and MM contributions showed that the
differences between la and 1b were exclusively in the MM part, which
clearly indicated a steric origin for the relative stability of the two isomers.
The geometry of the isomer that was predicted to be the most stable (1a) is
completely consistent with the arrangement of axial ligands in X-ray data for
the related complex HRh(CO)(PPh;) (benzoxantphos) [40]. Figure 11 shows
how the bulkier CO ligand of isomer 1b lies between two phenyl moieties,
which breaks the face-to-face stacking interaction between them and
destabilizes the complex. This result illustrates how the IMOMM method
can transfer non-bonding interactions between QM and MM parts, since in
this case, there is an interaction between the CO (QM part) and the two
phenyls (MM part). Stacking interaction in other chemical systems is well
characterized, so its is not surprising to find it here [43]. Also, its importance
has been evaluated and characterized by the IMOMM method in previous
studies [44, 45].

Therefore, as we discussed in 2.2, we took into account that
regioselectivity is not determined by the structure of the alkene intermediate
but by the relative stabilities of all TS’s. Although we admit that it is not the
optimal solution, we believe that using the TS energies to calculate
selectivities is a substantial improvement over using the energy of
intermediates. When using the energy of a particular TS to calculate
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selectivity, we assume that it indeed corresponds to the step in which this
selectivity is decided. Also, the reaction centers of our TS's closely
resembles those from previous calculations of propene insertion, for which
an IRC calculation was recently performed [24]. If we assume a Boltzmann
distribution, we can easily obtain the percentage of linear and branched
products from the relative energies of all possible TS’s.

Before presenting the results for propene and styrene, we shall first
discuss the results for the simplest alkene, ethylene. This simplified system
was used to characterize the two transition states for CW and CCW rotations
and was the starting point for studying substituted alkenes. For
benzoxantphos, the energy barrier reached 58 kJ.mol", and the CW and
CCW rotations were degenerate. In both TS structures and unlike alkene
complexes, the edge-to-face stacking interaction was energetically favored,
with a pseudo symmetry plane relating the two TS’s. For the homoxantphos
conformation considered in this paper, CW and CCW rotations were not
degenerate, with CCW as the most stable one by 7 KJ.mol'. The
homoxantphos backbone is based on a seven-membered ring instead of a six-
membered one. It can adopt two degenerate conformations that are related
by a pseudo-C,-symmetry operation. Note that diphosphine local symmetry
is reflected in the relative stability of the TS. A symmetry plane makes CW
and CCW rotations degenerate, whereas both rotation sides are energetically
different in the case of a C, axis. These two cases correspond to
benzoxantphos and homoxantphos ligands, respectively.

Ethylene insertion energy barriers for benzoxantphos and homoxantphos
ligands are very similar, and there were no dramatic changes in the
geometrical parameters of reaction centers. However, the bite angles were
wider in the benzoxantphos than in homoxantphos system for both the
alkene complex and the TS structure, which agrees with the previously
calculated natural bite angles in Figure 10. The calculated energy barriers for
the xantphos systems were of the same order of magnitude as the one
previously reported for the insertion process in the related HRh(CO),(PH;)
system [17] where the computed barrier for the most favorable path was
about 90 kJ.mol". Also, the geometry of the xantphos TS structures showed
that in no case was the dihedral angle H-Rh-C-C zero, which as we
discussed above supports the hypothesis that for a substituted alkene four
TS’s are possible for each CW and CCW rotation. For benzoxantphos, since
CW and CCW paths are degenerate, only one path must be studied, i.e. four
TS's must be characterized. For homoxantphos, eight TS’s play a role but as
CW is energetically less favored, the four TS's arising from the CCW path
are expected to be the lowest. However, we characterized the eight TS's to
evaluate how they contribute to regioselectivity.
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Tables 2 and 3 show the relative total energy for all characterized TS's
for the two ligands and some geometric parameters. The energies are relative
to the energy of the most stable TS for each ligand. The tables also show the
decomposition of the total energy into quantum mechanics (QM) and
molecular mechanics (MM).

Table 3. Propene insertion for the homoxantphos system, energies and geometrical parameters
of transition states. Energies in kJ.mol, distances in A and angles in degrees. (a) The CW
B_in isomer could not be localized (b) Dihedral angle Hyygride-Rh-Cayenc-Caikene for defining

alkene rotation.
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The pattern in the relative energy distribution of transition states was the
same for both ligands. The lowest energy transition state was the pro-linear
out (L_out) isomer, and the highest energy TS was the pro-branched in
(B_in). The relative energies of B_in isomer were 8.9 and 7.8 kJ.mol" for the
benzoxantphos and homoxantphos systems, respectively. Note that the
energies of transition states for the CW rotation of the homoxantphos system
also followed the same trend, but their energies shifted to higher values due
to the increase in MM energy contribution. This increase is associated with
the non-bonding repulsive interactions between the alkene substituent and
the phenylphosphino substituents, which were well reproduced by the MM
method. The differences in energy between the L_out and B_in isomers were
mostly in the QM part. These differences were 84 and 9.2 kJ.mol" for
benzo- and homoxantphos, respectively. The differences in the MM part
were much smaller ie. 0.5 and -1.4 kJ.mol' for benzoxatphos and
homoxantphos, respectively. Therefore, in the context of the IMOMM
energy partition scheme and taking into account which atoms are included in
each part (QM or MM), a plausible explanation for the energetic differences
may come from the reacting centers that are treated quantum mechanically.
When we analyzed the TS structures, we saw that in the highest energy
isomer (B_in), the methyl alkene substituent was parallel to the metal-
carbonyl bond. In other words, the methyl and carbonyl ligands were
eclipsed, a situation that may destabilize the transition state (see Figure 12).

Figure 12. Benzoxantphos CW B_in transition state for propene insertion

There was no clear trend for the geometries of the reaction centers in the
series of characterized TS. We also tried to find some correlation between
the relative energies and atomic charges from different partition schemes
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(Mulliken, NPA), but found no feature of significant magnitude. Since the
extreme energetic cases (L_out and B_in) are similar in both ligand systems,
the difference in regioselectivity is governed by the intermediate cases (L_in
and B_out), where we found a mixture of MM (steric) and QM (electronic)
effects. Table 3 clearly shows that the total energies of CW transition states
of homoxantphos ligand are mainly due to an increase in MM energy
contributions. This indicates that the energetic differences between the two
rotation sides are of steric origin, which could be explained from the
structural features of the homoxantphos ligand. The backbone induces a
different conformation of the two diphenylphosphine moieties, bringing one
of them closer to the metal center and increasing the destabilizing non-
bonding interactions with the substrate. In this case, the backbone brings the
metal center closer to the diphenylphosphine moiety on the right hand side
(front view). This corresponds to CW rotation, which is the energetically
disfavored one. Also worth mentioning are the differences in the bite angles
for the transition states of the two rotation sides of the homoxantphos
system. For CCW rotation, the bite angles ranged from 99.5° to 100.6°, while
for the more energetic CW rotation, they ranged from 100.8° to 104.3°.
These results are in line with the previous reasoning, that an increase in
steric congestion around the metal center is directly related to larger bite
angles. Tables 2 and 3 also show that B_out isomers in both ligand systems
have higher MM energies than their corresponding B_in isomers. If we
remember the labels used to classify transition states, the out notation
designated isomers whose alkene substituent pointed towards the phenyl
moieties and away from the CO-Rh-H axis. Therefore, in out transition states
there is a destabilizing interaction between the aliphatic substituent and the
phenyl moieties, that is reflected in an increase in MM energy.

i

For propene, the calculated percentages of linear product over branched
product were 83% for benzoxantphos and 73% for homoxantphos system.
This agrees with the experimental reported percentages for 1-octene, which
were 98.1% and 89.5% for the benzoxantphos and homoxantphos systems,
respectively. Despite the small differences in regioselectivities of the two
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xantphos systems, we succeeded in reproducing the trend. Also, the alkene
used in our calculations was propene rather than I-octene, which may
explain why the predicted selectivity for the linear product was lower. The
geometries of the reaction centers in the transition states of both systems are
similar, but different ranges in bite angle were observed for the two systems
(from 111.0° to 112.3° for benzoxantphos and from 99.5° to 104.3° for
homoxantphos). Therefore, the bite angle of benzoxantphos, the more
selective diphosphine, was larger than that of homoxantphos, the less
selective diphosphine. We also proved that the correlation between the bite
angle and regioselectivity takes place at the point where the regioselectivity
is decided, i.e. the transition state for alkene insertion, and we can exclude
the alkene coordination step as the key step for determining regioselectivity.
These results show that the IMOMM method is remarkably successful and
that it can be used in homogenous catalysis to design ligands.

We used the same method to investigate styrene hydroformylation as we
did to investigate propene hydroformylation. We included benzyl alkene
substituent in the MM part and all TS states were redetermined, four for
benzoxantphos and eight for homoxantphos. The relative energies of B_in
isomers were substantially lower than those for propene, and were almost the
most stable isomers. For styrene, the benzyl substituent eclipsed with the
carbonyl group did not seem to destabilize the transition states. For styrene,
it was not possible to find any B_out isomer and their estimated energies
were high. Their structures showed that the phenyl substituent of the alkene
pointed towards the diphosphine phenyl substituents of the alkene side (front
side), which destabilized the TS. The percentages for styrene were in good
agreement with experiment percentages. The predicted percentage of linear
product over branched product for homoxantphos was 53%, while the
reported experimental percentage is around 40% at 120° C. For
benzoxantphos, the predicted percentage of linear product over branched
product was 68%, while the experimental percentage was around 65%.

3.2.2 Separation of steric effects

To analyze the specific role of the bite angle and the phenyl substituents
of the diphosphine in detail, we determined the regioselectivity that could be
afforded by a model system if we replaced each phenyl substituent by
hydrogen and maintained the backbone of diphosphine ligands (PHz model).
By removing the phenyl substituents, we can put aside the non-bonding
effects of the phenyls on regioselectivity. So, by comparing this result with
the regioselectivity calculated for the diphenylphosphine catalyst, we
evaluated the importance of the interactions between the phenyl substituents
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and the substrate. Notice that within the IMOMM partition scheme, the
phenyls groups are included in the MM part. In this case, we can separate,
identify and evaluate the contributions of the xantphos ligands to
regioselectivity. Maintaining benzoxantphos and homoxantphos backbones
ensures that the transition states of the PH, model system have different bite
angle values for both types of ligands. So, once the phenyls have been
removed and by comparing both types of ligands, we can evaluate the effect
on regioselectivity that is directly associated to the bite angle (orbital effect).
Some preference for linear or branched products is expected due to the
intrinsic regioselectivity of the substrate.

As in the diphenylphosphine system, there was a different range of bite
angle values for the two types of ligands in the model system. The bite
angles for the transition states with benzoxantphos ranged from 118.8 to
120.2 degrees and with homoxantphos from 101.2 to 1049 degrees.
Remarkably, bite angles were larger in the PH; model system than in the
diphenylphosphine system for both ligands. This was mainly due to the loss
of non-bonding interactions, i.e. the stacking between the two phenyls at the
back of the xantphos backbone, and the interactions between the ligand and
the substrate.

Table 4 compares the experimentally observed and the predicted
regioselectivities for the PH, and diphenylphosphine model systems.
Predicted regioselectivities in the PH, model system for the linear product
over branched product were 74% for benzoxantphos and 63% for
homoxantphos. For both ligands, regioselectivities were substantially lower
in the PH; system than in the diphenylphosphine system (83% compared to
73% and 74% compared to 63%, respectively). For the PH, model system,
there was still a difference between benzoxantphos and homoxantphos.
However, this difference became proportionally less important. If we
translated percentages into 1:b ratio, we can see that the difference in the 1:b
ratio for the diphenylphosphine system is 2.2 (4.9 and 2.7 for benzoxantphos
and homoxantphos, respectively) while for the PH; model system, the
difference is only 1.1 (2.8 and 1.7 for benzoxantphos and homoxantphos,
respectively).

Most of the differences in energy between the TS’s were in the QM part,
while in the MM part it was almost the same. This clearly proved that when
phenyls are removed, the regioselectivity is not governed by the non-
bonding interactions between the diphosphine and the substrate. It therefore
seems that the leading role in determining the regioselectivity is played by
the phenyl diphosphine substituents. The bite angle seems to have little
effect on regioselectivity (the orbital effect is low), since the difference in
selectivities for both ligands in the PH; model system is proportionally
smaller than in the diphenylphosphine system. This conclusion cannot be
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extrapolated to other reactions, since for palladium-diphosphine RCN
reductive elimination there was a clear orbital effect on the reaction rate
[46]. The correlation found experimentally between the bite angle and the
regioselectivities had suggested that the bite angle plays an important role in
determining regioselectivity. However, this effect has been transferred from
the bite angle induced by the ligand backbone to the non-bonding
interactions between the phenyls and substrate. Wider bite angles increase
the steric interaction of diphosphine substituents with branched species,
which become more destabilized. We therefore expect that bulkier groups
than phenyl groups would lead to higher 1:b ratios.

4. CONCLUDING REMARKS AND FUTURE
PERSPECTIVES

The above applications show that computational chemistry has provided
the answers to a number of questions. Much work still needs to be done,
however. Despite the severe approximations involved in using model
systems, a first step has now been taken. From the structure of intermediates
and TS’s determined for model systems, we have described the main
features of the catalytic cycle and laid the ground for the development of
more elaborate models. Topics such as ee:ea equilibrium and the infrared
spectra of HRh(CO),(diphosphine) have been satisfactorily interpreted.

In 2001, hybrid QM/MM strategies such as those in Section 3, provided a
step forward in the modeling of real-world catalysts. However, the scope of
these methods is also limited, because they only enable us to properly treat
steric effects. Despite this drawback, some important aspects can be studied
using these methods. Regioselectivity in diphosphine systems is explained
by non-bonding interactions and bite angle effects. However, the role of ea
complexes has not yet been determined.

Kinetic studies and novel electron-withdrawing phosphines challenge
theoretical methods. Difference of one order of magnitude in a rate constant
implies only afew kcal.mol™ difference in the activation energy, which is as
accurate as current theoretical methods. On the other hand, proper treatment
of phosphine basicity requires that we take into account large molecular
systems and, therefore, powerful computational resources. Given the rapid
progress of the last two years and the challenge the new experimental data
presents, we expect that new contributions will soon provide greater insight
into the puzzling subtleties of rhodium hydroformylation.
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Chapter 8

Transition Metal Catalyzed Borations

Xin Huang and Zhengyang Lin*
Deparment of Chemistry, The Hong Kong University of Science and Technology, Clear Water
Bay, Kowloon, Hong Kong, People’s Republic of China

Abstract: Transition metal catalyzed alkene and alkyne boration reactions are attractive
methods for the generation of alkyl- or alkenylboron derivatives with defined
regio- and stereochemistry, which increase the potential applications of boron
derivatives in synthetic organic chemistry. This chapter reports and discusses
theoretical studies on the reaction mechanisms of transition metal catalyzed
borations.

Key words: Hydroboration, Diboration, Thioboration

1. INTRODUCTION

Synthesis of organoboranes is indispensable in organic chemical
industries as organoboranes can be converted into a variety of functional
groups, including alcohols, amines and halides [1-3]. Hydroboration of
unsaturated hydrocarbons is one of the most important reactions in obtaining
a variety of organoboranes [4-6]. With respect to wuncatalyzed
transformations, the transition metal catalyzed hydroborations display a large
potential for altering chemo-, regio-, and diastereoselectivities, as well as for
achieving enantioselectivities in the presence of chiral transition metal
catalysts [7-11].
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Figure 1.. The two proposed reaction pathways based on experimental results for
hydroboration reactions of olefins catalyzed by the Wilkinson catalyst. (O.A.: Oxidative
Addition; O.M.L: Olefin Migratory Insertion; R.E.: Reductive Elimination)

In 1985, the Wilkinson catalyst Rh(PPhs);Cl was first reported by Ménnig
and Noth to promote the addition of catecholborane to alkenes [9]. Since
then, many other related transition metal catalyzed systems have been
investigated. Mechanistic studies of the Rh-based systems and other late-
transition metal systems have given rise to the proposal of two different
reaction pathways (Figure 1). In the dissociative pathway, the reaction starts
with the oxidative addition of catecholborane to rhodium, continues with a
step invoving phosphine dissociation and olefin addition, and finishes with
the olefin migratory insertion and the reductive elimination of the
hydroborated product. Based on their deuterium labeling experiments of
selected catalytic hydroboration reactions, Evans, Fu and Anderson proposed
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that the migratory insertion of olefin into the Rh-H bond occurs prior to the
reductive C-B bond coupling [12]. In the associative reaction pathway, the
dissociation of the phosphine ligand is not considered as an essential step in
the addition of the olefin ligand (Figure 1). Another difference is that the
migratory insertion of olefin is believed to involve the Rh-B bond instead of
the Rh-H bond because the dehydrogenative borylation of olefin was found
as a competitive process leading to the formation of side products, ie.,
vinylboranes. The formation of these side products is believed to be a result
of B-H elimination of the (Cl)(PPh;),Rh(H)(CH,Ch,Bcat) intermediate [13].

Figure 2. Hydroboration reactions of olefin catalyzed by early transition metal complexes.
The proposed reaction mechanism involves a o-bond metathesis step. (M = Lanthanide or
other early transition metals.)

The catalysis of olefin hydroboration by early transition metal complexes,
e.g., titanium- and lanthanide-complexes, has also attracted considerable
interest in recent years [14-17]. These catalytic systems show different
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reaction mechanisms to those of late transition metals. In early transition
metals the olefin insertion is followed by a ¢-bond metathesis step (Figure
2). Because of this reaction mechanism, hydroboration reactions of olefins
catalyzed by early transition metal complexes always give anti-Markonikov
alkylboronate ester products. In contrast, the Rh-catalyzed reactions give
both Markonikov and anti-Markonikov products although some of them
have also shown high regioselectivities [5].

In addition to hydroboration reactions, diboration (using R;B-BR;) and
thioboration (using RS-BR;) reactions have also been reported to produce
organoborane compounds useful for further chemical transformations [18,
19]. The corresponding transition metal catalyzed diboration and
thioboration reactions have begun to be explored in recent years [20-24].
The systems studied so far mainly involve Pt and Pd complexes, which also
show high regio- and stereoselectivities.

In view of the abundant experimental studies on the boration reactions
catalyzed by transition metal complexes summarized above, theoretical
studies to the detailed reaction mechanisms have also been carried out [25-
28]. The main focus of these quantum chemical calculations has been to
provide detailed structural and energetic information on the proposed
reaction mechanisms.

In this chapter, we will summarize the relevant theoretical studies on the
reaction mechanisms of transition metal catalyzed borations. It is our hope
that an overall picture can be given in a manner which can be easily
understood without detailing all the theoretical aspects. It should be noted
here that other comprehensive reviews, both experimental and theoretical, on
the topic of catalytic boration reactions can also be found elsewhere in the
literature [3-6].

2. HYDROBORATION OF OLEFINS CATALYZED
BY THE WILKINSON CATALYST

Hydroboration of olefins catalyzed by the Wilkinson -catalyst
Rh(PPh;);Cl has been the most studied reaction by quantum chemical
calculations [25-27]. In the following, three representative studies are
described.
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2.1 Dorigo and Schleyer’s study

In 1995, Dorigo and Schleyer reported their calculations based on the
dissociative mechanism mentioned in the introduction [26]. On the basis of
MP2 calculations on the model system BH3+C,Hs+Rh(PH;3),Cl, they
confirmed that the dissociative reaction pathway is indeed feasible. In their
calculations, the insertion processes of C;Hs into both the Rh-H and Rh-B
bonds are compared. In agreement with the experimental proposal [9, 12],
they found that the insertion into the Rh-H bond is more favorable.
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Figure 3. The dissociative reaction pathway calculated by Dorigo and Schleyer.
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The computed cycle is shown in Figure 3. Oxidative addition of BHj to
[RhCI(PH;),] gives complex S1 with a distorted structure which can be
considered as an intermediate structure between a trigonal bipyramid and a
square pyramid. In complex S1, a significant hydride-boryl interaction is
observed. The oxidative addition is then followed by the replacement of PHj
by the olefin, giving complex S2. Starting from complex S2, the insertions of
the olefin into the Rh-H bond and the Rh-B bond, leading to the formation of
the different intermediates S3 and S4, respectively, are possible. The MP2
calculations done by Dorigo and Schleyer show that the insertion into the
Rh-H bond is both kinetically and thermodynamically favorable (Figure 3).
The instability of S4 has been explained by the less effective Rh-H-B agostic
interaction in comparison to the Rh-H-C interaction. The reason for the
stability of S3 could also be related to the very strong trans influence of the
boryl ligand. The S3 structure can be considered as a square pyramid in
which the boryl ligand occupies the apical site. Although the hydride ligand
is considered as a strong trans influencing ligand, the boryl ligand is
apparently even stronger, making S3 more stable than S4. The reductive
elimination of the organoborane molecule from S3 can occur via two
different pathways, depending on how the phosphine addition occurs. If the
reductive elimination is prior to the addition, the barrier is found to be 9.8
kcal/mol with respect to S3. If the reductive elimination is after the addition,
the barrier is much lower.

2.2 Morokuma and co-workers’ study

In a related work, Morokuma and co-workers reported their own MP2
calculations on the associative reaction pathway, in which the phosphine
dissociation is not considered [25]. In the model system, the HB(OH), and
HBO,(CH,); boranes were used, while the catalyst was RhCI(PH3),Cl and
the olefin C,Ha.

The oxidative addition of the B-H bond to the catalyst was again
considered as the first step, giving complex M1. This step was followed by
olefin coordination to M1 without the dissociation of the PHj; group. The
olefin coordination leads to three possibilities (shown in Figure 4), M2a,
M2b, and M2¢, where the ethylene ligand takes a position trans to either ClI,
B(OH), or H, respectively. The MP2 calculations by Morokuma and co-
workers show that the M2a isomer is the least stable among the three
isomers. The instability of M2a can be conveniently related to the trans
arrangement of the two very strong trans influence ligands hydride and
boryl.
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Figure 4. Three possible complexes derived from the coordination of an olefin to the
HB(OH), oxidative addition product, as calculated by Morokuma and co-workers. Further
reactions based on M2b and M2c¢ are found to be unfavourable. ([Rh] = Rh(PH;), The two
PH; ligands are perpendicular to the molecular plane shown in this figure.)

The structural arrangements of M2b and M2¢, suggest that M2b can
proceed the reaction by olefin insertion into the Rh-H bond while M2c¢ can
proceed the reaction by olefin insertion into the Rh-B bond. Unfortunately,
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the relevant transition states for the olefin insertion reactions do not exist
according to the MP2 calculations. This unexpected result may be explained
as follows. For M2b, the likely transition structure for the olefin insertion
into the Rh-H bond is the one in which the boryl ligand is trans to an alkyl-
like ligand. Such a structure, which was confirmed not to correspond to a
stationary point, is expected to be very unstable because the two ligands
(boryl and alkyl-like) have both very strong trans-influence. Similarly, the
likely transition structure for M2c corresponds to a structure in which the
hydride and alkyl-like ligands are trans to each other. Apparently, octahedral
structures having two strong ¢ ligands trans to each other do not correspond
to stationary points for the Rh(III) complexes studied here.

Instead of having the olefin insertion reactions, the calculations indicate
that M2b and M2c can only proceed uphill with the reductive elimination of
HB(OH),, leading to the formation of M3, an olefin complex which could be
in principle obtained directly from the addition of olefin to the catalyst Rh
(PH3),Cl. The olefin complex M3 then could undergo o-bond metathesis
processes with HB(OH),, giving two isomeric products M4 and MS5
depending on the orientation of the HB(OH); borane. The 6-bond metathesis
processes are however found to be unfavorable because of the very high
reaction barriers (Figure 4).
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Figure 5. The associative reaction pathways from complex M2a calculated by Morokuma and
co-workers. ([Rh} = Rh(PH;),. The two PH; ligands are perpendicular to the molecular plane
shown in this figure.)
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Therefore, the favorable reaction pathway will have to start from the
complex M2a despite of its relatively high energy. Figure 5 illustrates the
reaction cycles involving this species. Starting from M2a, the olefin
insertion reactions give M6 and M7. Both insertion reactions have low
reaction barriers. The reductive elimination of the organoborane from M6
has been calculated to be the most favorable process with the cycle through
M?7 having a high barrier (TS6 is 45.7 kcal/mol above M7). It must be
mentioned here that this structure TS6 was obtained by imposing C;
symmetry to the system, which was necessary to keep computer
requirements affordable. In conclusion, according to these calculations, the
favorable reaction cycle involves the olefin insertion into the Rh-B bond of
the M2a species. This is consistent with the experimental proposal that by-
products (vinylboranes) can be produced by the B-hydrogen elimination of
M6 [13].

23 Ziegler and co-workers’ study

The two ab initio studies discussed above considered one or the other
reaction pathway on different model systems. In 2000, Ziegler and co-
workers reported a detailed comparative study of the dissociative and
associative mechanisms of the model reaction HBR,+C;Hys— H;CCH,BR'; (
R= OH, R'= OCH=CHO) catalyzed by [RhCI(PH3);] [27]. This work was
carried out with density functional theory (DFT) calculations. The objective
of their study was to calculate the energy profiles for the dissociative (Figure
6) and associative (Figure 7) pathways on an equal footing.
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Figure 6. The dissociative pathways calculated by Ziegler and co-workers.
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In the dissociative reaction pathway (Figure 6), the overall picture is
similar to that found by Dorigo and Schleyer (Figure 3), but there are some
significant changes in relative energies. The path going through olefin
insertion into the Rh-B bond, which was considered too high in energy in
Figure 3, is here found to be the likely event, in contrast to the conclusion
made by Evans, Fu and Anderson [12], and by Dorigo and Schleyer [26].

The olefin insertion into the Rh-B bond is calculated to have a higher
barrier than the insertion into the Rh-H bond, a result consistent with the
calculations by Dorigo and Schleyer. However, the reductive elimination of
the organoborane (CH;CH,B(OH),) is found to be much easier from the
species (Z4) derived from the olefin insertion into the Rh-B bond in
comparison to the elimination from Z3. The discrepancy between the two
sets of calculations can be due to the use of different models for borane (BH3
vs. BH(OH),) or to the consideration of additional isomers in the more recent
calculations. Based on the favorable cycle involving the Z4 species, Ziegler
et al. further conclude that the risk for side product formation is lower for the
dissociative reaction pathway because Z4 is difficult to isomerize to a
structure containing B-agostic interaction, which can give vinylborane side-
products through the B-H elimination reaction.
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Figure 7. The associative pathways calculated by Ziegler and co-workers. ((Rh] = Rh(PH;),.
The two PHj; ligands are perpendicular to the molecular plane shown in this figure.)

In the associative reaction pathway, the calculations by Ziegler et al.
suggest that the olefin coordinated species Z5 (Figure 7), equivalent to M2a
in Figure 4, is the complex needed to be considered in the catalytic reaction
circles. This result is in agreement with the one obtained by Morokuma and
co-workers.. The catalytic reaction cycles involving ZS calculated by Ziegler
et al. are given in Figure 7. The overall scheme is similar to the one
computed by Morokuma and co-workers (Figure 5). There is however a
significant difference in the energy of transition state TS6, which affects the
nature of the favorable cycle. This transition state had a higher energy in the
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first set of calculations, which is probably due to the imposition of C,
sysmmetry. In Ziegler's calculations, with no symmetry restrictions, the
olefin insertion into the Rh-H bond from Z5 to Z6 followed by the reduction
elimination of the organoborane (CH3;CH;B(OH),) is favored. The olefin
insertion either into the Rh-H bond or Rh-B bond leading to Z6 or Z7 has a
quite low barrier. The reductive elimination from Z6 is calculated to be
easier.

In addition to the favorable reaction cycle, the B-hydrogen elimination
from Z7 leading to the formation of vinylborane side-products is also found
to be competitive (Figure 7). In other words, side products are difficult to
avoid in the associative reaction pathway.

In view of these results, Ziegler and co-workers suggest that for
producing more pure product one should drive the reaction into a
dissociative channel in order to suppress the formation of undesired side
products. This may be done by employing sterically demanding electron-
withdrawing ligands. Steric bulk should lead to a preference of the
dissociative reaction mechanism. With the dissociative reaction pathway
(Figure 6), one can also drive the reaction into the unfavorable cycle to
obtain pure hydroborated product if one can reduce the activation barrier for
the reductive elimination of the organoborane from Z3 since the unfavorable
cycle is not able to produce vinylborane side products. The reduction of this
activation barrier can be achieved by employing phosphines with electron-
withdrawing properties because the oxidation state in the rhodium center
during the reductive elimination changes from +3 to +1. Ligands with
electron-withdrawing properties can also raise the barrier from Z2 to Z4
because the rhodium center oxidation state changes from +1 to +3 in this
step. This increase in barrier would reduce the probability of having the
reaction to proceed with the olefin insertion into the Rh-B bond, which may
have the B-hydrogen elimination giving the undesired side-products.

2.4 Comment

The three theoretical studies presented above give somehow different
conclusions regarding the detailed reaction mechanisms. The difference is
apparently related to the different models used and different theoretical
approaches employed in the calculations. In any case, the emerging overall
picture is that the reaction mechanism of olefin hydroborations must be
complicated. We would like to see more experimental work done in the
future so that the theoretical results can be tested. In particular, it would be
nice to evaluate experimentally the utility of the suggestion made by Ziegler
and co-workers in the choice of the phosphine ligands in order to produce
more pure product.
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3. HYDROBORATION OF OLEFINS CATALYZED
BY EARLY TRANSITION METAL COMPLEXES

As mentioned in the introduction, early transition metal complexes are
also able to catalyze hydroboration reactions. Reported examples include
mainly metallocene complexes of lanthanide, titanium and niobium metals
[8, 15, 29]. Unlike the Wilkinson catalysts, these early transition metal
catalysts have been reported to give exclusively anti-Markonikov products.
The unique feature in giving exclusively anti-Markonikov products has been
attributed to the different reaction mechanism associated with these
catalysts. The hydroboration reactions catalyzed by these early transition
metal complexes are believed to proceed with a ©-bond metathesis
mechanism (Figure 2). In contrast to the associative and dissociative
mechanisms discussed for the Wilkinson catalysts in which HBR; is
oxidatively added to the metal center, the reaction mechanism associated
with the early transition metal complexes involves a 6-bond metathesis step
between the coordinated olefin ligand and the incoming borane (Figure 2).
The preference for a 6-bond metathesis instead of an oxidative addition can
be traced to the difficulty of further oxidation at the metal center because
early transition metals have fewer d electrons.

Sm(III)-catalyzed olefin hydroboration reaction by catecholborane has
recently been theoretically investigated [28]. The stationary structures on the
model reaction path considering ethylene as the olefin, Cp,SmH as the active
catalyst, and HB(OH), as the model borane were obtained at the RHF and
MP2 levels. MP4SDQ energy calculations were also carried out at the MP2
structures.
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Figure 8. The Sm(III)-catalyzed olefin hydroboration reaction mechanism calculated by Koga
and Kulkami.

The reaction path involves the following elementary steps (Figure 8):
olefin coordination to the active catalyst Cp,SmH to form a ®-complex N2;
insertion of the olefin into the Sm-H bond passing through a barrier of 4.2
kcal/mol leading to Cp,SmC,Hs; addition of HB(OH), to Cp,SmC,Hs
forming a borane complex N4; formation of the product complex NS after
passing through a barrier of only 1.1 kcal/mol; and finally a highly
endothermic dissociation of the product from the product complex. The
dissociation step is believed to be the rate-determining step. The small
electronegativity and oxophilicity of Sm determine the features of the
potential energy profile. The highly ionic Sm-C bond results in the easy
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formation of the B-C bond in the o-bond metathesis step. In addition, the
oxophilicity of Sm gives the large exothermicity of the step. Apparently, the
oxophilicity makes the product dissociation very endothermic.

4. DIBORATION

Diboration provides another means of obtaining organoboranes. Studies
[30-36] have been focused on the diboration reactions of alkynes and olefins
with pinacol ester derivatives catalyzed by Pd(0) and Pt(0) metal complexes.
Interestingly, it has been shown that Pt (0) complexes catalyze cis addition
of the B-B bond in pinacol ester derivatives to alkynes but not to olefins. On
the other hand, Pd (0) complexes do not catalyze diboration reactions,
neither for alkynes nor for olefins.

The stereoselectivity of the Pt(0)-catalyzed reactions, the inertness of
olefins under the Pt(0)/Pd(0) conditions, and the inability of Pd(0) to
catalyze diboration reactions have recently been studied theoretically by
Morokuma and co-workers [24]. The Pt(0)/Pd(0) catalyzed olefin and alkyne
diboration reactions with (OH),B-B(OH); as a model for the diboron species
were investigated using B3LYP density functional calculations. The
computed mechanism, shown in Figure 9, involves several steps. The first
step is the coordination of (OH),B-B(OH); to Pt(PH;), to give complex D2,
where the B-B and P-Pt-P axes are perpendicular to each other. The
coordination is then followed by the oxidative addition of (OH),B-B(OH); to
Pt(PH3),, passing through TS1 with a barrier of 14.0 kcal/mol. The oxidative
addition product D3 adopts the square planar structure which is expected for
a d Pt(I) metal center. After the oxidative addition, an endothermic
dissociation of one of the phosphine ligands gives complex D4.
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Figure 9. The reaction mechanism of Pt(0)-catalyzed alkyne and alkene diboration reactions
calculated by Morokuma and co-workers.



208 Xin Huang and Zhengyang Lin

Complex D4 is considered as the active species for both alkyne and olefin
coordinations. Starting from the olefin coordinated complex (DS5’), the olefin
insertion into the Pt-B bond is unfavorable because of a high activation
barrier (22.9 kcal/mol). On the contrary, the acetylene insertion from the
acetylene coordinated complex (DS) occurs easily with a small reaction
barrier (9.0 kcal/mol). This significant difference in the reaction barriers has
been used to explain the inertness of olefins for diboration reactions. The
smaller barrier from D5 to D6 coincides with the highly stable insertion
product D6. In contrast, the olefin insertion product D6’ is relatively
unstable with respect to the olefin coordinated species D5’.

Due to the strong trans influence, isomerization of D6 to D7, in which the
two strong trans influencing ligands move cis to each other, is a favorable
process. Starting from D7, a direct reductive elimination can generate a cis-
diboryl ethylene, giving the observed stereoselectivity. However, this
process was not studied. Instead, the dissociation of the coordinated OH
group and the coordination of a PHj ligand were considered, giving the D8
complex. The reductive elimination of diboryl ethylene from D8 also gives
the desired stereoselective product.

The inability of Pd(0) to catalyze diboration reactions of alkynes and
olefins was explained in terms of the difficulty in having the oxidative
addition of (OCH,),B-B(OCHj3), to Pd(PH3),. The DFT calculations indicate
that the addition process is uphill. The addition product is not stable because
the reverse process is very favorable. The different behavior of the Pd(0)
catalysts in comparison to Pt(0) species is consistent with the observation
that Pt(IT) is more common than Pd(II).

S. THIOBORATION

In comparison with the hydroboration and diboration reactions,
thioboration reactions are relatively limited. In 1993, Suzuki and co-workers
reported the Pd(0)-catalyzed addition of 9-(alkylthio)-9-BBN (BBN =
borabicyclo [3.3.1] nonane) derivatives to terminal alkynes to produce
(alkylthio)boranes, which are known as versatile reagents to introduce
alkylthio groups into organic molecules [21]. Experimental results indicate
that the thioboration reactions, specific to terminal alkynes, are preferentially
catalyzed by Pd(0) complexes, e.g. Pd(PPhs)s, producing (thioboryl)alkene
products, in which the Z-isomers are dominant. A mechanism proposed by
Suzuki and co-workers for the reactions involves an oxidative addition of the
B-S bond to the Pd(0) complex, the insertion of an alkyne into the Pd-B or
Pd-S bond, and the reductive elimination of the (thioboryl)alkene product.
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Figure 10. The reaction mechanism of acetylene thioboration reactions catalyzed by Pd(0)
complexes calculated by Morokuma and co-workers.

In 1998, Morokuma and co-workers carried out density functional
calculations on the following model reaction, Pd(PH3),; + C,H; + (OCH,),B-
SH — Pd(PH;), + (OCH,);B-CH=CH-SH, to study the detailed reaction
mechanism [24]. The theoretical studies suggest that the reaction mechanism
involves a metathesis-like process, instead of an oxidative addition, in
breaking the B-S bond of the substrate. The reason for not having an
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oxidative addition of the B-S bond to the Pd(0) center could be attributed to
the very weak Pd-SR bonding and relatively less stable Pd(Il) center when
compared to Pt(Il). Figure 10 illustrates the proposed mechanism based on
the theoretical calculations. The ligand exchange reaction takes place as the
first step, giving complex TH2. The metathesis-like process is then followed
to give TH3. TH3’ is relatively unstable due to that the two strong bonds
(Pd-C and Pd-B) are trans to each other. From TH3, a structural
rearrangement is necessary in order to achieve the reductive elimination. The
calculations suggest that a rotation of 90° along the Pd-C bond is much
favorable, giving a structure (TH4) in which an oxygen-to-palladium dative
bond is approximatively perpendicular to the plane containing the Pd-C, Pd-
S and Pd-P bonds. An addition of a PHj3 ligand further facilitates the
reductive elimination process. Overall, the metathesis-like process passing
through the TS1 transition state is the rate-determining step.

Can Pt(0) complexes serve as active catalysts for the alkyne thioboration
reactions? Morokuma and co-workers also carried out calculations on the
mechanism of the Pt(0)-catalyzed acetylene thioboration reaction with a
smaller model HS-B(OH),. They found that the reductive elimination in the
last step (from THS to TH6) needs to overcome a very high barrier of 27.9
kcal/mol because the Pt(I) analog of THS is calculated to be very stable. It
is predicted that the Pt(0) complex is not a good catalyst for thioboration
reactions.

6. SUMMARY

In this chapter, theoretical studies on various transition metal catalyzed
boration reactions have been summarized. The hydroboration of olefins
catalyzed by the Wilkinson catalyst was studied most. The oxidative addition
of borane to the Rh metal center is commonly believed to be the first step
followed by the coordination of olefin. The extensive calculations on the
experimentally proposed associative and dissociative reaction pathways do
not yield a definitive conclusion on which pathway is preferred. Clearly, the
reaction mechanism is a complicated one. It is believed that the properties of
the substrate and the nature of ligands in the catalyst together with
temperature and solvent affect the reaction pathways significantly. Early
transition metal catalyzed hydroboration is believed to involve a G-bond
metathesis process because of the difficulty in having an oxidative addition
reaction due to less available metal d electrons.

For the diboration reactions of alkynes catalyzed by Pt(0) complexes, the
reaction mechanism involves the oxidative addition of diborane to the Pt(0)
center, followed by the insertion of alkyne into the Pt-B bond and reductive
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elimination of a vinylborane. The inability of Pd(0) in catalyzing the
diboration reactions was explained in terms of difficulty in having an
oxidative addition of diboration to the Pd(0) center.

For the thioboration reactions of alkynes preferentially catalyzed by
Pd(0) instead of Pt(0), the reaction mechanism involves a metathesis-like
process. The reason for not having an oxidative addition step can be related
to the electron richness of the alkylthio group, which prevents the oxidative
addition of thioborane to the metal center. Because of the preference for
having a metathesis-like process, Pd becomes a better candidate due to its
relative less electron richness in comparison to Pt.

In view of the reported theoretical studies, the regio- and
diastereoselectivies should be the focus of the future theoretical
investigation. Insights into the factors influencing the selectivities are badly
required for designing better and useful catalysts.
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Enantioselective Hydrosilylation by Chiral Pd
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Abstract: The enantioselective hydrosilylation of styrene catalyzed by pd’ species
generated in situ from dichloro{1-{(R)-1-[(S)2(diphenylphosphino -
xP)ferrocenyl]ethyl }-3-trimethylphenyl-5-1 H-pyrazole-xN}palladium, 1, has
been investigated in detail by ab initio molecular dynamics and combined
quantum mechanics and molecular mechanics (QM/MM) simulations. The
nature of the unique structural features observed in the pre-catalyst, 1, and its
bis(trichlorosilyl) derivatives have been explored. Using the combined
QM/MM method we have been able to pinpoint the steric and electronic
influence of specific ligands on these geometric distortions. The whole
catalytic cycle of the enantioselective styrene hydrosilylation has been
examined in detail with mixed QM/MM Car-Parrinello molecular dynamics
simulations. The simulations show that the reaction proceeds through the
classical Chalk-Harrod mechanism of hydrosilylation. The rate-determining
step was found to be the migration of the silyl ligand to the @-carbon of the
substrate. The nature of the regiospecificity and enantioselectivity of the
catalysis has been established. In both cases the formation of a n3-benzyllic
intermediate plays a crucial role. The mechanistic detail afforded by the
computational study provides a framework for rational ligand design that
would improve the enantioselectivity of the catalysis.

Key words:  hydrosilylation, enantioselective catalysis, Car-Parrinello, ab initio molecular
dynamics, combined QM/MM, hybrid methods
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1. INTRODUCTION

The hydrosilylation reaction involves the addition of a hydrosilane across
a carbon-carbon multiple bond as depicted in Figure 1. Hydrosilylation
provides a convenient and efficient method of synthesizing organosilicon
compounds and organosilyl derivatives. As a result, the reaction is widely
used in laboratories and industry for this purpose [1]. Homogeneous
transition metal-based catalysts have played an important role in the
practical application of the hydrosilylation reaction. One of the best known
transition metal hydrosilylation catalysts is Speier’s catalyst, H,PtClg [2, 3].
Incorporation of chiral ligands into the catalyst framework, has lead to the
development of enantioselective hydrosilylation catalysis. At present, high
enantiometeric excesses (ee) up to 95-99% can be achieved with a broad
range of olefinic substrates. = Due to this tremendous progress, the
hydrosilylation reaction has become an important synthetic route for the
preparation of optically active alcohols, amines and alkanes [4, 5] all of
which are important targets in the pharmaceutical and agrochemical
industries. Transition metal catalyzed enantioselective hydrosilylation is
also of some commercial importance for the production of silicon rubbers.

Figure 1. Generalized hydrosilylation reaction catalyzed by a transition metal complex

Catalytic hydrosilylation with trichlorosilane offers a powerful tool for a
one-pot conversion of olefins into chiral alcohols [6]. The
alkyltrichlorosilane formed as product of the catalytic reaction is
subsequently oxidized following a method developed by Tamao [7-9].
Because of the complete retention of configuration during the oxidation step,
this synthetic route allows the stereoselective generation of alcohols.
Recently, Togni and co-workers have achieved asymmetric hydrosilylation
of olefins [6] using chiral ferrocenyl ligands [10]. The catalyst precursor
dichloro  {1-{(R)-1-[(S)-2(diphenylphosphino -xP)ferrocenyl] ethyl}-3-
trimethylphenyl- 5-1H pyrazole -kN}palladium 1 (see Figure 2) has been
utilized for the enantioselective conversion of norbornene [6], producing
after oxidative workup, exo-norborneol with an high enantiomeric excess of
99.5%. This is indeed impressive, but in the hydrosilylation of styrene
derivatives the observed ee’s do not exceed 67% [6, 11]. More interestingly,
an inversion in selectivity from the R form to the S form for a series of para-
substituted styrenes as detailed in Table 1 is observed. Empirically it was
found that the electron withdrawing or releasing nature of the para-
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substituent plays a crucial role in determining both the level and the sense of
chiral induction. From Table 1 it is apparent, the highest selectivity (64%
ee) for the R form is achieved for 4-(dimethylamino)styrene, whereas the
corresponding chloro derivative leads predominantly to the S-product (67.2
% ee). This constitutes a rare example in which a reversal of the
enantioselectivity is induced by the electronic properties of the substrate, as
modified by a peripheral substituent. Although the stereoselectivity of the
hydrosilylation exhibits a strong variation, the regioselectivity in all cases
highly favors the branched product (Figure 2). Indeed the unbranched
product is not observed providing a regioselectivity greater than 99%.

Figure 2. The Pd-catalyzed hydrosilylation of para-substituted styrenes with the structure of
the precatalysts and their derivatives.

A number of interesting and fundamental questions regarding the nature
of the pre-catalyst and the mechanism of hydrosilylation have arisen during
the development of catalyst system [11]. In fact, very little is known about
the mechanistic details of the catalysis. As it is usually not possible to
isolate unstable reaction intermediates, almost no experimental data is
available about the species involved in the catalytic cycle. Therefore, a
theoretical approach seems particularly well suited to obtain direct
mechanistic information at the atomic scale that might help rationalize the
experimental observations. However, a theoretical characterization of
transition metal catalyzed reactions is far from trivial since the catalysts
involved are rather large organometallic complexes. Moreover, a theoretical
investigation of enantioselective reactions is an even more difficult task
since the difference in free energies between stereomorphous pathways are
generally small [12].
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In this chapter we describe how we have used quantum chemical
simulation techniques to help answer some of the puzzling and fundamental
questions regarding the enantioselective hydrosilylation of styrenes by the
palladium catalyst complex, 1 (Figure 2) [6]. This chapter has been arranged
according to the specific questions we have tried to answer with computer
simulation. Each of the sections, 2 through 5, is intended to be independent
of one another. Consequently, some of the sections include summaries of
results first presented in an earlier section. In Section 2, we use molecular
modeling to help rationalize some of the unique structural features observed
in the precatalysts and their derivatives, 14. For example, why does the
catalyst derivative 3 possess the world’s longest known Pd-P bond distance,
whereas its close analogue 2 has a rather modest Pd-P bond distance. In
Section 3, we have examined the mechanism of hydrosilylation in detail at
the atomic level. We have tried to answer some basic mechanistic questions
such as whether the hydrosilylation more likely proceeds through the classic
Chalk-Harrod mechanism or through what is known as the modified or anti-
Chalk-Harrod mechanism. Section 4 describes how molecular modeling has
been used to rationalize why the hydrosilylation of styrenes by these
catalysts are highly regiospecific. Finally, a detailed mechanistic study of
the enantioselective hydrosilylation of styrene is given in Section 5.

We have used a variety of quantum chemical techniques - some standard
and some rather novel. The general features of these techniques are
described in a non-technical fashion in the sections as we use them. We
provide technical details of the calculations in the Appendix for the
interested reader.

2. RATIONALIZATION OF THE STRUCTURE OF
THE CATALYST AND ITS DERIVATIVES

The Pd dichloro complexes 1 and 2 (Figure 2) are precatalysts for the
enantioselective hydrosilylation reaction developed by Togni and co-workers
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[6]. The precatalysts are found to smoothly react with an excess of HSiCl to
give the corresponding cis-bis(trichlorosilyl) derivatives, 3 and 4,
respectively. Since isolated and characterized Pd trichlorosilyl complexes of
this kind are extremely rare, the solid state structure of 3 and 4 were
determined by X-ray crystallography. In comparison to analogous dichloro
complexes and other similar compounds, the bis(trichlorosilyl) derivatives
posses some unexpected structural features. For example, the
bis(trichlorosilyl) complex 3, possesses the longest known Pd-P bond
distance of 2.50 A [13], whereas similar dichloro complexes, such as 2, have
rather modest Pd-P bond distances of 2.26 A. (Suitable crystals of 1 could
not be isolated.) An obvious explanation of this bond elongation is the
strong trans-influence of the silyl groups [14-17]. On the other hand, the Pd-
Si distances fall in the lower range of metal-silicon bond lengths [18-20],
which suggests that other factors might be involved.

Another prominent feature of the two bis(trichlorosilyl) complexes is the
severe distortion of the coordination about the Pd center from the ideal
square planar geometry that is expected for Pd’ complexes of this type. The
deviation from the ideal square planar geometry can be quantified by the
angle 8 between the P-Pd-N and Si-Pd-Si planes [21]. The distortion angle,
0, was determined to be 34° and 18° for 3 and 4, respectively, whereas it is
only 9° in the analogous dichloro complex 2. It is natural to attribute the
tetrahedral distortion in 3 and 4 to the greater steric demands of the
trichlorosilyl moieties as compared to the chloro moieties. However, it is
also plausible that there might be an electronic contribution of the
trichlorosilyl ligands to this distortion.

In view of the magnitude of the geometric distortions, particularly in
complex 3, and with the aim of ascertaining their exact origin, we have
performed a computational investigation of these derivatives. Here we
demonstrate a straightforward computational method for separating steric
from electronic ligand effects in the catalyst structure. We believe this is of
interest in catalysis research, because in principle the fine tuning of catalytic
processes can be achieved by the systematic manipulation of the steric and
electronic properties of the ancillary ligands.

2.1 The Combined QM/MM Method

In order to examine the nature of the unusual geometric distortions
observed in the X-ray structures of complexes 3 and 4, we have performed a
series of density functional theory (DFT) and combined quantum mechanics
and molecular mechanics (QM/MM) calculations [22-27]. Although the
computational resources to wholly treat both 3 and 4 at the DFT level are
available, we have employed the combined QM/MM method to unravel the
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steric factors from the electronic effects that influence the distortions
observed. With the combined QM/MM method, part of the molecular system
is treated with an electronic structure calculation, in this case DFT [28, 29],
while the remainder of the complex is treated with a molecular mechanics
approach. The different models A-F that have been utilized in this study are
illustrated in Figure 3. For models B, D and E the QM/MM partitioning is
also indicated in Figure 3, as a dotted polygon.

Figure 3. Structural representation of the computational models A-F. Models B, D, and E
are combined QM/MM models where the regions enclosed in the dotted polygons represent
the QM region. The regions outside the polygons are treated by a molecular mechanics force
field. For the electronic structure calculation of the QM region, the covalent bonds that
traverse the QM/MM boundary (the dotted polygon), have been capped with hydrogen atoms.
In model A the atoms labelled 1 through 4 are the atoms that have been fixed in the
calculations of models A through E.
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There exist many varieties of combined or hybrid QM/MM methods. In
the IMOMM [26, 30] approach that we have utilized, electronic effects
across covalent bonds that traverse the QM/MM boundary are for the most
part neglected. The primary reason for this is that the electronic structure
calculation is performed on a truncated “QM model system” whereby the
boundary bonds are terminated with ‘capping’ atoms, usually hydrogens.
The capping atoms satisfy the valence requirements across the boundary
bonds such that a standard electronic structure calculation can be performed
on the QM model system. The important point is that with the QM/MM
approach that has been utilized, only the steric influences of the fragments
contained in the MM region are modeled. For example, in the QM/MM
model B, only the steric influence but not the electronic donor/acceptor
properties of the phosphine phenyl groups are accounted for (more precisely,
the electronic effects of the phenyl rings are made equivalent to those of the
capping atoms). Although this is often a limitation with the QM/MM
method, it can be advantageous in view of separating as much as possible
the steric and electronic effects of specific molecular fragments [31, 32].

2.2 Nature of the Pd-P elongation

The nature of the extreme lengthening of the Pd-P bonds in the
bis(trichlorosilyl) complexes 3 has been examined with a particular emphasis
on separating the steric from the electronic influences. Although an obvious
rationalization for the anomalous Pd-P distances is the strong trans-influence
of the silyl group (vide supra), another plausible explanation involves the
steric pressure that is exerted on the Pd-P bond due to the interaction of the
phenyl groups with the bulky trichlorosilyl fragments. To pinpoint the nature
of the elongation we have generated a systematic series of model systems, in
which the steric and electronic influences of the phenyl ligands have been
selectively altered. We start with the QM model A, which is depicted in
Figure 3.

Table 2. Comparison of selected geometric parameters derived from the experimental X-ray
structure of 3 and those of the various calculated models.*

*Distances reported in A, angles reported in degrees. ® This refers to the fully optimized
structure of 3 that was wholly calculated at the DFT level. °See Figure 3 and text for
description of model systems A through D.
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Key geometric parameters for the optimized structure of model A are
detailed in the fourth column of Table 2. The removal of the phenyl
substituents of the phosphine and the trimethylphenyl substituent of the
pyrazole ring results in a significant contraction of the Pd-P bond from 2.504
A t0 2.39 A. We note that a distance of 2.39 A for a Pd-P bond still lies in
the upper end of the literature range, with a distance of 2.437 A being
recently reported [33]. From model A it can be concluded that both sets of
phenyl substituents in 3 are principal components in the extreme lengthening
of the Pd-P bond. Thus, the ‘world record’ lengthening can not be fully
explained in terms of the trans-influence of the silyl groups.

Next let us examine a QM/MM model system of complex 3 where the
steric influence of the phenyl substituents and of the ferrocene is accounted
for but the electronic effects have been largely eliminated (model B). In
other words, the peripheral groups have been delegated to the MM region,
while keeping the molecular system used for electronic structure calculation
identical to that in model A.

Table 2 reveals that compared to model A, the Pd-P bond distance in
model B is elongated from 2.39 A to 2.46 A. Thus, it can be concluded that
the steric influence of the phenyl substituents plays a substantial role in the
elongation of the Pd-P bond in 3. The trimethylphenyl substituent of the
pyrazole ring in 3 is oriented perpendicular to its host. This results in a
strong steric interaction between the trimethylphenyl group and one of the
phenyls of the phosphine, thus putting pressure on the Pd-P bond to
elongate. Although the results of these two model systems suggest that the
steric influence of the phenyl substituents is a significant factor in the long
Pd-P bond distance observed in 3, they do not account for it completely. For
example, the Pd-P bond distance of 2.46 A in 4 is also extremely long, even
though the phenyl substituent of the pyrazole ring in 3 lies almost coplanar
to its host. Perhaps part of the lengthening observed in model B, as
compared to model A, is a result of the interaction between the phosphine
phenyl rings and one of the bulky trichlorosilyl groups (see also model C
below).

With the next model, we attempt to isolate the effect of the phosphine
phenyl substituents from that of the trimethylphenyl group on the pyrazole
ring. Thus, in the pure QM model C the electronic structure of the phenyl
rings of the phosphine is treated explicitly, but the trimethylphenyl group is
completely removed (replaced by hydrogen). Table 2 shows that compared
to model A, explicit treatment of the phosphine phenyl groups results in a
moderate elongation of the Pd-P distance from 2.39 A to 2.42 A. This
lengthening of the Pd-P bond in model C could be attributed to the electronic
and/or steric influence ofthe PPh; group compared to the PH; in model A.
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To separate the steric effects of the phenyl phosphine groups from their
electronic effect, model D was constructed. This model is similar to model C
except that the phenyl rings are treated by a molecular mechanics potential.
Thus, with model D, only the steric influence of the phenyl phosphines is
modeled. The Pd-P distance in model D is 2.40 A, revealing that the steric
lengthening of the Pd-P bond due to the interaction between the SiCl;
fragments and the phosphine phenyl groups is minimal. Thus, it can be
concluded that compared to PH; the PPh, group plays a role in elongating the
Pd-P bond through electronic effects, as one would qualitatively expect
based on the donor ability of these two fragments. An examination of the
Mulliken charges on the P atom in model A compared to C is consistent with
this picture. In model A the phosphorous has a calculated Mulliken charge of
+0.12 e, whereas it is determined more electron deficient in model C with a
Mulliken charge of +0.25 e.

Comparison of the Pd-P bond distance in model B with that of model D,
suggests that much of the lengthening of the Pd-P bond in complex 3 results
from the steric interaction between the phenyl groups of the phosphine and
the trimethyl phenyl group of the pyrazole ring. As discussed above, this
interaction is strong in complex 3 due to the orientation of the
trimethylphenyl group. The primary difference between models B and D is
that in the latter the steric interaction between the two substituent groups is
absent. Therefore, it can be concluded that this steric interaction
approximately accounts for an elongation of the Pd-P bond from 2.40 A
(model D) to 2.46 A (model B). Additionally, there is minimal elongation
due to the interaction between the phosphine phenyl groups and one of the
bulky trichlorosilyl groups.

Finally, we have constructed a QM/MM model of complex 3 whereby the
phenyl phosphine groups are contained in the QM region, while the
ferrocenyl and phenyl substituents on the pyrazole is accounted for on a
steric basis only (model E). The agreement between the X-ray structure of 3
and model E is remarkable. For example, both the Pd-P distance and the
twist of the coordination plane of the Pd center, 0, are virtually identical to
those of the X-ray structure. In fact, the selected parameters displayed in
Table 2 are generally better than those of the full QM calculation. The good
agreement between the calculated and experimental structures is important
for the detailed mechanistic study of the hydrosilylation that is presented in
later sections of this chapter.
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2.3 Nature of the non-square planar coordination of the
Pd center

Both complexes 3 and 4 possess an anomalous non-square planar
coordination geometry of the Pd center, as indicated by the angle 8 between
the planes defined by the P-Pd-N and Pd-Si-Si atoms. Model A has a
slightly distorted square planar geometry as demonstrated by the 6 angle of
11.8° (Table 2). This is somewhat surprising since the pendant phenyl groups
on the pyrazole ring and the phosphine are not present in this model. Thus,
even without the presence of these groups there is a slight preference away
from the ideal square planar geometry. Detailed examination of the geometry
reveals that the structure of Pd-ferrocenyl-phosphine-pyrazole chelate ring
orients the pyrazole such that there is a notable steric interaction between the
substituent in the 3 position (in this case H) of the heterocycle with the
trichlorosilyl group trans to the phosphine [20]. Figure 4 depicts this
interaction for model A if an ideal square planar coordination is enforced.

In model F, the chelate ring is broken thereby removing the imposed
orientation on the pyrazole fragment. Optimization of model F reveals that a
near ideal square planar structure is favoured with a 6 angle of 1.4°
Interestingly, when the optimization of model F is initiated from a distorted
structure, a non-square planar stationary point with an 6 angle of 25° is
located 4.5 kcal/mol above that of the planar structure. Thus, it can be
concluded that in spite of the electronic preference for the square planar
coordination of the Pd center, the steric effects imposed by the structure of
the chelate ring result in a slight distortion of the structure.
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Figure 4. Geometry of model A showing the steric interaction between the trichlorosilyl
ligand and the hydrogen at the 3 position of the pyrazole ring that results in a slight deviation
from the intrinsic square planar coordination geometry at Pd.

In the X-ray structures of both 3 and 4, the tetrahedral distortion is
greater than that found in model A. Since there is an electronic preference
for a square planar coordination, the pendant phenyl substituents in 3 and 4
likely result in further steric crowding and therefore in more distorted
structures compared to model A. In the QM/MM model B an optimized 6
angle of 30° is found, close to the 34° angle of the X-ray structure. Since the
phenyl and trimethyl phenyl groups are accounted for on a steric basis only
in model B, the result supports the notion that the severely distorted
coordination of the Pd center in 3 is due to a steric effect.

In models C and D the phenyl substituent of the pyrazole ring is not
present and here the 8 angles are 19° and 16°, respectively. Even without the
trimethylphenyl moiety, the Pd coordination is more distorted than in model
A, suggesting that the phenyl rings of the phosphine enhance the distortion.
Furthermore, since the magnitude of the distortion observed in model C is
almost the same as that in model D, it can be concluded that the effect of the
phenyl phosphine groups on the coordination geometry is steric in nature and
not electronic.

24 Examining Steric and Electronic Structural Effects
of Ligands. A Summary

Using the combined QM/MM method a systematic series of model
systems have been constructed in which the steric and electronic influences
of the substiruent groups were selectively removed or altered. The method
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has been effectively used as an analytical tool to probe the nature of the
unique structures observed in complex 3. The extreme lengthening of the
Pd-P bond in 3 are a combination of electronic and steric effects. In this
respect, the phosphine phenyl substituents contribute to the Pd-P bond
lengthening on both a steric and electronic level. The strong trans influence
of the trichlorosilyl ligand is enhanced by the presence of the phosphine
phenyl groups. The “world record” Pd-P bond distance can be primarily
attributed to the strong steric interaction between the PPh; group with the
trimethylphenyl fragment on the pyrazole ring.

The deviation from the square planar geometry at the Pd center in
complexes 3 can be attributed wholly to steric factors. Calculations have
shown that there is a moderate electronic preference favouring the planar
coordination amounting to approximately 4.5 kcal/mol. However, steric
interactions between the bulky trichlorosilyl ligands with both phenyl
substituents of the phosphine and pyrazole ring result in a distortion away
from the ideal square planar geometry. We further have found that the
framework of the specific chelate backbone positions the pyrazole ring such
that these interactions are enhanced.

3. HYDROSILYLATION MECHANISM: CHALK-
HARROD VS. MODIFIED-CHALK-HARROD

The conventional hydrosilylation of alkenes catalyzed by homogeneous
transition metal catalysts such as Speier’s catalyst, are generally assumed to
proceed by the Chalk-Harrod mechanism [34] as shown on the right hand
side of Figure 5. Oxidative addition of a hydrosilane, in this case HSiCls,
gives a hydrido-silyl complex which is depicted in the center of Figure 5.
Coordination of this complex with the olefinic substrate produces a 7t~
complex, which to date are very seldom isolated. Olefin insertion into the
metal-hydride bond (hydrometallation) gives a silyl-alkyl species which
followed by Si-C reductive elimination yields the hydrosilylation product,
which is highlighted with a box in Figure 5. An alternative proposed
mechanism, that is usually termed the ‘modified-Chalk-Harrod’ mechanism
[35, 36] is depicted on the left-hand-side of Figure 5. With the modified-
Chalk-Harrod mechanism, the olefin inserts into the M-Si bond
(silylmetallation) instead of the M-H bond as with the Chalk-Harrod
mechanism. Following olefin insertion, C-H reductive elimination yields the
hydrosilylation product. Although several experimental studies addressing
the mechanism of hydrosilylation have been performed for ruthenium [37],
rhodium [38-40], iridium [41-42], palladium [43], and zirconium [44] based
catalysts, it is still not clear which one of the two possible mechanisms is the
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most favorable one and also, if depending on the particular catalyst [37, 38]
a different reaction pathway is preferred. Only few theoretical studies [45,
46] exist so far aiming at a better mechanistic understanding of this reaction.
However, these theoretical studies, performed on small models of a platinum
catalyst, confirm the general validity of the classical Chalk-Harrod
mechanism.

Using quantum chemical molecular modelling tools we have examined
the reaction mechanism of palladium catalyzed hydrosilylation of styrene by
the precatalyst system, 1, developed by Togni and co-workers. One
fundamental question that we have focused on is whether the reaction
proceeds by the classical Chalk-Harrod mechanism or by an alternative
mechanism such as the modified-Chalk-Harrod mechanism. In this section,
the general features of the catalytic cycle are examined.

Figure 5. General schemes for the Chalk-Harrod (right) and the modified-Chalk-Harrod (left)
mechanisms for the metal catalyzed hydrosilylation of olefins.

31 Computational Approach: General Considerations

In this and subsequent sections, we investigate the reaction mechanism of
the palladium catalyzed hydrosilylation of styrene via ab initio molecular
dynamics and combined quantum mechanics and molecular mechanics
(QM/MM) techniques. Both methodologies constitute powerful approaches
for the study of the catalytic activity and selectivity of transition metal
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compounds [13, 22, 47-49]. Although complexes of the size of 1 can be
treated entirely at the first-principles level (as we have done in the previous
section), these calculations are particularly time consuming. With the
computing resources available, we felt that it was too time consuming to
examine, in detail, the potential energy surfaces of the multiple reaction
channels possible at this level. Thus, we have used series of model systems
to reduce the total amount of time required to perform the study. We have
started with a minimal quantum mechanical model system which we have
labelled model A as shown in Figure 3. Compared to the real catalyst
complex, 1, the bulky phosphine phenyl groups, the ferrocenyl ligand and
the mesityl substituent on the pyrazole ring have been stripped off in model
A. As aresult, both on a steric and electronic effects of these ligands are not
accounted for in model A. This model is clearly a drastic approximation of
the real catalyst. Nevertheless, due to its low computational cost, it allows an
efficient exploration of a vast number of possible isomeric structures and
reaction pathways. The potential energy scans using model A served as a
guide for more complex and time consuming potential energy studies of the
complete catalyst system. In most cases, the results using model A are not
presented here, but are described elsewhere [58a].

We have performed calculations on the whole catalyst system using more
realistic QM/MM models B and E as shown in Figure 3 and described in
Section 2.1. In models B and E in Figure 3, the dashed polygons represent
the QM/MM boundary with the quantum mechanical region being located
inside the polygon. The important difference between models B and E is
that in model B the phosphine phenyl groups are treated only on a steric
level since they are part of the molecular mechanics region. In model E,
these phenyl groups are included in the electronic structure calculation and
therefore both the steric and electronic effects are accounted for. A
comparison of the calculations performed with the minimal QM model A
and the two larger QM/MM models B and E, can be a useful tool to
rationalize the steric or the electronic influence of the large substituents in a
similar manner that was introduced in Section 2 of this chapter.

In some situations we have performed finite temperature molecular
dynamics simulations [50, 51] using the aforementioned model systems. On
a simplistic level, molecular dynamics can be viewed as the simulation of the
finite temperature motion of a system at the atomic level. This contrasts
with the conventional ‘static’ quantum mechanical simulations which map
out the potential energy surface at the zero temperature limit. Although
‘static’ calculations are extremely important in quantifying the potential
energy surface of a reaction, its application can be tedious. We have used ab
initio molecular dynamics simulations at elevated temperatures (between
300 K and 800 K) to more efficiently explore the potential energy surface.
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Since the catalyst is large and has a high degree of conformational
variability, the ab initio molecular dynamics simulations have been used to
provide an initial scan of the potential energy surfaces. This approach has
been previously applied to study homogeneous catalytic systems [47, 52-54].

3.2 The Coordination of Styrene

Following olefin coordination, the Chalk-Harrod mechanism proceeds by
olefin insertion into the M-H bond, whereas with the modified Chalk-Harrod
mechanism, olefin coordination is followed by insertion into the M-Si bond.
This step distinguishes the two mechanisms. Thus, the coordination of
styrene to the hydridosilyl complex to form an olefin ®-complex may be the
first step of the catalytic cycle that discriminates between the two
mechanisms. We have examined this coordination process as well as the
relative energies of the many isomers of the T-complex that are possible.

3.21 The Hydridosilyl Complex

As a starting point for studying the coordination process, we have
examined the hydridosilyl complex shown in the center of Figure 5. Two
different structural isomers have been considered which are shown in Figure
6 - a form with the hydride cis (5a) and trans (5b) to the phosphine ligand.
Within the minimal model A, the cis isomer is slightly favored with respect
to the trans counterpart by 2.2 kcal/mol. When considering the whole
catalyst structure by using model B, the relative energies of the cis and trans
isomers are inverted. In fact, due to steric interactions between the mesityl
and the silyl ligand, the cis isomer 5a-B is less stable than the frans isomer
5b-B by 4.9 kcal/mol.

Figure 6. Pd"(hydrido)silyl cis and trans isomers 5a and 5b, respectively. A proposed Pd’-
n>-trichlorosilane complex, 6. Selected substituents have been removed for clarity.

Although we have assumed this complex to be a Pd"(hydrido)silyl
complex it is plausible that this complex may be characterized as a Pd’-n*
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trichlorosilane complex where the H-Si bond is not completely broken.
However, using model systems A and B attempts to find a n? complex
failed, with optimization always leading to a hydridosilyl complex, S.

3.2.2 Ligand Dissociation Before Styrene Coordination?

In their initial studies of this catalyst system Pioda and Togni [6]
proposed that olefin coordination would likely require a ligand dissociation.
They proposed that the opening of the chelate ring, with the pyrazole
nitrogen dissociating as shown in the lower pathway in Figure 7, could fulfill
this condition. However, no experimental evidence could be obtained for the
ligand dissociation accompanying the styrene coordination.

Figure 7. Coordination of Styrene. The lower pathway shows olefin coordination
accompanied by detachment of the pyrazole ligand. The upper pathway with retention of the
coordinated pyrazole ligand was not observed.

Our computational studies suggest that olefin coordination must be
accompanied by ligand dissociation. A penta-coordinated m-complex, 7,
could not be found. Any attempt to coordinate the styrene substrate, without
ligand dissociation lead to immediate ejection of the substrate. This is the
case for the minimal model A and the full QM/MM model B. High
temperature molecular dynamics simulations on the hydridosilyl complex,
Sa, using both models A and B, revealed that the pyrazole ligand was labile
and if olefin coordination required ligand dissociation that it would likely be
the pyrazole ligand.

The coordination of styrene with the pyrazole detached resulted in the
formation of a stable m-complex (vide infra). Therefore, throughout the
catalytic cycle the pyrazole plays the role of a hemilabile ligand [55]. This is
an important result because experimental studies [11] suggest that olefin
coordination is slow and reversible. Moreover, the tuning of the steric bulk
of the pyrazole substituents could be used to enhance the activity of the
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catalysis if the attachment or detachment of the ligand is involved in the rate
determining step.

3.23 Styrene Coordinated Complexes

The coordination of styrene is expected to be strongly influenced by
substituents that are neglected in the minimal QM model A. Thus, for sake
of clarity, we do not present the styrene coordination results using model A.
Depicted in Figure 8 are the three most stable styrene coordinated isomers,
8a-c. The coordination energies, which are also shown in Figure 8§ in
kcal/mol, reveal that the initial formation of the m-complex is slow and
reversible. In fact, only for isomer 8a is the styrene coordination exothermic
and here it is only exothermic by 0.5 kcal/mol. Isomers 8a-c all have the
olefinic bond of the styrene lying parallel to the plane defined by the P-Pd-Si
atoms. No other sterically accessible isomers could be located where this
bond lies parallel to this plane. Due to steric reasons, complexes with the
olefinic bond perpendicular to this plane were found to be at least 8 kcal/mol
less stable.

Figure 8. Most stable styrene coordinated complexes. The styrene coordination energies are
reported in kcal/mol. The coordination energies are reported as the energy of the n-complex
relative to the energy of the free styrene molecule and the respective hydrido-silyl complexes.

The fact that isomers 8a, 8b and 8c are the lowest energy styrene
coordinated complexes have potentially important ramifications that concern
the modified-Chalk-Harrod mechanism and the regioselectivity observed in
the hydrosilylation. With the modified-Chalk-Harrod mechanism olefin
insertion into the M-Si bond follows styrene coordination. However, in all
three isomers depicted in Figure 8, the coordinated hydride lies between the
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olefin and the M-Si bond. Thus, the structure of the ®-complexes shown in
Figure 8 would appear to better facilitate the olefin insertion into the M-H
bond and therefore favour the Chalk-Harrod mechanism. This does not rule
out the possibility of the modified-Chalk-Harrod mechanism if there is a
high electronic barrier to olefin insertion into the M-H bond as compared to
olefin insertion into the M-Si bond. We will discuss the insertion barriers in
more detail in the next two sub-sections (3.3 and 3.4).

If we were to assume that the reaction followed the Chalk-Harrod
mechanism, then insertion of the olefin into the Pd-hydride bond in all three
isomers 8a-c would lead to the correct regioisomer product. Thus, to some
degree the regioselectivity of the hydrosilylation in this catalyst system is
determined in the styrene coordination step. We will discuss the origin of
the regioselectivity in more detail in Section 4.

33 A Computational Exploration of the Chalk-Harrod
Mechanism

We first explore possible reaction pathways that follow the Chalk-Harrod
mechanism, and shall in Section 3.4 discuss pathways associated with the
modified Chalk-Harrod mechanism. According to a classic Chalk-Harrod
mechanism, the insertion of the styrene into the palladium-hydride bond
constitutes the next step of the catalytic cycle following olefin coordination.
We have examined the relative stabilities of the migratory insertion products
as well as the insertion barriers. Using the full QM/MM model B, we have
limited our study to the migratory insertion processes commencing from the
three lowest energy m-complexes 8a-c (Figure 8).

3.3.1 Migratory Insertion of Styrene into the Pd-Hydride Bond

The product of the migratory insertion commencing from the three lowest
energy m-complexes, 8a, 8b and 8¢, leads directly to three distinct silyl-alkyl
complexes 9a, 9b and 9c¢, respectively, which are represented in Figure 9.
Among these isomers, complex 9a turns out to be the thermodynamically
most stable. Complex 9a and 9b differ by 5.1 kcal/mol, while the energy
difference increases drastically to 23.9 kcal/mol for 9¢. A possible rationale
of the high thermodynamic instability of 9¢ is the occurrence of close steric
contacts of 2.1 A between a hydrogen of the substrate and a hydrogen of the
chelating ligand. Shown in Figure 9 are the calculated insertion energies,
AEiy, defined simply as the energy difference between the silyl-alkyl
complexes, 9, and their corresponding m-complexes, 8. The insertion
process was found to be endothermic for all isomers. For isomers 8a and 8b
it was found to be only slightly endothermic, with AE;~0.9 and 3.6
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kcal/mol, respectively, while it was significantly larger for 8¢ where it was
found to be AE;,s=15.2 kcal/mol.

Figure 9. Silyl-alkyl isomers, the migratory insertion products.. The migratory insertion
energies, AE,,, are reported as the difference in energy (kcal/mol) between the silyl-alkyl
complex and the respective n-complexes.

The calculated activation barrier for migratory insertion of the substrate
into the palladium-hydride bond was determined to be 4.2 kcal/mol for the
pathway 8a to 9a. For isomer 8¢, a large thermodynamic insertion barrier of
AE;,s = +15.2 keal/mol exists, so the activation barrier transforming 8c to 9¢
was not examined further.

3.3.2 Formation of a Silyl(n*-Benzyl) Complex

It has been proposed that when styrene is the substrate in transition metal
catalyzed hydrosilylation, the silyl-alkyl complex can isomerize to form a 1’
allyl complex. As depicted in Figure 10, the rearrangement can occur in two
ways, depending on which of the two diastereotopic ortho-carbons of the
phenyl group coordinates to the Pd center. This leads to the formation of two
different isomers in which the Pd-coordinated ortho-carbon of the phenyl
group is syn or anti to the methyl group of the benzylic fragment. (The
methyl group of the benzylic fragment is generated upon migratory insertion
of the hydride to the B-carbon.) It is important to realize that the syn-anti
pairs are stereochemically equivalent, as they will lead to the same
stereoisomer of the product.
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Figure 10. A rearrangement of the silyl-alkyl insertion products leads to the formation of two
distinct n3-silyl-ally1 intermediates (syn and anti).

Our calculations show that the isomerization of the silyl-alkyl complex to
form a M’ -allyl complex affords a significant stabilization as summarized in
Figure 11. The T\l to 1y’ isomerization of 9a to the anti silyl-allyl complex,
10a-anti, results in a 9.5 kcal/mol stabilization and isomerization to the syn
isomer, 10a-syn, results in a 7.2 kcal/mol stabilization. Isomerization of 9b
to the anti silyl-allyl complex, 10b-anti, results in a 6.1 kcal/mol
stabilization and isomerization to the syn isomer, 10b-syn results in a 5.4
kcal/mol stabilization. High temperature (500 °C) molecular dynamics
simulations initiated at the T|l complex, 9a, reveal that the n' to n
isomerization has a minimal barrier and occurs in the sub-pico time frame.
The inter-conversion between the syn and anti isomers has not been

examined since both isomers are stereochemically equivalent, however, we

expect the barrier to be small.
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Figure 11. Silyl-allyl complexes as a result of the n' to 1’ isomerization from 9a and 9b.
The isomerization energies, AE,,, are reported in kcal/mol.

The formation of the highly stabilized n’-allyl complexes have important
implications to the regioselectivity of the hydrosilylation. The reason for
this is that the n’-allyl complex cannot form if the hydride is transferred to
the B-carbon of the styrene which leads to the unbranched regioisomer of the
product. We will discuss the regioselectivity in more detail in Section 4.
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Figure 12. Calculated reaction profile with QM/MM model B of the catalytic cycle for the
most favoured pathway.

3.3.3 Reductive Elimination

product.

The final step of the Chalk-Harrod mechanism that is distinct from the
modified Chalk-Harrod mechanism is the reductive elimination to yield the

For this step, we have only examined the reductive elimination
from the most stable n’-allyl complex 10a-anti.
Just as detachment of the pyrazole ligand was associated with the styrene
coordination, one might expect recoordination to be associated with the
elimination of the product. To help us examine this potentially complex
process we have performed a series of molecular dynamics simulations at
500°C with the Si-C4 bond distance constrained at various lengths. Through
these simulations it is possible to observe the detachment of the silyl ligand
from the Pd center and its transfer to the ®-carbon of the benzylic fragment.

Moreover, in these runs we observe that after the migration of the silyl
ligand, the (1-phenylethyl)trichlorosilane moiety still remains coordinated to
the Pd center through its phenyl group in a m’-mode. The metal center

migrates along the ring, and eventually forms a 1> complex, 11a, with a
simultaneous reattachment of the pyrazole nitrogen.

With further
determined the migration process to form 11a from 10a-anti has a barrier of

examination of this process with conventional static calculations, we
about 16.1 kcal/mol and is endothermic by 6.8 kcal/mol.

Final removal of the product to form the Pd® complex as shown on the
lower portion of the catalytic cycle in Figure 5 was found to be endothermic
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by 12 kcal/mol. This would make the Pd® complex the highest lying
complex on the potential energy surface of the catalytic cycle. We therefore
studied the concerted ejection of the product by addition of another
trichlorosilane molecule to the m’-complex, 11a. Molecular dynamics
simulations show that the addition of the trichlorosilane molecule leads to
immediate elimination of the product. =~ We find that the associative
elimination of the product from complex 11a is exothermic by 17 kcal/mol.
Thus, we believe addition of trichlorosilane is responsible for the liberation
of the product with concomitant regeneration of the catalyst.

Figure 12 shows the reaction profile for the hydrosilylation process
involving the most stable 1’-silyl-allyl complex, 10a-anti, calculated with
model B. Examination of the reaction profile suggests that the rate
determining step of the catalytic cycle is the reductive elimination. More
specifically, the transfer of the silyl moiety to the B-carbon of the styrene.
Since recoordination of the pyrazole ligand occurs in this step, it is possible
that enhancement of this ligands ability to recombined with the Pd center
may lead to improved activities.

34 A Computational Exploration of the Modified-
Chalk-Harrod Mechanism

Despite efforts to characterize the general features of hydrosilylation
mechanism [37-42, 44], it still remains ambiguous if initial coordination of
the olefinic substrate is followed by insertion into the metal-hydride bond or
the metal-silicon bond. The second of these two possibilities, which is
shown on the left-hand-side of Figure 5, is usually termed the modified
Chalk-Harrod mechanism [35, 36]. For the specific catalytic system we are
studying, our calculations on the styrene coordinated m®-complex already
suggest that the modified Chalk-Harrod mechanism is not favourable
because a m-complex that was amenable to insertion of styrene into the M-Si
bond could not be located.  Only three sterically accessible styrene
coordinated m-complexes could be optimized as shown in Figure 8, and all of
these isomers appear to direct the styrene to insert into the M-H bond. (This
was first discussed in subsection 3.2.3.) Nonetheless we wanted to
determine the intrinsic electronic barrier to the styrene insertion into the Pd-
Si bond. To do this we used the minimal QM model A. In this model the
bulky substituents that disfavour the modified-Chalk-Harrod mechanism
from proceeding are not present, thereby allowing us to find a stable =-
complex amenable to styrene insertion into the Pd-Si bond.
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Figure 13. Calculated reaction profile for the silylmetallation process required for the
modified-Chalk-Harrod hydrosilylation mechanism.

With the minimal QM model A, a stable m-complex, 8d, with the
coordinated olefin lying adjacent to the trichlorosilyl group was found. This
n-complex, which is sketched in Figure 13, was found to be 10 kcal/mol less
stable than the most stable m-complex with the hydride lying between the
styrene and trichlorosilyl moieties. We have examined the silylmetallation
process commencing from the m-complex 8d. The transition state that we
have located lies 46 kcal/mol higher in energy than the w-complex 8d. The
resulting alkyl-silyl intermediate is also 30 kcal/mol higher in energy than
the m-complex 8d. The high activation energy provides further explanation
as to why the (2-phenylethyl)trichlorosilane regio-product is never observed.
Thus, the modelling studies provide strong evidence that a modified Chalk-
Harrod mechanism is not operative, a result that is consistent with previous
theoretical studies of similar processes [46].

3.5 General Features of the Hydrosilylation Mechanism:
A Summary

According to our simulations, hydrosilylation reaction proceeds through
the classic Chalk-Harrod mechanism as depicted on the right-hand-side of
Figure 5. The modified or anti-Chalk-Harrod mechanism is hindered by a
rather large silylmetallation barrier which is calculated to be 46 kcal/mol for

the minimal QM model A.
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Following the classic Chalk-Harrod mechanism, we find that the
coordination of styrene is thermoneutral and is likely a slow and reversible
process. Interestingly, the coordination of the olefin requires the detachment
of the pyrazole ligand. Three stable styrene coordinated #-complexes could
be located, 8a, 8b and 8¢ (Figure 8). Interestingly, each of these isomers has
the hydride sandwiched between the styrene and trichlorosilyl groups, and
therefore is poised to facilitate olefin insertion into the Pd-hydride bond,
rather than insertion into the Pd-Si bond. Insertion of the olefin into the Pd-
H bond to form a silyl-alkyl complex, 9 (Figure 9), is slightly endothermic
and has a small activation barrier of 4.2 kcal/mol. Isomerization of the n'-
silyl-alkyl complex to a n*-silyl-allyl complex affords a stabilization of
about 5 to 10 kcal/mol depending on the isomer (Figure 11) and occurs with
a minimal barrier. Reductive elimination of the silyl ligand onto the B-
carbon of the styrene has a moderate 16.4 kcal/mol barrier which points to
this step being the rate-determining step in the catalytic cycle. Molecular
dynamics simulations suggest that addition of another trichlorosilane
molecule associatively liberates the product and regenerates the catalyst with
a minimal barrier.

4. NATURE OF THE REGIOSELECTIVITY

The hydrosilylation of para-substituted styrenes catalyzed by complex 1,
is regiospecific giving rise to product that is greater than 99% the
Markovnikov regioisomer. In other words, the hydrosilylation highly
favours the branched product as depicted in Figure 2. The regioselectivity of
styrene hydrosilylation has often been attributed to the formation of a n'-
silyl-allyl complex [6] as shown in Figure 10. Our detailed mechanistic
study is in general agreement with this and in this section we specifically
discuss our computational results with respect to the nature of the
regioselectivity.

In our detailed examination of the hydrosilylation process presented in
Section 3, we found that the catalysis most likely proceeds via a generic
Chalk-Harrod mechanism [34]. This general mechanism is depicted in the
right-hand-side of Figure 5 and the computed reaction profile is displayed in
Figure 12. Starting from the hydridosilyl complex, the first step of the
catalysis is the coordination of the styrene substrate to form a olefinic ®-
complex. We have examined the styrene coordination using a combined
QM/MM model B shown in Figure 3. In this model the whole catalyst is
treated, however, the two phosphine phenyl groups, the mesityl substituent
on the pyrazole ring and the ferrocenyl moiety are only treated on a steric
level.
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Only three stable styrene coordinated m-complexes, which are labeled 8a-
¢ and are shown in Figure 8, could be located. Of importance to the
regioselectivity, is that the unsubstituted end of the olefinic group is directed
towards the hydride in all three isomers. Thus, subsequent insertion of the
styrene into the Pd-hydride bond would lead to the observed regioisomer of
the product. This suggests that the origin of the regioselectivity begins with
the coordination of the styrene, but as we will discuss shortly, the definitive
regioselective lock comes after the initial insertion of the styrene into the Pd-
hydride bond.

We have found that the insertion process to form the silyl-alkyl complex
is endothermic by +0.9, +3.6 and +15.2 kcal/mol for 8a, 8b and 8c,
respectively.  Thus, one might expect the migratory insertion to be
reversible, meaning that the possibility of eventual insertion leading to
‘wrong’ unbranched regioisomeric product exists. However, we have found
that the 1'-silyl-alkyl insertion product can isomerize with minimal barrier to
form a highly stabilized 1 -silyl-allylic complex as depicted in Figure 14
(and also in Figure 10). The isomerization affords a stabilization energy in
the range of 5 to 10 kcal/mol. The isomerization can occur in two ways,
depending on which of the two ortho-carbons of the phenyl group
coordinates to the Pd center (This is demonstrated in Figure 11). This leads
to the formation of two different isomers in which the Pd-coordinated ortho-
carbon of the phenyl group is syn or anti to the methyl group of the benzylic
fragment. Figure 14, shows the formation of the anti M’-silyl-allylic
complex from the most stable styrene -complex, 8a.

Figure 14. Formation of a stabilized n’-silyl-alkyl complex which acts as a regiochemical
lock in the hydrosilylation process.

The formation of highly stabilized B’-silyl-allyl complex is only possible
if the hydride ligand is transferred to the B-carbon of styrene, explaining why
the (2-phenylethyl)trichlorosilane product is never observed experimentally.
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In fact, due to the substantial energy stabilization associated with its
formation, the 1‘|3 intermediate locks in the correct regioisomer, resulting in
the observed regioselectivity. These results provide theoretical evidence for
what has been previously speculated. It is important to realize that the syn-
anti pairs are stereochemically equivalent, as they will lead to the same
stereoisomer of the product. = We will discuss the nature of the
enantioselectivity in the next section.

Using the QM/MM model B, we have demonstrated that the formation of
the 1’-silyl-allyl intermediate plays a crucial role for the regioselectivity of
the reaction. In this model, the electronic effect of the phosphine phenyl
groups is neglected. Due to the proximity of this groups to the Pd center we
have as a last check, examined the formation of the m’-silyl-allyl
intermediate with the QM/MM model E. In this model, the phosphine
phenyl groups are included in the quantum mechanical region. We have
found that the electronic effect of the phenyl substituents enhances the
stabilization due to the n’-coordination mode of the benzylic fragment by
about 5 kcal/mol with the relative stability of the syn and anti isomers
remaining the same. The regioselective lock, as we have termed it, is in fact
stronger with the more realistic QM/MM model E, thus reinforcing our
conclusions.

S. ENANTIOSELECTIVITY OF STYRENE
HYDROSILYLATION

The great practical importance of asymmetric hydrosilylation of olefins,
motivates a characterization of the factors determining the inversion of the
enantioselectivity that could establish a basis to design a catalyst with
improved selectivity properties. In view of the small differences in
activation (free) energies that are usually involved in the discrimination of
two stereoisomers, the characterization of enantioselective reactions and the
determination of the factors that govern the stereoselectivity is a highly
challenging task for a computational study [56, 57]. These energy
differences are usually close to the limit of accuracy of first-principles
calculations. However, because the stereoisomeric complexes that form
during the catalytic cycle have usually very similar structures, a fortuitous
error cancellation can be highly effective leading to an unusual high
accuracy in predicting relative stabilities.

The enantioselective hydrosilylation catalyst system based on the chiral
pre-catalyst dichloro {1-{(R)-1- [(S)-2 (diphenylphosphinoxP) ferrocenyl]
ethyl}-3- trimethyl- phenyl-5-1H- pyrazole-kN} palladium, 1 (shown in
Figure 2) exhibits a interesting inversion of selectivity with a series of para-
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substituted styrene substrates. As it is apparent from Table 1, the highest
selectivity (64% ee) for the R form is achieved for 4-
(dimethylamino)styrene, whereas the corresponding chloro derivative leads
predominantly to the S-product (67.2 % ee).

In order to rationalize the factors determining the enantioselectivity of the
hydrosilylation of the para-substituted styrenes, we have calculated the
relative thermodynamic stabilities of all the intermediates of the catalytic
cycle that are precursors of the two enantiomeric products as a function of
the para-substituted substrates. Since, the S configuration product was
formed in 64% ee from styrene, whereas 4-(dimethylamino)styrene afforded
the R product with 64% ee [6], we have performed all calculations with these
two different substrates. We shall demonstrate, in fact, that the relative
thermodynamic stabilities of the 1*-allylic complexes are decisive for both
the regio and the stereoselectivity.

The results of our detailed mechanistic study presented in Sections 3 and
4 can be summarized in the pathway depicted in Figure 12. According to our
results, the reaction proceeds in general agreement with a classical Chalk-
Harrod mechanism, shown in the right-hand-side of Figure 5. The active
catalyst for hydrosilylation is a silyl(hydrido) complex and the coordination
of the olefin represents the first step of the catalytic cycle. This is followed
by the migratory insertion of styrene into the Pd-H bond with the initial
formation of a mM'-alkyl compound. A rearrangement of the substrate
converts the M'-alkyl intermediate into a m’-allylic form. The significant
energy stabilization due to the formation of the n® intermediate offers a
rationalization of the observed formation of the Markovnikov regioisomers
(Section 4). The reaction proceeds through reductive elimination of the
silane and the oxidative addition of a new molecule of trichlorosilane leads
to regeneration of the active catalyst with concomitant ejection of the
product.

In this section we focused our attention to a rationalization of the factors
determining the stereoselectivity through ab initio mixed quantum/classical
(QM/MM) Car-Parrinello molecular dynamic simulations. We have used
the same basic computational approach used in Section 3 to explore the
potential energy surface of the reaction. Since the catalyst system, 1, is
relatively large, we have used the combined QM/MM model system B as
shown in Figure 3 and described in subsections 2.1 and 3.1.
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Figure 15. Intermediates of the catalytic cycle for the two sterochemically distinct pathways.
a) shows what we have termed the endo pathway, which gives rise to the R form of the
product, while b) shows the exo pathway which gives rise to the § form of the product.
Relative energies in kcal/mol of each of the intermediates with respect to the cis-endo n-
complex (8a) are shown for styrene as the substrate and in paranthesis for 4-

(dimethylamino)styrene as the substrate.
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5.1 Hydrosilylation of Styrene

An inversion of enantioselectivity was observed experimentally for the
hydrosilylation of a series of para-substituted styrenes as shown in Table 1.
We intend to examine the nature of the enatioselectivity by studying the
catalytic cycle for styrene which reacts to give predominately the S form of
the product (64% S ee) and for 4-(dimethylamino)styrene, which gives
predominately the stereochemical opposite product (64% R ee). Although
we have already examined the hydrosilylation of styrene in Section 3 and 4,
in this section we focus on enantioselectivity of the catalytic process for
comparison to the hydrosilylation with 4-(dimethylamino)styrene.

The first step of the catalytic cycle for the hydrosilylation of olefins
involves the coordination of the substrate to the silyl(hydrido) form of the
active catalyst (Figure 6). The two most stable m-complexes that form, 8a
and 8b, are distinct on a stereochemical level and are shown at the top of
Figure 15 (They are also shown in Figure 8). To better discuss the
stereochemistry of the isomers, we will label 8a the endo isomer and 8b the
exo isomer. The isomers where the phenyl of the substrate is oriented in the
same or in the opposite direction of the ferrocene (with respect to the plane
defined by the Pd-Si-P atoms) will be termed endo or exo, respectively.
These two isomers are extremely important since they are precursors of the
two different enantiomeric products, by virtue of the coordination of the two
different enantiofaces of the olefin (re for endo and si for exo). Depicted in
Figure 14 are selected intermediates along the Chalk-Harrod hydrosilylation
mechanism with the relative thermodynamic stabilities of intermediates
relative to the endo m-complex 8a reported in kcal/mol. The paranthetic
values are the relative stabilities for 4-(dimethylamino)styrene as a substrate,
which we will discuss in Section 5.1.  The left-hand-side of this figure
follows the endo pathway that produces the R form of the product and the
right-hand-side of the figure follows the exo pathway that produces the S
form of the product.

In the calculations performed with model B the exo-m-complex is
destabilized by 1.6 kcal/mol with respect to the corresponding endo isomer.
If we were to follow the more stable endo m-complex isomer through the
Chalk-Harrod mechanism, this would lead to the R form of the product as
shown on the left-hand-side of Figure 15. Since it is actually the S form of
the product that dominates when styrene is the substrate, the formation of the
n-complex cannot be the stereodetermining step of the catalytic cycle.

The same order of the relative stability is observed also for the initial
product of the migratory insertion step, with the endo alkyl(silyl) complex,
9a, being more stable than the exo one , 9b, by -42 kcal/mol. A
rearrangement of the m'-alkyl ligand leads to a m’-coordination of the
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benzylic fragment and the formation of such an allylic intermediate can
occur in two different ways, depending on which one of the two
diastereotopic ortho-carbon coordinates to palladium. The resulting isomers
are termed syn or anti if the coordinated ortho-carbon is trans or cis with
respect to the methyl group, respectively. Only the anti-isomer is shown in
Figure 15 because in all cases the anti isomer is more stable than the syn
isomer and both syn and anti isomers lead to the same enantiomer of the
product.

We have already demonstrated in section 4 that the significant energy
stabilization due to the formation of the 1}’ intermediate is at the origin of the
observed high regioselectivity of > 99%. In parallel, an inversion in the
relative thermodynamic stabilities of the endo and exo isomers occurs upon
formation of the allylic complexes. As the endo and exo isomers are
precursors of R and S enantiomeric products, respectively, this inversion
suggests that the allylic form is a key factor in determining the
enantioselectivity. We find that the exo-anti n’-complex is slightly more
stable ~ 1 kcal/mol than the endo-anti 0* -complex. Since the exo isomers
are precursor of the S enantiomeric product, their higher thermodynamic
stability is in agreement with the enantiomeric S-excess of 64 % observed
experimentally (Table 1).

The following step of the catalytic cycle involves the reductive
elimination of the silane with concomitant regeneration of the catalyst. This
step is demonstrated to be rate determining. The activation energy barriers
calculated with respect to the corresponding anti-allylic forms, are ~16.4 and
~16.1 kcal/mol for the endo and the exo isomers, respectively. The similar
activation energies suggest that the enantioselectivity is controlled by
thermodynamic factors (i.e. by the relative thermodynamic stabilities of the
T]3-benzylic intermediates). However, considering the relative energies of the
anti-allylic isomers our calculations slightly overestimate the ee.

The transfer of the silyl ligand onto the a-carbon of the substrate is
followed by the formation of an intermediate in which the (1-
phenylethyl)trichlorosilane product still weakly coordinated in a m*-fashion.
The corresponding endo and exo intermediates (11a and 11b, respectively)
are 3.5 and 4.2 kcal/mol, respectively, more stable than the endo m-complex,
8a. Therefore the exo-stereoisomer is again thermodynamically more stable
than the endo form. Finally, the oxidative addition of a molecule of
trichlorosilane occurs with concomitant liberation of the products. The
formation of both R and § products is exothermic by ~20 kcal/mol.
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5.2 Hydrosilylation of para-Dimethylaminostyrene

As mentioned above, the calculations performed for styrene as a substrate
suggests that the enantioselectivity can be directly correlated with the
relative thermodynamic stabilities of the n’-allylic complexes. Indeed, the
exo stereoisomer, precursor of the enantiomeric product found in excess
experimentally, becomes favoured with respect to the endo one upon 1’-
coordination, and remains thermodynamically more stable until product
release. However, the observed energy differences in the relative stabilities
of the different allylic forms (1-2 kcal/mol) are certainly at the limit of
accuracy of density functional calculations.

As an inversion of enantioselectivity was observed experimentally for 4-
(dimethylamino)styrene, (64% R ee) as compared to styrene (64% S ee), we
have recalculated the relative thermodynamic stabilities of endo and exo
isomers for each step of the catalytic cycle using this second substrate. These
calculations allow us to verify the quality of our findings by checking if an
inversion in the relative stabilities of the endo and the exo-n’-silyl-allyl
intermediates (with the endo being more stable than the exo) is observed
with 4-(dimethylamino)styrene. Using 4-(dimethylamino)styrene as the
substrate, the calculated relative stabilities of the intermediates in the Chalk-
Harrod mechanism are shown as parenthetic values in Figure 15.

Considering this second substrate, the first part of the reaction pathway is
very similar to the one computed for styrene. In fact, both the endo-r and
alkyl complexes are thermodynamically more stable than the corresponding
exo species by -0.8 and -0.7 kcal/mol, respectively. Interestingly, the relative
thermodynamic stabilities still favour the endo isomers even upon formation
of the m’-silyl-allyl intermediates. This is opposite to that observed when
unsubstituted styrene is the substrate where we have calculated an inversion
in the relative stabilities of the exo and endo pathways at this point.

The endo-anti is stabilized by -17.2 kcal/mol, while the exo-anti form is
stabilized by -15.5 kcal/mol, respectively. Thus, the thermodynamically
most stable allylic diastereoisomer is the endo derivative (precursor of the R
product) as opposed to what observed for styrene. This result agrees with the
R-enantiomeric excess observed experimentally with 4-
(dimethylamino)styrene. Additionally, the observed inversion in the relative
thermodynamic stabilities of the allylic forms as a function of the para-
substituent of the substrate suggests that the corresponding energy difference
is the very factor correlating with the observed ee. In fact, the similar
activation energies (16.4 and 16.1) calculated for the transfer of the silyl
ligand onto the o-carbon of the endo-anti and exo-anti intermediates
(obtained for styrene) suggests that the stereoselectivity s
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thermodynamically and not Kkinetically controlled. @~ We are currently
performing further calculations to confirm this result.

53 Tuning of the Enantioselectivity

Our calculations suggest that the stereoselectivity of the hydrosilylation
is determined by the thermodynamic stability of the i’ -allylic complex that
forms after styrene insertion. This opens up the possibility of improving the
enantioselectivity by modifying the catalyst framework to alter the stability
of the exo versus the endo M’ -allylic intermediate.

We have inspected the exo and endo-anti allylic intermediates for
possible discriminating steric interactions. For example, in the endo-allyl
complex 10a (syn or anti), the methyl group of the benzylic fragment points
toward the pyrazole group whereas in the exo-allyl complex 10b, the same
methyl group is directed away from that group. This is shown in Figure 16.
We note that this is true no matter what the para substituent is on the styrene
substrate. We have found that one of the two ortho methyl groups of the
mesityl substituent displays short intramolecular contacts to hydrogens of the
coordinated benzyl ligand. Moreover, these close contacts are significantly
shorter for the exo intermediate than for the endo intermediate. With NMe;
as the para-substituent, the exo-anti allylic complex, 10b-anti, exhibits a
close interatomic contact of 2.47 A of one hydrogen of the methyl group
(Figure 16b). On the other hand, in the endo-anti intermediate, 10a-anti, the
closest contact of 2.63 A concerns the hydrogen of the benzylic carbon
(Figure 16a).

Since the ortho groups of the mesityl groups interact sterically with the
substrate in the enantio-determining n’-silyl-allyl intermediate, the
enantioselectivity of the hydrosilylation could be tuned by modification of
the ortho substituents on the pyrazole phenyl group. Increasing the steric
bulk of the ortho-substituent should destabilize the exo-n’-allyl intermediate
more than the endo intermediate. Therefore, without considering other
ramifications of the ligand modification, this should steer the reaction to
favour the R enantiomer of the product. We are currently examining this
possibility and other catalyst improvements based on these computational
study [58].
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Figure 16. Optimized structures of the endo (10a-anti) and exo (10b-anti) n’-silyll allyl
complexes with 4-(dimethylamino)-styrene as a substrate. Highlighted in (a) is the steric
contact between the hydrogen of the benzylic carbon of the substrate and a hydrogen of the
mesityl substituent (2 63 A) for the endo-anti intermediate, 10a-anti. Highlighted in (b) is the
steric contact between on hydrogen of the methy! group of the substrate and a hydrogen of the
mesity] substituent (2 47 A) for the exo-anti silyl-allyl intermediate, 10b-anti. Hydrogen
atoms are not shown except those whose interactions are highlighted.
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6. CONCLUSIONS

Computer simulations play an important role in many areas of science
and engineering. Chemistry is no different, and molecular modeling
involves simulating chemical systems at the atomic and electronic level. In
the area of catalysis it is often difficult to establish the mechanism of a
reaction through experiment, even though the reactants, products and
catalyst are well characterized. We used molecular modelling and computer
simulation to answer a number of fundamental questions that have arisen
during the laboratory development of an enantioselective hydrosilylation
catalyst ~system based on the precatalyst dichloro{1-{(R)-1-
[(S)2(diphenylphosphino-kP) ferrocenyl] ethyl}-3-trimethylphenyl-5-1H-
pyrazole-kN}Pd, 1. In this contribution we highlight how we have applied
the ab initio molecular dynamics and combined QM/MM ab initio molecular
dynamics methods to help resolve these fundamental questions.

The solid state structures of the precatalyst, 1, and particularly its bis-
trichlorosilyl derivative, 3, exhibit some unique structural features. Most
notably, 3 possesses the world’s longest known Pd-P bond of 2.50 A.
Instead of using the QM/MM approach to simply handle the large size of the
compounds studied, the method has been effectively used as an analytical
tool to probe the nature of the unique structures observed in the complexes.
A systematic series of combined QM/MM model systems have been
constructed in which the steric and electronic influences of specific ligands
were selectively removed or altered. The technique has allowed the exact
nature of the geometric distortions to be pinpointed. The extreme
lengthening of the Pd-P bonds is combination of electronic and steric effects.
More specifically, we have found that the phosphine phenyl substituents
contribute to the Pd-P bond lengthening on both a steric and electronic level.
The strong trans influence of the trichlorosilyl ligand is enhanced by the
presence of the phosphine phenyl groups. In 3, the “world record” Pd-P
bond distance can be primarily attributed to the strong steric interaction
between the PPh, group with the trimethylphenyl fragment on the pyrazole
ring. The deviation from the square planar geometry at the Pd center in
complexes 3 can be attributed wholly to steric factors.

A detailed study of the mechanism of the enantioselective palladium
catalyzed hydrosilylation of styrene with trichlorosilane was carried out with
combined QM/MM ab initio molecular dynamics simulations. A number of
fundamental mechanistic questions have been addressed, including the main
features of the catalytic cycle, as well as the specific nature of the
regioselectivity and enatioselectivity.

The conventional hydrosilylation of alkenes catalyzed by late transition
metal catalysts such as Speier’s catalyst are generally assumed to proceed by
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the Chalk-Harrod Mechanism (Figure 5). However, some experimental
results suggest that alternative mechanisms such as the modified Chalk-
Harrod mechanism might be at play [59-61]. The catalytic cycle has been
examined in detail using a hybrid quantum mechanics and molecular
mechanics model where the whole catalyst was treated explicitly. The
calculations show that the styrene coordinates in cis position to the
phosphine and that the endo-n-complex 8a is the most favorable one. The
coordination of the substrate involves the detachment of the pyrazole ligand
and no barrier has been found for this step. The most likely subsequent step
is the migratory insertion of the hydride onto the B-carbon of the styrene.
This slightly endothermic process is associated with a small activation
energy (4.2 kcal/mol). The modified Chalk-Harrod mechanism is not
operative because of the high activation energy (~47 kcal/mol) involved in
the migration of SiCl; to the a-carbon of styrene.

The observed regioselectivity of >99% can be explained by the
pronounced stabilization of the M’-allylic coordination mode of the 1-
phenylethyl fragment. In agreement with what has been speculated, this
allylic intermediate is a definitive lock for the Markovnikov regioisomer.
The high activation energy calculated for the transfer of the silyl ligand onto
the P-carbon of styrene points to the reductive elimination as the rate-
determining step. Moreover, molecular dynamics runs on a structure
obtained by relaxing the transition state show that the product still remains
coordinated with its phenyl in an T>-mode. The addition of trichlorosilane to
this complex has been found to display almost no activation barrier, and is
thus responsible for the liberation of the product with concomitant
regeneration of the catalyst.

To examine the nature of the enatioselectivity of the catalysis we have
examined the catalytic cycle with two substrates, styrene which leads to
predominantly the R form of the product (64% ee) and 4-
(dimethylamino)styrene which gives predominantly the § form of the
product (67% ee). Our simulations suggest that the N -allylic coordination
of the styrene substrate plays an important role in defining the
enatioselectivity of the hydrosilylation. As a first step, this theoretical study
constitutes a valid contribution in rationalizing the enantioselective
determining factors and possibly in designing a new catalyst with improved
enantioselective properties. We are currently examining nature of the
enantioselectivity in more detail as well as the dependence of the
enantioselectivity on the electronic nature of the substrates [58].
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APPENDIX. COMPUTATIONAL DETAILS

The study of the enantioselective hydrosilylation reaction was performed with a series of
combined quantum mechanics/molecular mechanics (QM/MM) calculations [26, 30] within
the computational scheme of ab initio (AIMD) (Car-Parrinello) [62] molecular dynamics. The
AIMD approach has been described in a number of excellent reviews [63-66]. AIMD as well
as hybrid QM/MM-AIMD calculations [26, 47] were performed with the ab initio molecular
dynamics program CPMD [67] based on a pseudopotential framework, a plane wave basis set,
and periodic boundary conditions. We have recently developed an interface to the CPMD
package in which the coupling with a molecular mechanics force field has been implemented
[26, 68].

An analytic local pseudopotential was used for hydrogen and nonlocal, norm-conserving
soft pseudopotentials of the Martins-Trouiller type [69] for the other elements. Angular
momentum components up to Iy = 1 have been included for carbon and nitrogen and of lnax
= 2 for silicon, phosphorus and chlorine. For palladium, we have constructed a semicore
pseudopotential [19] where all the 18 valence electrons of the 4sz4p64d8552 shells have been
treated explicitly. This pseudopotential incorporates also scalar relativistic effects. For all
light elements, the pseudopotentials have been transformed to a fully nonlocal form using the
scheme developed by Kleinman and Bylander [70], whereas for palladium, the nonlocal part
of the pseudopotential has been integrated numerically using a Gauss-Hermite quadrature.
One electron wave functions have been expanded up to a kinetic energy cutoff of 70 Ry.

The exchange-correlation functional used in the calculations is of the gradient corrected
type due to Becke [71] and Perdew [72] for the exchange and correlation parts, respectively.
All calculations have been performed in periodically repeated face centered cubic super cells.
For the small QM model system (model A) a cell of edge a=20 A has been used, whereas to
account also for possible structural modifications of the catalyst along the reaction pathway,
we used larger cells of edge of a= 23 and 24 A for model B and E, respectively. The geometry
optimization runs have been performed with a preconditioned conjugated gradient procedure.
For the MD runs, the classical equations of motion were integrated with a velocity Verlet
algorithm with a time step of 0.145 fs and a fictitious mass for the electronic degrees of
freedom of p = 800 au. All the transition states have been determined performing constraint
molecular dynamics runs with increments of 0.1 A along appropriately chosen reaction
coordinates in combination with local optimization techniques.

The Tripos [73] force field was used to perform the molecular mechanics calculations,
augmented with parameters developed by Doman et al. [74] for the ferrocenyl ligand. In the
QM/MM hybrid AIMD simulations, the electronic structure calculation was performed on a
reduced system in which each of the substituents that have been removed from the QM part
was replaced by a hydrogen atom, in order to saturate the valence of the QM boundary atoms.
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As a consequence, the electronic properties of these ligands are replaced by the electronic
properties of hydrogen atoms, while their steric influence is taken into account by the
empirical force field approach.
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Chapter 10

Olefin Dihydroxylation

Thomas Strassner
Institut fiir Anorganische Chemie, Technische Universitdit Miinchen, Lichtenbergstrasse 4, D-
85747 Garching, Germany

Abstract: The reaction mechanism of the olefin dihydroxylation by transition metal
complexes has been the subject of a controversy in recent years, with two
major mechanistic proposals, the so called [2+2] and [3+2] pathways,
supported by different experimental evidences. Theoretical calculations have
been essential in solving this controversy, and their contribution is summarized
here, with special emphasis on the results with the two most common oxidants,
osmium tetraoxide and permangate. Other related issues, like
enantioselectivity and kinetic isotope effects, have also been the subject of
computational studies and are briefly discussed.

Key words: Dihydroxylation, osmium tetraoxide, permanganate, olefin

1. INTRODUCTION

Stoichiometric and catalytic transition-metal oxidation reactions are of
great interest, because of their fundamental role in industrial and synthetic
processes [1]. The introduction of oxygen atoms into unsaturated organic
molecules via dihydroxylation reactions leading to 1,2-diols is one of these
examples. 1,2-diols can be synthesized by the reaction of alkenes with
organic peracids via the corresponding epoxides and subsequent hydrolysis
or metal-catalyzed by strong oxidants such as OsOs RuQOs, MnO, and
chromium(VI) compounds.
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Figure 1. Dihydroxylation reaction (M=0Os, Ru, Mn).

Osmium tetraoxide and permanganate are the textbook example reactants
for the direct addition of the hydroxyl function to double bonds as shown in
Figure 1. Several reagents such as hydrogen peroxide, periodate,
hexacyanoferrate(IIl) or recently also molecular oxygen [2-6] have been
used to reoxidize the different metal-oxo compounds.

In the case of prochiral alkenes the dihydroxylation reaction creates new
chiral centers in the products and the development of the asymmetric version
of the reaction by Sharpless was one of the very important accomplishments
of the last years. He received the Nobel Price in Chemistry 2001 for the
development of catalytic oxidation reactions to alkenes.

2. OSMIUM TETRAOXIDE

The reaction mechanisms of these transition metal mediated oxidations
have been the subject of several computational studies, especially in the case
of osmium tetraoxide [7-10], where the controversy about the mechanism of
the oxidation reaction with olefins could not be solved experimentally [11-
20]. Based on the early proposal of Sharpless [12], that metallaoxetanes
should be involved in alkene oxidation reactions of metal-oxo compounds
like CrO,Cl,, OsO, and MnQO, the question arose whether the reaction
proceeds via a concerted [3+42] route as originally proposed by Criegee [11]
or via a stepwise [2+2] process with a metallaoxetane intermediate [12]
(Figure 2).
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Figure 2. [3+2] vs. stepwise [2+2] reaction.

Already in 1936 Criegee had observed that the reaction rate increases
when bases like pyridin are added [11]. Sharpless recognized that the
chirality of bases is transferred to the substrates which allowed the
development of the asymmetric version of the reaction. The cinchona amines
(like (DHQ),PHAL, Figure 3) have been shown to give high enantiomeric
excess and are part of the commercially available AD-mix (0,4%
K,0s0,(0H)y4, 1,0% (DHQ),PHAL, 300% [K3Fe(CN)¢], 300% K,CO;).

Figure 3. Chinchona-Base (DHQ),PHAL.
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Kinetic data on the influence of the reaction temperature on the
enantioselectivity using chiral bases and prochiral alkenes revealed a
nonlinearity of the modified Eyring plot [16]. The observed change in the
linearity and the existence of an inversion point indicated that two different
transition states are involved, inconsistent with a concerted [3+2]
mechanism. Sharpless therefore renewed the postulate of a reversibly formed
oxetane intermediate followed by irreversible rearrangement to the product.

This mechanistic question is one of the examples of the success of
density functional theory methods in organometallic chemistry. Earlier work
on the reaction mechanism could not discriminate between the two
alternatives. Analysis of the different orbitals based on extended Hiickel
calculations came to the result that the [3+2] pathway is more likely, but
could not exclude the possibility of a [2+2] pathway [13]. Similar
conclusions where obtained from the results of Hartree-Fock calculations in
combination with QCISD(T) single point calculations [21]. Attempts to use
RuO, as a model for osmium tetraoxide indicated that the formation of an
oxetane is less favorable compared to the [3+2] pathway, but still possible
[22, 23].

Figure 4. Calculated transition states (TS) and local minima (GS) for the reaction of OsO,
with ethylene [24].

Table 1. Optimized values (A and kcal/mol) for the calculated geometries shown in Figure 4
for the reaction of OsO, with ethylene. Relative energies are referred to the separate reactants.
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The picture was clarified by DFT calculations, which allowed accurate
geometry optimizations of all significant structures for both pathways in the
reaction of osmium tetraoxide with ethylene. Within a short period of time
four different groups published DFT results on the reaction using different
quantum chemical packages and different levels of theory [7-10]. These
studies could show that the barrier for the [2+2] addition of OsO, to ethylene
and the ring expansion are significantly higher (~35 kcal/mol) than the
activation enthalpy needed for the [342] pathway. Geometries from one of
these sets of calculations [10, 24] are shown in Figures 4 and 5, and selected
geometrical parameters are collected in Tables 1 and 2.

Figure 5. Calculated transition states (TS) and intermediates (GS) for the reaction of
Os04(NHj3) with ethylene [24].

Table 2. Optimized values (A and kcal/mol) for the calculated geometries shown in Figure 5
for the reaction of OsO4(NH;) with ethylene. Relative energies are referred to the separate

reactants.

As pointed out above, the addition of a base to the reaction can increase
the reaction rate and induce enantioselectivity. Therefore, this process was
also interesting to study. Though the available computational power has
increased significantly during the last years, it is still not feasible to evaluate
a potential energy surface and to optimize complexes with bases of the size
used experimentally, like that shown in Figure 3. The bases have been
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modeled in the quantum mechanical (QM) studies by NHs. Results with the
same method used above [10, 24] for the reaction with base are shown in
Figure 5 and Table 2. Comparing the energy profiles with and without base
ligand it becomes obvious that they are very similar as can be seen from
Figures 4, 5 and Tables 1, 2. The activation enthalpy differences are smaller
than 1 kcal/mol and the [3+2] pathway is always significantly lower in
energy

Table 3. Energetics (kcal/mol) computed by different authors for the reaction between
0s04(NH,) and ethylene.Relative energies are referred to the separate reactants.

Table 3 collects the results obtained by different authors on the reaction of
OsO4(NH;) with ethylene. Though the methods were not identical, the
results are very similar, and in all cases there is a clear preference of the
[3+2] over the [2+2] pathway. Additional confirmation was provided by a
combined experimental and theoretical study using kinetic isotope effects
(KIEs) to compare experiment and theory. Kinetic isotope effects were
measured by a new NMR technique [25] and compared to values, which are
available from calculated transition states. It showed that indeed only the
[3+2] pathway is feasible [10].
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Table 4. Calculated and experimental enantioselectivities in the asymmetric
dihydroxylation with different alkenes and bases (adapted from Ref. 28).

Il

The disadvantage of using NHj as a model for the large cinchona base are
the missing steric effects. Therefore QM/MM-studies [26-28] and molecular
dynamics calculations [29] were conducted combining the advantages of the
QM treatment with the possibility of treating a large number of atoms [30].
The origin of the experimentally observed enantioselectivity in the
dihydroxylation of styrene was investigated and it was found that 7-
interactions between the aromatic rings are responsible for the observed
enantioselectivity. Norrby [28] parametrized a Macromodel force field for
the reaction and was able to reproduce the experimentally observed
enantioselectivities, several examples are shown in Table 4.

3. PERMANGANATE

It was generally accepted that the oxidation of alkenes by permanganate
proceeds via a concerted mechanism with a cyclic ester intermediate, until
the suggestion was made of a stepwise mechanism involving a
metallaoxetane intermediate which is supposed to rearrange to a cyclic ester
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before the hydrolysis takes place [12]. Hydrolysis of the intermediate is
generally accepted to give rise to the observed diols. Similar to the osmium
tetraoxide discussion the two mechanistic proposals could not be
distinguished on the basis of experimental data. Several groups tried to
identify the elusive metallaoxetane and a wealth of kinetic data provided no
indication for the existance of the species. But the possibility that it might be
a non rate-determining intermediate could not be excluded. Different
mechanisms were proposed to explain the variety of experimental results
available, but the mechanistic issues remained unresolved.

DFT-calculations (B3LYP/6-31G*) on the reaction of permanganate with
ethylene [34] show that permanganate is a very similar case to osmium
tetraoxide. The activation energy for the [3+2] pathway is a little higher in
energy (+ 9.2 kcal/mol) compared to osmium tetraoxide, while the barrier for
the [2+2] pathway is more than 40 kcal/mol higher in energy (+50.5
kcal/mol) [34]. These results indicate that also in the case of permanganate
the dihydroxylation proceeds via a [3+2] transition state to a cyclic ester
intermediate which is hydrolized in the course of the reaction.

Figure 6. [3+2] transition state for the oxidation of cinnamic acid by permanganate [40].

Experimental studies of the oxidative cleavage of cinnamic acid by acidic
permanganate [35] resulted in secondary kinetic isotope effects, kw'kp, of
0.77 (o) and 0.75 (B), while another paper from the same group on the same
reaction with quaternary ammonium permanganates [36] reported very
different isotope effects of 1.0 () and 0.91 - 0.94 (B) depending on the
counterion. Different mechanisms were discussed in the literature [37, 38] to
explain the variety of experimental results available, but the mechanistic
issues were unresolved. The reported activation energy for the oxidation of
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cinnamic acid, 4.2 + 0.5 kcal/mol [39], is very well reproduced by B3LYP/6-
311+G** calculations [40], which predict an activation enthalpy of 5.1
kcal/mol for the transition state shown in Figure 6. Two sets of "*C kinetic
isotope effects were experimentally determined by the NMR method of
Singleton [25] and compared to theoretically predicted values. They agree
very well within the experimental uncertainty [40].

Freeman has experimentally studied the oxidation by permanganate [41,
42] and the influence of substituents on the rate of the oxidation by
permanganate in phosphate buffered solutions (pH 6.83 + 0.03). Nine
unsaturated carboxylic acids have been used as substrates (Figure 7) and free
energy values derived from experimental kinetic data have been published
[43].

Figure 7. Substrates used in the experimental study of the oxidation by permanganate {43)

In compounds 1 to 3 the chain length and position of the double bond is
varied, while compounds 4 to 9 are all @, B unsaturated carboxylic acids with
a changing number and position of alkyl substituents at the double bond. The
rates of reaction were measured by monitoring spectral changes with a
stopped flow spectrometer. Using pseudo-first-order conditions they
recorded the disappearance of the permanganate ion at 526, 584, or 660 nm
and/or the rate of formation of colloidal manganese dioxide at 418 nm. The
authors concluded, that according to the measured reaction rates the rate of
oxidation is more sensitive to steric factors than to electronic effects.
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Regarding the reaction mechanism they suggested that both the (3 + 2) and
the (2 + 2) transition states are in agreement with their results [43].

From the data provided by the systematic experimental study at
standardized conditions the free energy of activation (AG”ep) was calculated
from the experimental rate constant and compared to calculated AG™ values.
Two different basis sets have been employed in the DFT calculations: the
split valence double-§ (DZ) basis set 6-31G(d) with a triple-§ (TZ) [44, 45]
valence basis set for manganese (we will refer to this combination as basis
set I (BS1)) and the triple-§ basis set 6-311+G(d,p), which will be denoted
basis set II (BS2). The BS1-results for transition states and intermediates are
shown in Table 5, a comparison of the free activation energies is shown in
Figure 8 [46].
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The geometries of the transition states differ significantly. While a rather
symmetrical transition state is calculated for 21s and 3rs with bond lengths
of 2.05/2.06 A (21s) and 2.04/2.09 A (3rs) for the forming bonds between
the permanganate oxygens and the alkene carbons, lts shows an
unsymmetrical, but still concerted transition state with calculated bond
lengths of 2.29 and 1.90 A. Cartesian coordinates of all geometries are given
in the supplementary material of Ref. 46. The symmetrical transition states
2rs and 31s are very similar to the transition state calculated for the
permanganate oxidation of ethylene [34], indicating that the substitutent
does not play a major role. On the other hand, the geometries of the
transition states of 4rs — 91s are similar regardless of the number of
substituents. All transition states are very unsymmetrical, but concerted. The
bond lengths of the C-O forming bonds do not change significantly, whether
the substituent is a methylgroup in o-position (5ts, 2.30/1.91 A), B-position
(41s, 2.31/1.92 A) or a t.-butyl group (91s, 2.29/1.93 A). Even three methyl
groups as in 8rs do not distort the geometry more than what was observed
for 17s.
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Figure 8. Comparison of computed and experimental free activation energies for substrates 1
-9.

The differences between the geometries calculated with the two different
sets BS1 and BS2 are very small, deviations in the bond lengths of 0.01 A as
well as changes of torsional angles of up to 4° are observed. Energetics
present however some differences between the two basis sets, as seen in

Table 6. The agreement between experimental data and computational
results improves with the larger basis set.

An additional factor that should be taken into account is the effect of
solvents. Certainly the interaction is weaker in solution than in gas phase,
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where the negative charge of the permanganate ion is going to be solvated,
especially in aqueous solution. Therefore we conducted solvent calculations
using the PCM model of Tomasi and coworkers. As can be seen from Table
7 the [3+2] pathway is still hugely favored and the activation energies for the
solvated [3+2] transition states are in reasonable agreement, although they
are in general lower than the experimental values with the exception of
compound 8. Compared to the gas phase calculations, the deviations are
much smaller in the PCM calculations.

Substrates 4 - 9 were chosen by Freeman to study the influence of steric
bulk on the free activation energy. As discussed before the substituents also
show an electronic effect and it is hard to separate both effects, but at least
some comparisons can be made, e.g., for trans-crotonic acid 4 and 4.4-
dimethyl-trans-2-pentenoic acid 9. The steric bulk of the t.-butyl group
compared to a methyl group should be by far more important than the
difference in the electronic effect.

It can be concluded that the [3+2] pathway seems to be the only feasible
reaction pathway for the dihydroxylation by permanganate. The study on the
free activation energies for the oxidation of o.. P unsaturated carboxylic acids
by permanganate shows that the [342] mechanism is in better agreement
with experimental data than the [2+2] pathway. Experimentally determined
kinetic isotope effects for cinnamic acid are in good agreement with
calculated isotope effects for the [3+2] pathway, therefore it can be
concluded that a pathway via an oxetane intermediate is not feasible.

The situation changes if one of the oxygen atoms is replaced by a
chlorine. Limberg could show that the product of the addition of MnO;Cl to
ethylene is more stable in the triplet state and that the product distribution
can be explained in terms of reaction channels [47].

4. OTHER TRANSITION METAL OXIDES

The interaction of other transition metal oxides with alkenes has also
been studied in detail. Some significant examples are the LReO3; compounds
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which were experimentally studied by Herrmann [48-50] and theoretically
by Rappé (L=Cp, Cp*, CH3, OH, ... ) [51] and Rosch (L=CHs) [52-58].

Rappé points out that the metal ligand ® bonding interaction determines
whether dihydroxylation or epoxidation is the preferred pathway. The
selectivity depends critically on the ligand L. For the reaction of CpReO;
and ethylene, the calculated and experimental [59] value agree very well
indicating that the reaction leading to the dioxylate structure is the
thermodynamically lower pathway [51]. A similar study by Frenking
confirmed that the predicted pathway depends strongly on the nature of the
ligand L [60]. The first [2+2]-cycloaddition of a transition-metal oxide
compound with a C=C double bond was published by Frenking [60, 61] for
the reaction of (RsPN)ReO; with ketenes of the type R;C=C=0. Recently
Rosch succeeded in correlating more than 25 different activation energies
and concludes that they depend in a quadratic fashion on the reaction
energies as predicted by Marcus theory [62].

Chromylchloride, CrO;Cl,, the main subject of the publication which led
to the original discussion about the mechanism [12], shows a very different
reactivity compared to the other transition metal oxides discussed above.
Even in the absence of peroxides, it yields epoxides rather than diols in a
complex mixture of products, which also contains cis-chlorohydrine and
vicinal dichlorides. Many different mechanisms have been proposed to
explain the great variety of products observed, but none of the proposed
intermediates could be identified. Stairs et al. have proposed a direct
interaction of the alkene with one oxygen atom of chromylchloride [63-65],
while Sharpless proposed a chromaoxetane [12] formed via a [2+2] pathway.

Early calculations using the general valence bond approach by Rappé
came to the conclusion that the chromaoxetane is a likely intermediate [66-
68], 70 kcal/mol more stable than the [3+2] intermediate. Their conclusions
are nevertheless not confirmed by more recent studies disfavoring the [2+2]
intermediate, which because of the more accurate level applied are probably
correct. Concise theoretical studies of Ziegler et al. [69, 70] analyzed all
possible pathways for the two electron oxidation from Cr"' to Cr' including
the crossover from the singlet to the triplet surface with the transition state
on the singlet surface when the formed product is a triplet species. It could
be shown that the epoxide precursor is formed via a [3+42] addition of
ethylene to two Cr=0O bonds followed by rearrangement to the epoxide
product. The activation barriers were computed as 13.9 and 21.8 kcal/mol
for these two steps. The alternative pathways, direct addition of an oxygen to
the ethylene and the [242] addition both have a higher activation energy of
29.8 kcal/mol. The formation of the chlorohydrine products could also be
explained by a [3+42] addition to one Cr-Cl and one Cr=0O bond. Still, all
these calculations cannot explain, why no diols are found experimentally.
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5. CONCLUSIONS

Theoretical calculations have been fundamental in solving the
controversy on the mechanism for the dihydroxylation of double bonds by
transition metal oxo complexes. Nowadays, this topic which was the subject
of a controversy just a few years ago seems to be solved in favor of the [3+2]
pathway, at least in a vast majority of the cases. Despite this spectacular
success there are still a number of open issues for this particular reaction
which have not been solved, and which continue to be a challenge for
computational chemists. Among this, one can mention the -correlation
between the nature of the substrate and its reactivity with permanganate, and
the mechanisms leading to the proportion of products experimentally
observed when CrO,Cl; is applied. Hopefully, these issues will be solved in
the future with the help of theoretical calculations.
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Chapter 11

The Dotz Reaction: A Chromium Fischer Carbene-
Mediated Benzannulation Reaction
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Abstract: A complete revision of the most widely accepted mechanistic schemes for the
Dotz reaction is proposed. According to our calculations the addition of the
alkyne molecule to the carbene complex takes place before CO loss in the
initial steps of the reaction. Further, our study shows that a novel proposal
involving a chromahexatriene intermediate entails lower energy barriers and
more stable intermediates than the previous reaction mechanisms postulated by
Dotz and Casey. The novel findings query revision of the classically assumed
paths and put forward that additional experimental and theoretical studies are
necessary to definitely unravel the reaction mechanism of this intringuing
reaction.

Key words: Dotz reaction, benzannulation, Fischer carbene complexes, reaction
mechanism, density functional theory

1. INTRODUCTION

The use of group 6 heteroatom stabilized carbene complexes (Fischer
carbene complexes) in organic synthesis is relatively recent and, in spite of
that, it has already produced impressive synthetic results [1]. These versatile
organometallic reagents have an extensive chemistry, and they are probably
one of the few systems that undergo cycloadditions of almost any kind. For
instance, [14+2], [2+2], [3+2], [3+3], [4+1], [4+2], [4+3], [6+3]
cycloadditions and multicomponent cycloadditions such as [1+1+2],
[1+2+2], [3+2+1], [4+2+1] or even [4+42+1-2] and [2+2+1+1] to Fischer
carbenes have been reported [2].
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Among the synthetically useful reactions of Fischer carbenes, the
benzannulations are certainly the most prominent. In particular, the so-called
Dotz reaction, first reported by Dotz in 1975 [3], is an efficient synthetic
method that starting from aryl- or alkenyl-substituted alkoxycarbene
complexes of chromium affords p-alkoxyphenol derivatives by successive
insertion of the alkyne and one CO ligand in an @, B-unsaturated carbene, and
subsequent electrocyclic ring closure (see Figure 1).

ih“"".'“

Figure 1. Schematic representation of the Dotz reaction.

This formally [3+2+1] cycloaddition reaction proceeds with remarkable
regioselectivity when unsymmetrical alkynes 1 are used. In this case, it is
observed that the larger substituent (e.g. R, in Figure 1) is incorporated ortho
to the phenol function [4], with only few exceptions [5,6].

Generally phenol formation is the major reaction path; however,
relatively minor modifications to the structure of the carbene complex, the
alkyne, or the reaction conditions can dramatically alter the outcome of the
reaction [7]. Depending on reaction conditions and starting reactants roughly
a dozen different products have been so far isolated, in addition to phenol
derivatives [7-12]. In particular, there is an important difference between the
products of alkyne insertion into amino or alkoxycarbene complexes. The
electron richer aminocarbene complexes give indanones 8 as the major
product due to failure to incorporate a carbon monoxide ligand from the
metal, while the latter tend to favor phenol products 7 (see Figure 2).
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Figure 2. Benzannulation vs. cyclopentannulation in Fischer carbene complexes.

The compatibility with different functional groups, the remarkable regio-
and stereoselectivity, and the development of asymmetric procedures have
made benzannulation an attractive methodology for the synthesis of natural
products with densely functionalized quinoid or fused phenolic substructures
[13-20]. Some pertinent examples are the syntheses of vitamins K and E
[17], and the production of anthracyclinones or naphtoquinone antibiotics
[13, 14a, 15, 21].

Despite the undeniable synthetic value of the benzannulation reaction of
aryl and alkenyl Fischer carbene complexes, the details of its mechanism at
the molecular level remain to be ascertained. Indeed, although a relatively
large number of theoretical studies have been directed to the study of the
molecular and electronic structure of Fischer carbene complexes [22], few
studies have been devoted to the analysis of the reaction mechanisms of
processes involving this kind of complexes [23-30]. The aim of this work is
to present a summary of our theoretical research on the reaction mechanism
of the Dotz reaction between ethyne and vinyl-substituted hydroxycarbene
species to yield p-hydroxyphenol.



272 Miquel Sola, Miquel Duran, and Maricel Torrent

1.1 Mechanistic background

Before we turn to the results of our work, let us briefly summarize the
relevant mechanistic information available from experimental studies and
describe the mechanistic proposals presented in the literature. Figure 3
reflects the mechanistic pathways postulated for the D6tz reaction.

Figure 3. Postulated (A,B) and non-canonical (C) routes for the benzannulation reaction.
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The most widely accepted mechanism [1b] for the D6tz benzannulation
reaction assumes that the reaction starts with a reversible cis-CO dissociation
from 9 followed by alkyne coordination, yielding m’-vinylallylidene
complex 13. Two diverging routes have been postulated from this point.
According to D&tz [1b], intermediate 13 evolves to m’-vinylketene
intermediate 14 by CO insertion into the chromium-carbene bond, followed
by electrocyclic ring closure to yield n*-cyclohexadienone 15, which can
finally turn into the direct precursor of the phenol derivative 16 after
enolization and aromatization (route A). As suggested by Casey [31],
another possibility is that metallation of the arene ring occurs in complex 13
to form 17, which subsequently undergoes carbonylation to yield the
chromacycloheptadienone complex 18 (route B). Reductive elimination from
18 gives 15, where both scenarios merge again.

It has proven difficult to validate these mechanistic suggestions since the
rate-limiting step typically involves CO ligand loss to open a coordination
site for the alkyne to bind. Once bound, rapid ring closure occurs to give the
observed products or the metal-complexed cyclohexadienone 15 [7h, 32]. No
single reaction has been followed completely through the individual steps
depicted in Figure 3, although there are some examples of isolation and
characterization of presumed model intermediates. For instance, Barluenga
and coworkers [8] have recently published the first example of a Dotz
reaction in which the decarbonylation step is carried out in the absence of the
alkyne. In this way, the authors have been able to isolate and characterize an
n’-vinylcarbene complex analogous to 12. Other works [lh, 18a] have
provided examples of this first intermediate in the benzannulation reactions.
Barluenga er al. [8] also reported the isolation and characterization of a
metallatriene intermediate corresponding to complex 13. Subsequent thermal
decomposition of this complex produced either cyclopentadienes or phenol
derivatives. Examples of n*-vinylketene intermediates 14 containing Rh(I),
Co(I), and Ir(I) and also containing Cr(0) have been reported, together with
the reaction of m*-vinylketene cobalt complexes with alkynes to form
phenols [33, 34]. However, although experimental evidence has been
provided for the formation of n*-vinylketene complexes, such species have
never been observed during a benzannulation reaction itself [34]. This can
only mean that either (i) n*-vinylketene complexes are actual intermediates,
but they are not observed because of their easy, almost barrierless
conversion to 15, or (ii) they are not observed because the actually operating
mechanism does not take place through m*-vinylketene complexes, other
intermediates being involved instead.

Attempts to determine whether the reaction proceeds through route A or
B have been made by Garret et al. [35] and by Wulff and coworkers [36].
The approach followed by the former authors was to generate a
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coordinatively unsaturated carbene complex at a temperature sufficiently
low to retard subsequent reactions so that they could be studied step by step
[35]. In the work of Wulff and coworkers [36], the criterion taken for the
mechanistic discussion was consistency to the observed product distribution,
together with other experimental data. It was found that the vinylketene
route seemed to explain more satisfactorily all data; however, at that time the
authors concluded that there was not enough evidence to definitively rule out
any of the studied mechanisms [36]. In both cases [35, 36], the authors were
unable to distinguish which mechanistic proposal is the operative one.

The Dotz reaction mechanism has received further support from kinetic
and theoretical studies. An early kinetic investigation [37] and the
observation that the reaction of the metal carbene with the alkyne is
supressed in the presence of external carbon monoxide [38] indicated that
the rate-determining step is a reversible decarbonylation of the original
carbene complex. Additional evidence for the Dotz mechanistic hyphotesis
has been provided by extended Hiickel molecular orbital [23, 24] and
quantum chemical calculations [25].

Despite these important studies, most steps of the reaction mechanism are
still only postulated. Therefore, we have decided to undertake a theoretical
investigation of the Dotz reaction by discussing whether the reaction
proceeds via a dissociative or an associative pathway in the initial steps of
the process. We have also analyzed the central part of the reaction, the key
issue being whether the reaction proceeds through a vinylketene intermediate
(route A) or, instead, via a metallacycloheptadienone (route B). As will be
seen, we came across a novel third pathway (route C) that turns out to be the
best alternative from thermodynamic and kinetic points of view

2. RESULTS AND DISCUSSION

This section describes the main results obtained in our studies of the Dotz
reaction mechanism [26-29, 39]. The section is divided as follows: First, the
results for the initial part of the reaction (9—13) are presented. The central
discussion will be whether the alkyne binds the carbene complex after or
before CO loss. Then, the results for routes A, B and C (Figure 3) are
discussed. In particular, we will examine the suitability of the novel route C
involving a chromahexatriene intermediate.

2.1 Initial part of the reaction

Two different mechanistic proposals have been investigated
theoretically for the initial steps of this reaction (Figure 3): a dissociative
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mechanism and an associative route. As mentioned above, early studies have
shown that reactions of chromium carbene complexes with alkynes are
suppressed in the presence of external CO [38]. This makes most probable
that carbon monoxide ligand dissociates at the first step (dissociative route).
This suggestion has been later reinforced by kinetic data [37]. An alternative
mechanistic scenario is the insertion of an alkyne ligand into the metal
coordination sphere of the metal carbene complex prior to CO elimination
(associative route). Such a mechanism is not unknown in the field of TM
chemistry, e.g. in carbonylmetal complexes with a 17-valence electron shell
such as V(CO)s.

2.1.1 Dissociative mechanism

The dissociative route has been explored in two independent DFT studies
[25, 27] using ethyne as the alkyne model. The investigation by Gleichmann,
Dotz, and Hess (GDH) [25] shows that the dissociation reaction

(0C)sCr=C(X)(CH=CH,) — (0C),Cr=C(X)(CH=CH,) + CO (1)

with X = OH or NH, is highly endothermic (125-202 kJ mol” for X = OH;
115-217 kJ mol' for X = NH,), and proceeds without barrier. Similar
conclusions were reported by Torrent, Duran, and Sola (TDS) [27] using the
same functional and a slightly better basis set (144.7-188.6 kJ mol” for X =
OH). Both studies also found that, as expected, dissociation of the trans-CO
ligand requires more energy than dissociation of any of the four cis-CO
ligands [25, 27]. An interesting point, though, is that depending on the
particular cis-CO ligand removed the resulting species, 12, can be either
suitable to interact with an alkyne molecule or unable to undergo the
cyclization reaction. TDS found that the most stable and suitable dissociation
product was none of the two species earlier proposed by GDH [25] (a
tetracarbonyl carbene complex, 12a, and an nj-allylidene complex, 12b) but
a third one having an agostic interaction between the metal and the H atom
on the Cq to the Cearvene, 12¢ (Figure 4).
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Figure 4. Different conformations for the CO dissociation product.

The next step of the dissociative route is coordination of ethyne to the
dissociation product 12 followed by ethyne-carbene insertion to form the
metallatriene intermediate 13. This process is highly exothermic, the release
of energy starting from 12¢ being of 175.7 kJ mol™ [27].

2.1.2 Associative mechanism

We found that the decarbonylation of 9 requires at least 144.7 kJ mol
[27]. Because experiments are carried out under mild conditions (moderate
temperatures [3, 4]: 45-55 °C), it is not straightforward to understand how
CO loss can take place at this stage. Obviously, the (CO)4sCr(C(OH)C;Hs3)
intermediate can be stabilized by solvent molecules. However this does not
necessarily change the kinetics of the reaction significantly, since prior to
formation of the (CO)4(solvent)Cr(C(OH)C,H;) complex, it is necessary that
CO leaves a vacant coordination site in the (CO)sCr(C(OH)C;H3) complex,
and as a consequence the same 144.7 kJ mol" are again required.

An alternative mechanistic scenario for the initial steps of this reaction
(associative route) was the subject of a study by TDS [27, 39]. It considers
the possibility that the cycloaddition with alkynes takes place initially by
direct reaction with the coordinatively saturated chromium carbene complex
9.

Starting from the reactants 9 and 10 (Figure 5), we have found a weak
interacting complex 20 that is only 16.5 kJ mol™ stabilized with respect to
reactants. The addition of ethyne to (CO)sCr(C(OH)C,H;) goes through
transition state TS(20—11) with an energy barrier of 149.1 kJ mol” to give
complex 11 which is stabilized by 163.4 kJ mol” with respect to reactants
[39]. From 11 the release of a CO molecule to form complex 13a (see Figure
6) requires 132.4 kJ mol'. The lower CO dissociation energy in 11 as
compared to 9 may well be attributed to the fact that not only is 3-hydroxy-
24-pentadienylidene a better 6-donor than 1-hydroxy-2-propenylidene, but
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it also turns into a better ®-acceptor as well [27]. Both features make the CO
ligands more labile in 11 than in 9.

Figure 5. Geometries and energies relative to reactants of all the stationary points related to
the associative route. Selected bond distances are given in A and energies in kJ mol™.

As a whole, the energy barrier from reactants that must be surpassed for
the associative pathway (132.6 kJ mol") is lower than the dissociation
energy of CO from (CO)sCr(C(OH)C,H3) to give 12 (144.7 kJ mol™) and
therefore TDS concluded that the associative route is kinetically favorable. It
is important to remark that since we have not taken into account the effect of
the solvent, the proposed associative mechanism must be seen as an
alternative to explain how the reaction can proceed when it is performed at
gas-phase or in noncoordinating solvents.

Such conclusions have been initially regarded with reluctance by some
experimentalists [40]. Despite its potential interest, the new alternative does
not fit the large body of experimental observations available so far. As
pointed out by Fischer and Hofmann [40], kinetic studies are not consistent
with the associative mechanism and are clearly in favor of a dissociative
path. However, in a recent kinetic study, Waters, Bos, and Wulff (WBW)
[41] have provided the first example of a bimolecular reaction of a
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heteroatom-stabilized carbene complex with an alkyne in the absence of CO
pressure, supporting TDS's theoretical results [27]. The unprecedented
bimolecular mechanism observed by WBW for the reaction of o-
methoxyphenyl chromium carbene complex with 1-phenyl-l1-propyne
impelled these authors to investigate whether this was a general
phenomenon. Although the kinetics of chromium carbene complexes with
substituted acetylenes had been early investigated by Fischer and Dotz [37],
all of their studies were done at 5 x 10 M carbene complex and at 90 °C,
whereas the most typical conditions for running a benzannulation reaction
are 45 °C and 0.1 - 05 M carbene complex concentration, which is
significantly more concentrated than Fischer's kinetic studies. WBW have
found [41] that, under typical reaction conditions (0.1 - 0.5 M carbene and
45 °C), the reaction is bimolecular being first-order in carbene complex and
alkyne. Since the calculated energy barriers associated to the dissociative
and associative paths differ by only 8.1 kJ mol”, it is not unexpected that
different reaction conditions may lead to unimolecular or bimolecular
behavior as found experimentally [41]. As new data become available, also
new theoretical studies are necessary. In particular, from a computational
point of view, further research on the initial part of the reaction including
solvent effects is mandatory to get a more precise answer on the validity of
these two possible reaction pathways.

2.2 Central part of the reaction

This section is divided as follows: First, the results for the vinylketene
route (section 3.2.1) and for the chromacycloheptadienone route (section
3.2.2) are presented, followed by a brief comparison of the two studied
canonical paths. Once pondered the most classically assumed mechanisms,
we discuss and compare (section 3.2.3) the suitability of a novel route
involving a chromahexatriene intermediate as an alternative to redefine the
standard pathway believed to be operative.

2.2.1 The vinylketene route

The starting point of the central part of the reaction is assumed to be the
n'-vinylcarbene complex 13a.
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Figure 6. Optimized geometries of n’-vinylcarbene complex 13a, n’-vinylcarbene complexe
13b, and the transition state connecting them. Selected bond distances are given in A and
energies are given with respect to 13a in kJ mol ™.

In order to follow the vinylketene route suggested by Dotz (route A), 13a
has to convert into 14. Such a conversion takes place in two steps. First, 13a
isomerizes into 13b through TS(13a—13b) (Figure 6), and then turns into
14 via TS(13b—14) (Figure 7). No TS connecting directly 13a and 14 was
found [29]. Conversion from 13a to 13b involves rotation and folding of the
organic chain, which can be expected to occur without many hindrances
given the unrestricted mobility of the carbene ligand. The corresponding
barrier is 66.9 kJ mol"'. Once 13b is formed from its precursor 13a, a CO
migration takes place in the step 13b — 14 followed by a ring closure in the
step 14 — 15. The activation barrier for the conversion 13b — 14 (28.9 kJ
mol™") corresponds roughly to the energy required for a CO ligand to migrate
into the Cr-C double bond [29]. In the next step, conversion from 14 to 15 is
notably exothermic (101.7 kJ mol™) and kinetically very favorable, with a
smooth activation barrier of only 1.2 kJ mol™.

The last step of the reaction is the keto-enol tautomerization from n*
cyclohexadienone intermediates (15) to aromatic products (16). Such a step
is accompanied with a considerable gain in energy: about 80 kJ mol” for
vinylcarbenes [29], (where a phenol system is formed by the tautomerization
step), and about 175 kJ mol' for phenylcarbenes [25] (where a naphtol
system is produced). The energy barrier for such step should be lower than
40 kJ mol™! according to previous calculations on similar systems [42].
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Figure 7. Optimized geometries for intermediates and transition states involved in route A.
Selected bond distances are given in A and energies are given with respect to complex 13b in
kJ mol ™.

222 The chromacycloheptadienone route

According to Figure 3, the main intermediates postulated for the
conversion of 13 to 15 through route B are chromacyclohexadiene 17 and
chromacycloheptadienone 18. We found no minimum structure [29] having
the geometrical traits shown by the six-membered species labeled 17, i.e., a
species with two short Cr-C distances. Different input geometries led
systematically to complex 13a directly. Opening of the chain and
stabilization through agostic interaction (as in 13a) were invariably the
preferred trends observed along any optimization process. We concluded
that 17 does not exist as a real stationary point, and that
chromacycloheptadienone 18 (see Figure 8) does directly derive from
complex 13a. This is consistent with a recent isotopic study by Hughes et al.
[43] where metallacyclohexadiene complexes similar to 17 were suggested
to be excluded as intermediates along the reaction pathway of the Dotz and
related reactions.



The Dotz Reaction 281

Figure 8. Optimized geometrical parameters for the main intermediate involved in route B:
chromacycloheptadienone complex 18. Bond distances are given in A.

Conversion of 13a into 18 was found to be a notably endothermic process
(104.6 kJ mol'l). In the next step, reduction of the strain in the seven-
membered ring by turning it into a six-membered one (step 18 — 15) results
in a substantial release of energy (-233.0 kJ mol'). No TSs have been
reported for route B [29]; thermodynamic data are conclusive enough to see
that route A is more favorable than route B. The reaction energy required for
the formation of intermediate 18 is larger than any of the activation energies
involved in route A [29]. Our calculations indicate that the route initially
suggested by Casey for the benzannulation reaction has few (or null) chances
to compete against route A.

223 The chromahexatriene route

Route C in Figure 3 is a novel mechanistic proposal [28] for the central
part of the Dotz reaction that invokes formation of a chromahexatriene
intermediate 19 through rearrangement of the branch point species 13,
followed by insertion of a CO ligand to yield 15 in the subsequent step.

The structural arrangements involved in this sequence are summarized in
Figure 9. Starting with 13a (which is the most stable conformer of complex
13), the ring chain evolves to complex 19 that is characterized by a d,
interaction between chromium and the terminal olefinic bond. A crucial
feature of complex 19 as compared to complex 13a is the shortening of the
distance between the terminal C atom not connected to chromium and the
CO ligand to be transferred (C-CO = 3.517 A in 13a, and 2.559 A in 19),
which facilitates CO insertion in the subsequent step (C-CO = 2.262 A in
TS(19—15), and 1.533 A in 15). Interestingly, the particular orientation of
the carbene ligand in 19 makes the migration of CO very accessible. During
the process each of the two m* orbitals of CO can interact simultaneously
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with the 7 orbitals of the Cr=C and the terminal olefinic bonds. Therefore,
CO migration in 19 is favored over CO migration in 13, and, consequently,
the energy profile for route C has the advantage of being globally smoother.

Figure 9. Optimized geometries for intermediates and transition states involved in route C.
Selected bond distances are given in A and energies are given with respect to complex 13a in
kJ mol™.

Support for the existence of 19 comes from a recent investigation by
Barluenga et al. [44], where a chromahexatriene similar to 19 was isolated
and characterized by 'H and “C NMR spectroscopy. Interestingly,
chromahexatriene 19 is not an endpoint of the reaction because it connects to
intermediate complex 15 through the TS(19—15) shown in Figure 9. The
fact that the reaction does not terminate at 19 is consistent again with the
experimental results reported by Barluenga er al. [44]. These authors found
that the synthesized chromahexatriene was not stable in solution at room
temperature, and decomposed to yield the most common final product in the
Dotz reaction with aminocarbenes [44].

3. FINAL REMARKS

The results of the present work are summarized in Figure 10. As far as
the initial part of the reaction is concerned, we have found that the
associative mechanism is slightly more favored than the dissociative one.
However, the small energy difference found between the two mechanisms
and the possible effect of the solvent, which has not been included in the
present study, precludes formulation of a definitive conclusion on the most
effective reaction pathway. Most likely depending on the reaction conditions
and the initial reactants the two mechanisms can be operative. In fact,
experimental evidence in favor of both the dissociative [37, 38] and
associative [41] mechanisms has been provided.
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Figure 10. Energy profile for the whole benzannulation reaction: comparison of the profiles
for the two studied mechanisms in the initial part of the reaction and the three analyzed
mechanisms of the central part of the reaction.

Two main conclusions can be drawn from the studies on the middle steps
of the reaction. First, the results shown herein indicate that, from a
thermodynamic point of view, Casey’s mechanistic proposal for the central
part of the benzannulation reaction should be rejected. The conversion of
vinylcarbenes into chromacycloheptadienones is computed to be a highly
endothermic process, more energy-demanding than any of the steps
postulated by D6tz in the vinylketene route. Second, our study shows that
the novel proposal involving a chromahexatriene intermediate emerges as a
concurrent alternative in the context of the two previously assumed
mechanisms. Comparison of the new route to the one suggested by Dotz
reveals that, when the classical order of the two central steps is reformulated
by postponing CO migration (as in route C), the reaction proceeds through a
lower-energy barrier path. It suggests that, instead of assuming CO
migration as the first step from the branching point followed by structural
rearrangement (route A), the mechanism could be best formulated as
inverting these two processes. This obviously means replacing the
vinylketene intermediate by the one capable of undergoing CO migration in
the second step, i.e., the chromahexatriene intermediate 19, for which
experimental support exists [44].
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From a mechanistic point of view, all data reported so far indicate that
altogether the associative mechanism and route C stands out as potentially
suitable alternative to redefine the classical mechanism. However, a word of
caution applies here. Given the similarity in energies for the investigated
routes, the use of different substrates may alter the relative order of the
barriers and, therefore, modify the mechanistic behavior of the reactants,
making the reaction proceed through other pathways. New studies will
contribute to widen the range of concurrent, competing alternatives, for this
intriguing benzannulation reaction whose experimental simplicity (a one-pot
reaction) contrasts with its mechanistic complexity.

APPENDIX: COMPUTATIONAL DETAILS

Encouraged by the success of the density functional theory (DFT) in recent gas-phase
studies involving chromium complexes [22d-i, 45], we decided to carry out our calculations
using this method and the Gaussian program [46, 47]. All geometry optimizations and energy
differences were computed including nonlocal corrections (Becke’s nonlocal exchange
correction [48] and Perdew’s nonlocal correlation correction [49]). The 6-31G** basis set
[50] was employed for C, O, and H atoms. For the chromium atom we utilized a basis set as
described by Wachters [51] (14s9p5d)/[8s4p2d], using the d-expanded contraction scheme
(62111111/3312/311). The stationary points were located with the Berny algorithm [52] using
redundant internal coordinates, and characterized by the correct number of negative
eigenvalues of their analytic Hessian matrix; this number must be zero for minima and one for
any true TS. We also verified that the imaginary frequency exhibits the expected motion.
Only closed-shell states were considered. Kinetical relativistic effects are unimportant for an
accurate calculation of chromium complexes [53] and were neglected in our calculations.
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Abstract: Density functional calculations on model systems show that olefin epoxidation
by peroxo complexes of early transition metals (Mo, W, Re) in general pro-
ceeds by direct transfer via spiro-type transition structures, rather than via
insertion. Oxygen transfer by hydroperoxo complexes is at least competitive, if
not preferred for Mo, while it is clearly preferred for Ti. A simple MO analysis
allows to rationalize many trends (e.g. effects of the metal center and of
additional base ligands) found for the computational results.

Key words:  Olefin epoxidation, allylic alcohol epoxidation, insertion, direct oxygen
transfer, early transition metals, peroxo and hydroperoxo intermediates, effects
of base ligands, activation barriers, DFT-based calculations

1. INTRODUCTION

During the last three decades, peroxo compounds of early transition
metals (TMs) in their highest oxidation state, like TitV, V¥, Mo"!, W', and
Re"", attracted much interest due to their activity in oxygen transfer pro-
cesses which are important for many chemical and biological applications.
Olefin epoxidation is of particular significance since epoxides are key
starting compounds for a large variety of chemicals and polymers !l Yet,
details of the mechanism of olefin epoxidation by TM peroxides are still
under discussion.
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1.1 Evolution of experimental views

Several general reviews describe the state of the art of peroxide
epoxidation catalyzed by TM compounds at about a decade ago [2-4]. Later
on, specialized reviews dealt with particular peroxides of Cr, Mo, and W [5],
V [6], and with epoxidation reactions catalyzed by methyltrioxorhenium
(MTO) [7] that involve Re peroxo complexes as species responsible for the
oxygen transfer.

Figure 1. Insertion and direct transfer mechanisms of ethene epoxidation by TM peroxo
compounds, exemplified for a Mo complex.

The mechanism of oxygen transfer from a metal peroxo complex to an
olefin double bond, resulting in the formation of an epoxide, has been
discussed extensively. In their pioneering work [8] on the kinetics of the
stoichiometric epoxidation by the di(peroxo) Mo"' complex MoO(O,),-hmpt
(hmpt = hexamethylphosphoric triamide), Mimoun et al. suggested a multi-
step mechanism. They assumed pre-coordination of the olefin to the Mo
center with subsequent insertion into a metal-peroxo bond leading to a five-
membered metallacycle intermediate that involves two carbon atoms, the
metal center and a peroxo group (Figure 1). In the final stage of this process
the epoxide molecule is extruded from the metallacycle. Such intermediates
are known for reactions of peroxo complexes of late TMs, like Pd and Pt [9];
however, they have never been detected for d° TM peroxides. While
Mimoun assumed the coordination of the olefin to the metal center to
proceed as substitution of the phosphane oxide ligand [9] Arakawa et al.
advocated coordination of the olefin as additional ligand [10].

With regard to epoxidation activity, the peroxo complex MoO(O,),;-hmpt
exhibits close similarity to peracids. Based on this observation, Sharpless et
al. suggested [11] a concerted (direct) mechanism as an alternative to the
insertion mechanism. That mechanism, which is assumed to proceed via a



Olefin Epoxidation by Transition Metal Peroxo Compounds 291

transition state (TS) of a spiro-like structure (Figure 1), does not require pre-
coordination of the olefin since it implies a direct attack of the peroxo group
on the olefin. Despite of extensive further studies, this controversy between
the two mechanisms was not resolved for a long time by means of
experimental investigations alone [12-15].

In addition to the general mechanism of oxygen transfer, the nature of
active peroxo species has been discussed for many particular cases.
Recently, Herrmann and co-workers identified MTO, CH;Re0Qs, as well as
its derivatives as efficient catalysts for olefin epoxidation [16-18]. They were
able to isolate a di(peroxo) complex of rhenium, CH3;ReO(0,),(H,0), which
is stabilized by a water ligand, and to characterize it structurally [19]. Based
on these investigations, they proposed a reaction mechanism which involves
mono- and di(peroxo) Re compounds, formed via interaction of MTO with
H,0,, to be the active intermediates in epoxidation [19-21]. Yet, final
experimental clarification is still lacking whether mono- [20] or di(peroxo)
[19] complexes are the catalytically active intermediates.

In epoxidation reactions catalyzed by Ti'¥ compounds, hydroperoxo or
alkylperoxo moieties TIOOR (R = H, alkyl) are generally accepted as
oxygen donors, while TiMm2-O,) peroxo groups with two symmetrically
coordinated oxygen centers at Ti are considered to be inert. For instance, a
TiOOrBu species is assumed to be responsible for epoxidation in the
Sharpless process [22] and a TiOOH species for epoxidation on Ti silicalite
[23]. However, in early reports also active Ti(O;) species have been
suggested for the latter system [24, 25]. Actually, a number of stable and
experimentally well characterized Ti'"" 1’-peroxo complexes are not active in
olefin epoxidation. Thus, despite similar electronic and geometric structures,
the n?-peroxo complexes of Ti form a striking contrast to the closely related
mono- and di(peroxo) complexes of Re as well as to the di(peroxo)
complexes of Mo and W which are known to epoxidize alkenes. A clear
rationalization why n*-peroxo complexes of Ti are not active in epoxidation
is so far lacking.

Another important aspect is the influence of strongly coordinating basic
ligands on the epoxidation activity of the peroxo group. For Mo and W
complexes MO(0;),L (M =Mo, W), the deactivating effect of strongly
coordinating solvents was considered in close connection to the general
reaction mechanism [8-10, 13, 15]. According to Mimoun et al. 8, 9] a
solvent molecule occupies the free coordination position at the metal center
and in this way blocks the pre-coordination initializing the insertion process.
In the direct mechanism, the solvent effect is attributed to reduced
electrophilicity of the peroxo group [26] due to induction of electron density
from the additional solvent ligand via the metal center [12-15].
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The proper choice ofthe base ligand is also important for MTO-catalyzed
processes. It was detected early on that the use of Lewis base adducts of
MTO significantly decreases the formation of undesired diols due to the
reduced Lewis acidity of the catalyst system [27], however, while base
ligands increase the selectivity, they also decrease the epoxidation rate.
Another attempt to overcome the formation of diols relies on the urea/H,0,
complex instead of aqueous hydrogen peroxide [28, 29]. Later on, it was
discovered that phase transfer systems (water phase/organic phase) and an
excess of pyridine as Lewis base does not only hamper the formation of
diols, but also improves the reaction rate compared to MTO as catalyst
precursor [30-32]. Recently it was shown that 3-cyanopyridine and
especially pyrazole as Lewis bases are even more effective than pyridine
[33, 34] while pyridine N-oxides are less efficient [35, 36]. From in situ
measurements it was concluded that both electronic and steric factors of the
aromatic Lewis base involved play a significant role during the formation of
the catalytically active species. The presence of pyridines lowers the activity
of hydronium ions, thus reducing the rate of epoxide ring opening [37].

As mentioned above, di(peroxo) molybdenum complexes, like
MoO(O,)hmpt, are deactivated by strongly coordinating solvents via
addition of solvent molecule as seventh ligand of the complex [8]. However,
seven-coordinated complexes (L-L)MoO(0O,), with bidentate L-L. base
ligands recently were shown to catalyze epoxidation by tert-butyl hydro-
peroxide as oxidant [38]. This finding led to the hypothesis that MoOOBu
and MoOOH groups are formed via interaction of BuOOH with one of the
peroxo groups of the complex [38]. This is an interesting suggestion since to
date TM alkyl- and hydroperoxo species were experimentally found only for
Ti"V and V" (see Section 3.3).

1.2 Theoretical studies

1.2.1 Semiempirical and early ab initio calculations

Several theoretical investigations described the interaction of a d° metal
center with a peroxide in order to understand oxygen transfer from a TM
center to an alkene [2, 39-42] or a sulfide [43]. These studies, using
semiempirical methods or the ab initio Hartree-Fock SCF method, were
limited to an orbital analysis of the ground state of metal peroxides.

Extended Hiickel theory (EHT) was applied to study the decomposition
of the five-membered metallacycle intermediate proposed by Mimoun for
the epoxidation by Mo bisperoxo complexes [44, 45]. Another EHT study
[40] proposed the coordination of ethene to the metal center of an MoO(Q,),
complex as the first step, followed by a slipping motion of ethene toward
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one of the peroxygen centers and the formation of a three-membered TS
rather than the five-membered metallacycle intermediate. Using an NDDO
approach, the electrophilic properties of six- and seven-coordinated
di(peroxo) complexes of Mo were compared via calculated electron affinities
[46]. Although a higher electron affinity was computed for the six-
coordinated species favoring the mechanism that involves a direct electro-
philic attack of the peroxo group at the olefin, no detailed information on the
reaction mechanism was reported in this semiempirical approach.

1.2.2 Calculations based on Density Functional Theory

During the last decade quantum chemical calculations using density
functional (DF) methods proved to be valuable for investigating olefin
epoxidation by TM complexes. While early DF studies focused on structural
aspects of peroxo complexes [47-50], the mechanism of olefin epoxidation,
including the location of TSs and activation barriers of different mechanisms
of oxygen transfer, were studied in more recent works. In this way,
epoxidation of olefins by peroxo complexes of Ti [51-60], Cr, Mo, W [61-
66] and Re [67, 68] was investigated. Recently, the epoxidation of allylic
alcohol by rhenium peroxo complexes was studied computationally with
special focus on the role of hydrogen bonding between an alcohol substrate
and a peroxo complex [69]. Structure and energetics of hypothetic Mo [70,
71] and Re [71] hydroperoxo intermediates as well as their epoxidation
activity [71] were also studied computationally.

An important finding is that all peroxo compounds with d’ configuration
of the TM center exhibit essentially the same epoxidation mechanism [51,
61, 67-72] which is also valid for organic peroxo compounds such as
dioxiranes and peracids [73-79]. The calculations revealed that direct
nucleophilic attack of the olefin at an electrophilic peroxo oxygen center (via
a TS of spiro structure) is preferred because of significantly lower activation
barriers compared to the multi-step insertion mechanism [51, 61-67]. A
recent computational study of epoxidation by Mo peroxo complexes showed
that the metallacycle intermediate of the insertion mechanism leads to an
aldehyde instead of an epoxide product [62].

Despite of the common reaction mechanism, peroxo complexes exhibit
very different reactivities — as shown by the calculated activation energies —
depending on the particular structure (nature of the metal center, peroxo or
hydroperoxo functionalities, type and number of ligands). We proposed a
model [72, 80] that is able to qualitatively rationalize differences in the
epoxidation activities of a series of structurally similar TM peroxo com-
pounds CH3Re(0,),0-L with various Lewis base ligands L. In this model the
calculated activation barriers of direct oxygen transfer from a peroxo group



294 Notker Rosch, Cristiana Di Valentin, and llya V. Yudanov

to an olefin are correlated with the energies of pertinent orbitals, the =(C-C)
HOMO of the olefin and the 6*(0-0O) LUMO of the peroxo group [80, 81].
When applied to organic peroxides, this rather simple model performs
especially well [82-84].

1.2.3 Calculations on organic epoxidation and solvent effects

The similarity of olefin epoxidation by TM peroxo and hydroperoxo
complexes with epoxidation by dioxirane derivatives R,CO,; and percar-
boxylic acids RCO(OOH) was confirmed by computational studies [73-79].
This similarity holds in particular for the spiro-type transition structure.

Most computational investigations on TM peroxo and hydroperoxo
complexes were limited to reactions in the gas phase. Since organic oxidants
are simpler to treat computationally than the TM systems, it is easier to
investigate more complex aspects of the expoxidation reaction, like the
solvent effects. Short-range (via explicit solvent molecule coordination) and
long-range electrostatic solvent effects on the activation barriers have been
investigated for dioxirane and acetic percarboxylic acid [82]. The elaborated
relationship between the solvent-induced change of the activation energy and
the value of the dielectric constant of the solvent was also applied to estimate
the solvent effect on the activity of CH3Re(O)(O,),’L (L = H,0, pyridine,
pyrazole) [82].

2. COMPUTATIONAL STRATEGY

All electronic structure calculations of our group to be discussed in this
review were performed with the hybrid B3-LYP [85] density functional
scheme [86] using LANL2DZ effective core potentials for the TM metal
centers [87]. For all other centers, a 6-311G(d,p) basis set was employed
[88]; this basis set affords an adequate description also in cases of hydrogen
bonds and proton transfer among ligands. Geometry optimizations were
carried out without any symmetry restrictions. Finally, one (Ti) or two f
exponents (Cr, Mo, W, Re) were added to the TM basis set to evaluate
energies in single-point fashion [59, 61, 62, 67]. This computational strategy
has been successfully applied in a series of oxygen transfer investigations
[59, 61, 62, 67, 69, 71, 72, 80, 89-91]. It has been validated for Re-O bond
energies of the complexes LReO; (including L = Cp* and CHs); calculated
and experimentally derived values agree very well for L = Cp* (113 and 116
kcal/mol, respectively).

Since the investigations often focused on trends and their rationalization,
we refrained from correcting stabilization energies and reaction barriers for
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enthalpy and solvent effects. Other studies had shown that such corrections
do not affect trends [67, 89]. Charges of atoms were determined by a natural
bond orbital analysis (NBO) [92]. For more computational details we refer
the reader to the publications reviewed here [59, 61, 62, 67, 69, 71, 72, 80,
82].

3. MODELING OF EPOXIDATION BY
TRANSITION METAL COMPLEXES

3.1 Cr, Mo, W: The effect of the metal center on the
reactivity of peroxo complexes

A considerable amount of experimental information is available for the
peroxo complexes of the group VI metals Cr, Mo, and W in their highest
oxidation state [5]. The complex MoO(O,),-hmpt was the first identified to
epoxidize alkenes in nonpolar solvents stoichiometrically, and it became the
complex of choice in various studies [S]. There is evidence that the tungsten
analogue WO(QO,),;hmpt exhibits a higher epoxidation activity [13].
However, no activity as oxygen transfer agent was reported for analogous
crV peroxo compounds [5]. Various di(peroxo) complexes MO(O;)L,L, (M
= Cr, Mo, W) with different combinations of base ligands L, and L, have
been experimentally characterized [5]. Therefore, these complexes provide
an opportunity for a comparative investigation of how the nature of the metal
atom affects the activation/deactivation of peroxo groups toward olefin
epoxidation.

Figure 2. Model peroxo complexes of M =Cr, Mo, and W.
3.1.1 Model complexes

We consider the di(oxo)-mono(peroxo) and oxo-di(peroxo) model
complexes shown in Figure 2, with one (a) or two (b) base ligands L. The
metal center M is varied, M = Cr, Mo, and W. NHj is chosen as monodentate
model base ligand L. While there are no experimental structures available
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corresponding to the mono(peroxo) species la and 1b, related complexes
should occur as a result of oxygen transfer from di(peroxo) species (2a and
2b) to the nucleophilic substrate. For di(peroxo) complexes of Cr, Mo and W
X-ray structures are available [93-95]. A comparison of pertinent calculated
structural parameters to experimental data shows that the present models
perform satisfactorily for peroxo complexes with amino ligands, but they are
less accurate for complexes with oxygen containing base ligands such as
H,O or hmpt.

Calculated structural parameters and a population analysis allow an
instructive comparison of such peroxo complexes: (i) except for 1b, the two
oxygen centers of a peroxo group differ in M-O distances and atomic
charges and hence are not equivalent; (ii) the M-O distances of correspond-
ing mono- and di(peroxo) complexes are rather similar, but for Cr complexes
they are by ~0.1 A shorter than in the Mo and W species, consistent with
smaller ionic radius of Cr'’; (i) the O-O distance increases from 140 A for
Crto 145 A for Mo and 1.48 A for W, in agreement with experimental data
[96]. Comparing these bond lengths to that of the isolated H0> molecule
(145 A), it becomes obvious that the peroxo bond of the W complex is
activated, while for the Cr complex a deactivation of the peroxo group
results, again in line with the calculated activation barriers (see below).
Thus, the geometry of the metal peroxo moiety depends crucially on the
metal center.

Figure 3. Schematic representation of the TS structures of the various mechanisms of olefin
epoxidation.

3.1.2 Mechanism and energetics

To analyze the epoxidation activity of these peroxo complexes, we
characterized for each complex TSs of oxygen transfer to the model olefin
ethene. We compared the two mechanisms mostly discussed in the literature,
namely insertion [2, 8, 9, 97] and a direct attack of the peroxo group on the
olefin [11] (see Section 1). Direct oxygen transfer can be envisaged to occur
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either from the “front” (O1) or the “back” (02). All located transition struc-
tures of direct transfer were of spiro type where the olefin C-C bond is
almost perpendicular to the plane formed by the metal-peroxo moiety
(Figure 3). The calculated activation barriers are collected in Table 1.

The direct attack of the front-oxygen peroxo center yields the lowest
activation barrier for all species considered. Due to repulsion of ethene from
the complexes we failed [61] to localize intermediates with the olefin pre-
coordinated to the metal center, proposed as a necessary first step of the
epoxidation reaction via the insertion mechanism. Recently, Deubel et al.
were able to find a local minimum corresponding to ethene coordinated to
the complex MoO(O,),”OPHj;; however, the formation of such an inter-
mediate from isolated reagents was calculated to be endothermic [63, 64],
The activation barriers for ethene insertion into an M-O bond leading to the
five-membered metallacycle intermediate are at least ~5 kcal/mol higher
than those of a direct front-side attack [61]. Moreover, the metallacycle
intermediate leads to an aldehyde instead of an epoxide [63]. Based on these
calculated data, the insertion mechanism of ethene epoxidation by d° TM
peroxides can be ruled out.

Table 1. Activation barriers (in kcal/mol) calculated for various mechanisms of ethene epoxi-
dation by model peroxo complexes of Cr, Mo and W (see Fig. 1).

e

*  One NH; ligand is expelled during the search of the local energy minimum.

For the favorable reaction mechanism, the direct front-side attack, three
findings are worth noting, (i) The activation barriers for analogous species
decrease along the series Cr > Mo > W. (ii) The barriers for the di(peroxo)
species are lower than those of the corresponding mono(peroxo) complexes,
(iii)) Coordination of a second base ligand significantly increases the
activation barrier.

The calculated transition structures share important features. The distance
between the attacking oxygen atom and the metal center is only slightly
stretched, by 0.05-0.1 A, relative to the starting complex; the other M-O
bond concomitantly contracts by ~0.1 A. The largest change occurs for the



298 Notker Rosch, Cristiana Di Valentin, and llya V. Yudanov

peroxo group where the O-O bond length of the TS is stretched by 0.3-0.4
A. The 0-O distances of the intermediates cover a moderate range, from
1.40 A to 1.48 A along the metal series. The elongation of the peroxo bond
in the transition structure is rather uniform, 0.34-0.35 A, for the complexes
2a of Cr, Mo, and W.

In all cases the transfer of the oxygen atom from the metal peroxo
moiety to ethene is exothermic.

Figure 4. Calculated activation energies AE” vs. 6*(0-O) orbital energies (averaged in case of 2a
and 2b). Linear regression line derived from the model complexes 2a.

3.1.3 Factors affecting the reactivity

Just as with organic oxidants, olefin epoxidation is governed by the
electrophilicity of the d® metal peroxo complex [2, 97]. For example, peroxo
and alkylperoxo complexes of TMs react faster with electron-rich (alkyl
substituted) olefins. Sulfoxidation of thiantrene 5-oxide has previously been
used as mechanistic probe of oxygen transfer reactions [98], among them
dimethyldioxirane as oxidant [26]. In the same fashion, the electrophilic
nature of peroxo oxygen centers of V, Mo, and W complexes was
convincingly demonstrated [99, 100]. From a computational point of view,
the electrophilic character of the reaction is manifested through electron
density transfer in the TS of ~0.2 e from ethene to the peroxo oxygen centers
[59, 67, 80]. This electronic charge transfer results from the interaction of
the m(C-C) HOMO of ethene and the unoccupied O-O antibonding orbital
6*(0-0) of the peroxo moiety. Thus, the energy of the 6*(0-O) level plays
a significant role in determining the activity of the peroxo complexes in
oxygen transfer [80]. Along the triad Cr/Mo/W, the energy of the o*(0-0)
MO decreases linearly with the calculated activation barrier (Figure 4).

A peroxo group, formally an O;*" ligand, interacts with the metal center
via donation from its filled orbitals to the formally empty d orbitals of the
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metal center. The highest occupied orbitals of the peroxo group, ®£*(0-0O),
are strongly involved in the interaction with the empty d orbitals of the metal
center (Figure 5). This reduces the O-O antibonding character of ®T* orbitals
and leads to a strengthening of the O-O bond. It is important to understand
how the interaction of the metal center and the peroxo group varies for
different metal centers and to rationalize the calculated elongation of the O-
O bonds in peroxo complexes as a consequence of the weakening of the
interaction between the ©*(0-0) MO and the d orbitals of the metal center.

(i) Energy and radial extension of the d(M) orbitals increase in group VI,
but they are rather similar for Mo and W due to the “lanthanide contraction”.
Therefore, Cr exhibits the lowest lying acceptor d orbitals [101] available for
donation from ©t*(0-0) orbitals. (ii) The polarizing power of a metal cation
which determines the covalent character of the M-L bond varies inversely
with its ionic radius. Indeed, for Cr one finds the smallest charge separation
in the M-O bond, indicative for the highest electron density at the metal
center or, in other words, the largest donation from #®*(O-O). A population
analysis also yields decreasing contributions of the metal center to the metal-
peroxo bond in the order Cr > Mo > W. (iii) The stability of the highest
oxidation state increases in the series Cr, Mo, W. In fact, crlis a strong
oxidizing agent and therefore a very good electron acceptor [102]. The
strong donation from the occupied antibonding levels of the peroxo moiety
to the Cr complex deactivates the peroxo bond and reduces the reactivity
towards epoxidation. The influence of the metal center on the epoxidation
activity is rather strong. The MO analysis rationalizes both activation as in
the case of W and deactivation as in the case of Cr.

In summary, one can identify three factors that mainly affect the
epoxidation activity of a TM peroxo complex: (i) the strength of the M-O
and O-O interactions, (i) the electrophilicity of the peroxo oxygen centers
and the olefin, and (iii) the interaction between the ®(C-C) HOMO of the
olefin and the peroxo ¢*(0-O) orbital in the LUMO group of the metal
complex to which we will also refer as the relevant unoccupied MO, RUMO
(Figure 5).
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Figure 5. Frontier orbital interaction between a transition metal peroxo group and an olefin.
3.2 Re: Epoxidation of ethene and more complex olefins

3.2.1 Model complexes, simple alkenes, and mechanism

An important improvement in the catalysis of olefin epoxidation arose
with the discovery of methyltrioxorhenium (MTO) and its derivatives as
efficient catalysts for olefin epoxidation by Herrmann and coworkers [16-
18]. Since then a broad variety of substituted olefins has been successfully
used as substrates [103] and the reaction mechanism was studied
theoretically [67, 68, 80].

We start by considering various rhenium oxo and peroxo complexes
(Figure 6): MTO (3) as well as the corresponding monoperoxo (4) and
di(peroxo) (5) complexes. Since the epoxidation reaction takes place in
aqueous environment in the presence of H,O, [19-21], we compare the free
complexes 3a to 5a with their water ligated analogues CH3;ReO3-H,O (3b),
CH3RC(O)2(02)'H20 (4b),and CH3RCO(02)2‘H20 (Sb)

Figure 6. Methyltrioxorhenium (MTO) (3) and the corresponding mono- (4) and di(peroxo)
(5) complexes. The coordination of the base ligand L is also indicated.

For the sake of simplicity the aqua ligand is added in cis position to the
methyl group, as suggested by the X-ray structure of the di(peroxo) complex
[19]. Agreement between calculated and experimental geometries of Sb is
very satisfactory: bond lengths deviate, in general, at most by 0.04 A. The
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peroxo groups are asymmetrically bound to the rhenium atom which
correlates with differing epoxidation activities of the peroxo ligands with
respect to its "front" or "back" side, i.e. for olefin attack at the peroxo
oxygen distant from or close to the methyl ligand, respectively [67, 78], as
found for the peroxo complexes of Mo and W (see Section 3.1).

For the model olefin ethene, we again investigated various epoxidation
mechanisms (Figure 7) [67]. As before for the group VI metals, insertion
was found to exhibit significantly higher activation barriers.

Calculated activation energies AE* for ethene epoxidation are presented
in Figure 7. Comparing the two direct transfer reactions for each starting
complex, we note that for complexes Sa and Sb attack for the “front” is
clearly favored over a “back-side” transfer (by about 7 kcal/mol); for 4a the
analogous processes exhibit comparable barriers. For 4b the water ligand is
extruded during the optimization and we were unable to find a TS.
Analyzing the energies of the different TSs with respect to the direct
precursors we note that the aqua ligand in 4b and Sb enhances the barriers of
all the three types of mechanisms (with the exception of back-side attack on
4b). For instance, for the “front” attack, compare 5a, 12.4 kcal/mol, and 5b,
16.2 kcal/mol. Apparently a front attack on the unligated complex Sa has the
lowest calculated barrier (12.4 kcal/mol), but Sa is significantly less stable
than Sb (by about 16 kcal/mol). The back-side attack on 4b exhibits a rather
similar activation energy (16.2 kcal/mol) as the front-side attack on Sb; since
4b is only slightly less stable than Sb, the two processes can be competitive.
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Figure 7. Energies of intermediates and TS of ethene epoxidation by various rhenium peroxo
complexes. Barrier heights (in kcal/mol) given relative to the corresponding direct precursors.

The calculated energy barriers are notably larger than the activation
enthalpy of 10.240.4 kcal/mol measured for the epoxidation of 4-methoxy-
styrene with a di(peroxo) complex Sb [21]. Instead of undertaking the
computationally demanding task of finding a TS for this complex olefin, we
resort to an MO analysis. Invoking the frontier orbital model (Figure 5), one
expects the reactivity of the metal complex to depend to a significant extent
on the interaction between the olefin HOMO n=(C-C) and the peroxide
RUMO 6*(0-0). Alkyl substituents at the olefin double bond raise the w(C-
C) energy through electron donation, reducing therefore the energy gap
between the frontier orbitals. A higher energy of the olefin HOMO reflects a
stronger nucleophilic character of the olefin and one expects a concomitant
lower activation barrier of the epoxidation reaction. Indeed, the calculated
energy barriers for epoxidation of ethene and its methyl substituted
derivatives by the base-free complex 3a correlate linearly with the energy of
the olefin HOMO m(C-C) (Figure 8). By extrapolating this regression line to
the calculated energy of the HOMO of 4-methoxystyrene (5.75 eV), we
deduce an activation barrier of ~4.5 kcal/mol. If we take the increase of the
barrier by water adduct formation from Sa to Sb as indication of the base
effect on the front-spiro transition structure of ethene epoxidation (~4
kcal/mol, Figure 7), we estimate the calculated epoxidation barrier of 4-
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methoxystyrene at ~8.5 kcal /mol, in reasonable accordance with
experimental value [21]. But for a full comparison with experiment, one
should keep in mind other solvent effects on the reaction barrier, as
investigated for epoxidation by organic oxidants [82].

Figure 8. Calculated energy barriers AE* for epoxidation of substituted olefins by the base-
free complex § as a function of the energy of the olefin HOMO n(C-C). Also, the estimated
barrier height of 4-methoxystryrene is marked based on the corresponding HOMO energy.

3.2.2 Effect of a base ligand

Adduct formation with a base ligand L stabilizes a di(peroxo) complex
CH;3Re0(0,),'L thermodynamically, but it also reduces its activity in olefin
epoxidation [27]. To probe this effect computationally we investigated
several base adducts with L = NH; (5c), NMe; (5d), pyridine N-oxide (5f),
and pyrazole (5g). In Figure 9, we compare the stabilization of ligated
complexes S5x relative to the base-free reference compound CH;3;ReO(0,),
(5a) and the corresponding barrier heights of ethene epoxidation for a front-
side attack. The interaction energies E(Re-L) of 5a and the six base ligands
studied vary over a moderate range. NH; and pyrazole exhibit strong
binding, ~20 kcal/mol, followed by pyridine-N-oxide and pyridine with very
similar interaction energies of ~18 kcal/mol. H,O and NMe; feature
noticeably smaller metal-ligand binding energies [80].
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Figure 9. Stabilization energies of base adducts CH3;ReO(O,),'L relative to the energy of the
base-free di(peroxo) complex Sa and activation barriers of the corresponding epoxidation TSs
for front-side attack of ethene as model olefin.

The base effect on the barrier of epoxidation can be rationalized with the
help of the frontier orbital model (Figure 5). A higher epoxidation barrier is
found when the pertinent orbital of the metal-peroxo moiety, namely the
RUMO ¢*(0-0), is raised in energy by the coordination of a base (similar to
Figure 4) [80]. Upon adduct formation, the metal center withdraws less
electron density from the peroxo group and hence reduces its electrophilicity
for an attack of an olefin. This charge rearrangement has been corroborated
by a population analysis and the change of the O1s core level energy [80].

The overall effect of a base ligand on the reactivity ofrhenium di(peroxo)
complex 5a is a combination of stabilization of the base adduct and partial
deactivation of its peroxo group (Figure 9). Obviously, the base-free system
features the lowest activation barrier relative to its intermediate precursor,
yet it also exhibits the highest TS (by absolute energy) since it lacks the
stabilization afforded by the base ligand. In general, the stabilization of the
intermediate (~14-20 kcal/mol) surpasses by far the increase of the energy
barrier to the TS. Thus, the TS can lie even at energies below that of the
base-free complex Sa, ranging from -2.2 kcal/mol for pyridine to -3.2
kcal/mol for NH;, and -4.9 kcal/mol for pyrazole (Figure 9). Among the
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model bases investigated, NMe; and pyridine-N-oxide form noteworthy
exceptions to the latter trend.

From a chemical point of view, the proper reference for the various TSs
is not the base-free complex Sa, but the almost iso-energetic TS of Sb. The
strong stabilization afforded by the water ligand is essentially compensated
by a strongly enhanced activation barrier. Thus, Sb exhibits an epoxidation
TS at a higher energy (by absolute value) than the TSs of Se and Sg. Since
water is always present under catalytic condition, one of its effects is now
obvious. A favorable base extrudes the water ligand from the complex by
providing a stronger stabilization of the precursor than water, but at the same
time the base ligand must not deactivate the complex too much. Pyridine
fulfils both conditions, but it can easily be oxidized to pyridine N-oxide
which provides a similar stabilization but induces a much higher epoxidation
barrier (Figure 9). Among the ligands studied, pyrazole affects the catalytic
reaction in optimal fashion since it affords the largest stabilization of the
intermediate and leads to the smallest increase of the activation energy. This
analysis rationalizes the experimentally determined catalytic activity of
MTO/H;0; in styrene epoxidation, where addition of pyrazole as base to the
reaction system yields the highest epoxidation activity followed by the base
pyridine [27, 30, 32, 104].

323 Allylic alcohol epoxidation

Allylic alcohols are interesting substrates for epoxidation because they
produce epoxides with a hydroxyl group as additional functional group that
is able to play an important role in the subsequent synthesis of complex
molecules [105]. This synthesis aspect certainly benefits from the hydroxy-
group directed selectivity of oxygen delivery.

Compared to ethene or other simple alkenes, several new variants of the
mechanism have to be considered for the epoxidation of allylic alcohols, in
particular, competition among three conceivable reaction routes: i) coordi-
nation of the allylic alcohol (as lone pair donor) to the rhenium complex
followed by intramolecular epoxidation, ii) formation of a metal alcoholate
(derived from addition of the allylic alcohol to the complex with formation
of a metal-OR bond) followed by a stereocontrolled intramolecular oxygen
delivery by the peroxo group, and iii) an intermolecular oxygen transfer
process assisted, already at the start of the reaction and even more so in the
TS, by a hydrogen bonding interaction in which the rhenium complex acts as
hydrogen bond acceptor and HOR as hydrogen bond donor. Hydrogen
bonding could severely affect the TS geometries observed in the epoxidation
of simple alkenes.
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An extensive set of experimental data on regioselectivity, face selectivity
[106-109] and kinetics [110] of allylic alcohol epoxidation by the MTO
system is available. On the basis of these results experimentalists have
suggested a variety of transition structures (Figure 10) [28, 108, 110].

Figure 10. Proposed model transition structures.

The proposed TS models A-F do not only leave many mechanistic
questions open, they also look somewhat too schematic. In view of the
increasing synthetic relevance of MTO catalyzed epoxidations, reliable
prototype transition structures are required for rationalizing and, if possible
predicting, reaction rates as well as the selectivity of these reactions.

We performed a computational study [69] to assess which interaction (H
bonding, metal-alcoholate formation, or metal-alcohol coordination between
the allylic hydoxyl moiety and the Re complex) affects the TS and to
determine which oxygen of the Re peroxo moiety acts as H-bond acceptor in
the case of an H-bonded TS. A summary of the results with propenol as
model allylic alchohol is presented in the following.

3.2.3.1 Alcohol coordination and metal-alcoholate formation and the
corresponding transition structures
When the water ligand of 5b is replaced by propenol as axial donor or in
case of equatorial coordination of propenol at the metal center, intermediates
are formed which could undergo intramolecular epoxidation through TSs S-6
and S-7b, respectively (Figure 11). Here, the prefix S indicates a transition
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structure (saddle point), later on in this section we will use the prefix I to
designate intermediates. As done previously, we indicate a complex with a
water ligand coordinated in the axial position by the suffix b. The TSs S-6
and S-7b have very high activation barriers (20-27 kcal/mol) which are
considerably larger than those calculated for hydrated H-bonded TSs. These
barrier heights reflect the strain that occurs when the spiro-like transition
structure S-6 is attained or the weak stabilization of S-7b by the equatorial
coordination. Thus, these TSs represent feasible, but not competitive entries

to epoxidation pathways in accord with the qualitative proposition by
Espenson et al [110].

thil!

Figure 11. Transition structures S-6 to S-9b for the epoxidation of propenol by the Re
di(peroxo) complex 5. Selected distances in A.

The metal-alcoholate mechanism is well established for allylic alcohol
epoxidation in the presence of Ti and V catalysts. [41, 51, 52, 111-113]. In
principle, it can provide a viable pathway also for catalysis by a Re complex.
In fact, allylic alcohols may add, at least formally, to either an oxo-Re or
peroxo-Re moiety (e.g. of S5a or Sb) in a process which is referred to as
metal-alcoholate binding; this mechanism gives rise to metal-alcoholate
intermediates. We identified four intermediates of alcohol addition to
di(peroxo) complexes; two resulting transition states, S-8 and S-9b, are
shown in Figure 11. All metal-alcoholate intermediates lie significantly
higher in energy (by 10-22 kcal/mol) than Sb + propenol, except the
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hydroperoxo complex I-9b with the alcoholate in equatorial position. The
latter complex is 6.2 kcal/mol more stable than the reactants and hence might
be competitive in the epoxidation reaction. However, intramolecular
epoxidation in I-9b can take place only via the high-lying TS S-9b (~30
kcal/mol relative to Sb + propenol), which has an energy very similar to that
of TS S-8.

The corresponding intermediates either have high energies and/or are
associated with large activation energies (20-35 kcal/mol) for intramolecular
epoxidation; the metal-alcoholate TSs lie by more than 15 kcal/mol higher in
energy than solvated or unsolvated H-bonded TSs (see below). These results
provide the first compelling and unambiguous evidence that alcoholate-
metal complexes do not contribute to product formation and can be
confidently neglected when discussing Re-peroxo catalyzed epoxidation
reactions of allylic alcohols. Our calculations fully confirm conclusions by
Adam et al. based on experimental data [107, 114].

These findings for Re peroxo complexes are in striking contrast with Ti
and V catalyzed reactions [41, 51, 52, 111, 113] in which the metal-
alcoholate bond drives the allylic OH directivity. We recall that the
formation of alcoholate intermediates was also rejected for epoxidations of
allylic alcohols with Mo and W peroxo compounds while H-bonding
(between OH and the reacting peroxo fragment) was considered consistent
with kinetic data for these complexes [115].

3.2.3.2 Hydrogen-bonded transition structures

To discuss H-bonded transition structures it is instructive to start with
propenol conformers. The two most stable conformers (defined as “out” and
“in”, according to the relative position of the C-O and C=C bonds) out of the
five fast equilibrating conformers [77, 79] are close in energy. In both
conformers the hydroxyl group is properly oriented for easy involvement in
H-bonding with the oxygen centers of the attacking rhenium peroxo
complex. Actually, the CH,OH conformation of H-bonded syn TSs
resembles that of the starting propenol conformers and, accordingly, TSs are
given the descriptor out and in, respectively. By the way, the structure of
each TS has been characterized by three further descriptors [69], reflecting
the facial selectivity (syn/anti) and the side of the approach (endo/exo,
cis/trans).

A complete investigation of all possible syn H-bonded TSs for propenol
epoxidation with 4, 4b, 5 and Sb (also considering the conformational
freedom of the CH,OH group) would have been too complicated, expensive,
and probably useless. Consequently, we chose to investigate all those syn
pathways involving the di(peroxo) complexes 5 and Sb that are meaningful
for a reliable evaluation of the H-bonding interaction in the reaction under
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study, and just few examples of epoxidation by the mono(peroxo) complexes
4 and 4b.

Figure /2. Syn transition structures 10-12 for the epoxidation of propenol by the unsolvated
di(peroxo) Re complex 5 and the mono(peroxo) Re complex 4. Bond lengths in A.

All syn TSs for the reaction of unsolvated di(peroxo) Re complex § with
propenol are more stable, by ~1-4 kcal/mol, than the anti,exo transition
structures; some of them even show significantly lower activation energies
than the corresponding TSs of propene epoxidation (~10 kcal/mol). There
are four TSs in which OH forms a hydrogen bond to oxygen centers of the
reacting peroxo moiety, as in the case of 10 and 11 (Figure 12). The
presence of H-bonding, manifested by the reduction of the OH stretching
frequency, favors syn TSs by several kcal/mol relative to anti TSs. Two such
TSs (e.g. 10) have the OH group in outside position and are similar to the
qualitative transition structures advocated by Adam et al [107, 114]. The
other two TSs (e.g. 11) exhibit an OH group with inside conformation. This
conformation has not been considered previously [107, 114], probably
because it does not permit efficient H-bonding. The most reasonable
description of the hydrogen bonds in the TSs is that of “bridged” hydrogen
bonds involving to some extent both peroxo oxygens. In line with
Espenson's proposal [110] there are also TSs with hydrogen bonding to the
non-reacting peroxo moiety. As judged by the strong reductions of the OH
stretching frequency and the relatively short OH-O distances, these two TSs
have the strongest hydrogen bonds. Finally, given that the oxo center
exhibits the largest net negative charge, it does not come as a surprise that
also this oxygen center can act as H-bond acceptor.

Based on these calculations, one can conclude that TSs for epoxidation of
alkenes and allylic alcohols with peroxy acids, dioxiranes, and Re-peroxo
complexes share a spiro geometry in which the plane of the attacking peroxo
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(peroxy) moiety is oriented almost perpendicularly to the plane of the
oxirane to be formed.

All unsolvated TSs lie in a narrow range of 2 kcal/mol relative to 5 +
propenol. From the point of view of a qualitative analysis, it is disappointing
that we were unable to identify any structural characteristic that might
definitely favor or disfavor one TS with respect to the others. Would the
reaction occur via unsolvated TSs, all eight of them are expected to
contribute to some extent to the formation of the final epoxide.

It is widely accepted that in the case of the di(peroxo) Re complex the
actual epoxidizing species is a base adduct, e.g. with a water molecule, Sb
[20, 21, 80, 107, 110] (see Section 3.2.2). Hydrated TSs such as 11b
resemble very closely the corresponding non-hydrated TS, except for the
added water molecule coordinated opposite to the oxo ligand. The absolute
energies of TSs originating from complexes with a additional water ligand
(type b) differ more widely than the energies of “unsolvated” TSs.
Therefore, hydration definitely seems to tip the balance in favor of TSs with
hydrogen bonding to the reacting peroxo bridge (such as 10b) whereas those
with H- bonding to oxo functionality are no longer competitive [69].

The proposal by Espenson et al. [110] of a dominating TS, with hydrogen
bonding to the non-reacting peroxo bridge (E, Figure 10), for the Re
di(peroxo) catalyzed epoxidation of allylic alcohols is not supported by our
calculations. Model E is certainly reasonable for qualitative TSs, but it is
neither the only possible structure nor does it represent the dominant
pathway to the final epoxide.

As discussed above, the activation barrier of “solvated” complexes (type
b) is larger, since the starting complex is more stabilized than the TS.
Notwithstanding this barrier increase, solvated TSs reside at much lower
(absolute) energies than their unsolvated counterparts. However, hydrated
TSs are entropically disfavored (by ~9 kcal/mol in the gas phase) with
respect to the corresponding water-free TSs. These observations prevent a
definitive decision whether 5 or Sb is the active epoxidant species in
solution.

With regard to the competition between mono(peroxo) and di(peroxo) Re
complexes, our calculation confirm the deduction from experimental kinetics
that the epoxidation rate of allylic alcohols by the mono(peroxo) Re complex
(e.g. TS 12) is negligible compared to that by the di(peroxo) complex [69]. It
is interesting to note that this observation is unique and does not hold for any
other substrate studied so far.
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Figurel3. Energies E,,, of epoxidation TSs relative to § + H,O + propenol. Figures with plus
signs near arrows report the corresponding activation energies AE”. Other figures with minus
signs near arrows indicate the formation energies of the various complexes: 4, the hydrated
complexes 4b and 5b as well as the intermediates I-7b and I-9b. All energies in kcal/mol.

The most stable TSs for each mechanism are given in Figure 13.
Calculations clearly suggest that the routes starting both from coordination
of propenol and from formation of a metal alcoholate are viable reaction
channels. However, along these routes the reacting systems have to
surmount high-lying saddle points so that these pathways do not contribute
appreciably to epoxide formation. The di(peroxo) rhenium complex (likely
in hydrated form) is the active species in the catalyzed hydrogen peroxide
epoxidation of propenol, via spiro-like TSs with hydrogen bonding to the
attacking peroxo fragment.

33 Ti, Mo, Re: peroxo vs. hydroperoxo complexes

While numerous peroxo complexes of Ti, V, Cr/Mo/W and Re have been
experimentally isolated and well characterized, there are only few examples
of alkyl peroxo complexes whose X-ray structures are known, namely
(di(picolinato) VO(OOtBu)(H,O) [116] and  [((m*tert-butylperoxo)
titanatrane),' 3 dichloromethane] [117]. Evidence for the existence of other
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Ti alkylperoxo complexes based on a NMR analysis has been also reported
[118].

331 Activity of Ti nz-peroxo and hydroperoxo species

It is instructive to compare the properties of metal peroxo and alkyl (or
hydro) peroxo groups for the case of Ti because experimental structures of
both types are known [117, 119-121] and Ti compounds are catalysts for
such important processes as Sharpless epoxidation [22] and epoxidation over
Ti-silicalites [122], where alkyl and hydro peroxo intermediates,
respectively, are assumed to act as oxygen donors. Actually, the known
Ti(m>-0,) complexes are not active in epoxidation. [121-124] However, there
is evidence [123] that (TPP)Ti(O,) (TPP = tetraphenylporphyrin) becomes
active in epoxidation of cyclohexene when transformed to the cis-
hydroxo(alkyl peroxo) complex (TPP)Ti(OH)(OOR) although the latter has
never been isolated.

To elucidate the factors that control the activity of Ti'* complexes we
have performed a comparative computational study of ethene epoxidation by
both types of peroxo groups, Ti(m>-0;) and TiIOOR [59]. We paid special
attention to the coordination number of the Ti center. Other theoretical
investigations focused on epoxidation by TiOOH species [51-54, 57, 58]
and considered oxygen transfer from H,0, coordinated to a Ti center [55]; a
Ti-O-O-Si moiety has also been investigated as epoxidizing agent [60].

Energy profiles of ethene epoxidation starting from various Ti(O;) and
TiOOH intermediates are sketched in Figure 14 where the energy of the
intermediate (HO),Ti(O,)-(NH3), (13¢) + C,H, is taken as reference. The
relative energies of the intermediates (HO),Ti(O;) (13a) and (HO);TiOOH
(14a) are determined from the formal water addition 13a + H,O — 14a. The
simplest model of nz-peroxo complexes, (HO),Ti(O,) (13a), exhibits a
significant affinity to base ligands. The binding energy of NHj in the first
base adduct (HO),Ti(O,)'NH; (13b) is -32.3 kcal/mol (Figure 14); addition
of a second NH; molecule to 13b leads to a further energy gain of -16.5
kcal/mol. That species 13c features the lowest energy (Figure 14); it can be
considered as a model of the complex Ti(TPP)O,) [123] with the porphyrin
ring of the latter substituted by two NH; and two hydroxide ligands. We
represented Ti hydroperoxo species by the model complexes 14a and 14b
(Figure 14). Addition of a NHj; ligand to 14a, resulting in the model complex
14b, yields an energy gain of -13.2 kcal/mol. It does not come as a surprise
that no local symmetry is preserved in the Ti(OOH) moiety. The distances
between Ti and oxygen centers of the hydroperoxo group of 14a differ signi-
ficantly; the distance Ti-Oa (oxygen bound directly to the metal center) and
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Ti-Of (oxygen in B position with regard to the metal center) are calculated at
1.89 A and 2.26 A, respectively.

The calculated TSs of ethene epoxidation by the various Ti(O,) and
TiOOH systems have a number of features in common and, in general,
resemble the structures of TSs of direct oxygen transfer for the peroxo
complexes of Mo, W, and Re [61, 67]. Inspection of Figure 14 reveals that
the intermediates 13c and 14b feature the lowest energies and similar
thermodynamic stability. However, epoxidation by 14b is favored for both
thermodynamic (higher reaction energy) and kinetic reasons (lower
activation barrier). Evidently, the kinetic argument plays the key role:
epoxidation by the lowest Ti(O-) intermediate 13¢ can be ruled out since the
corresponding TS exhibits an activation barrier of more than 27 kcal/mol;
this is more than twice larger than the activation barrier of the TiOOH
intermediate 14b. The low-coordinated intermediate 13a was found to
exhibit a relatively low barrier of oxygen transfer, 11.0 kcal/mol; however, it
is thermodynamically not stable since it readily forms base adducts.

Figure 14. Energies (in kcal/mol) of intermediates with Ti(n%-0;) or TIOOH groups and the
corresponding TSs of ethene epoxidation, relative to the energy of 13¢ + C;H,.
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Note that in Figure 14 we consider only attack at the center Ol of the
TiOOH group. An attack of the other oxygen center, Of (with the hydrogen
attached), results in a higher activation energy since in this case, the
epoxidation reaction is accompanied by a proton transfer from OB to
Oa. [59]. For instance, the activation barrier of ethene epoxidation by 14a via
o attack is calculated at 12.7 kcal/mol compared to 25.7 kcal/mol via P
attack. At variance with the Ti(O,) complexes, the reaction barrier of TIOOH
intermediates hardly changes upon addition of a base ligand at the metal
center; the TS of the highly coordinated species 14b exhibits even a slightly
smaller activation energy, 12.4 kcal/mol, than that corresponding to 14a.
Activation barriers for ethene epoxidation by a TIOOH group have also been
obtained in several computational studies related to the activity of Ti-
silicalites [51, 53, 57].

The high activation barriers of coordinatively saturated Ti(O,) species
agrees with the observed chemical stability of Ti" peroxo complexes [119,
121]. The inactivity of (TPP)Ti(0,) in epoxidation has been attributed to
steric repulsion between the alkene and the porphyrin ring [2]. However, the
deactivating effect of the donor ligands on the activity of the Ti(Oz) moiety
can be rationalized with a MO analysis (Section 3.1) [59]: (i) additional base
ligands reduce the electrophilicity of the peroxo group and raise the energy
of the 6*(0-0) orbital which is crucial for breaking the O-O bond; (ii)
concomitantly, the populations of the bonding levels of the peroxo group
increase due to reduced donation to metal d orbitals. Subsequently, the O-O
bond becomes stronger with higher metal coordination, as indicated by the
calculated bond shortening [59].

The apparently small effect of a ligand on the properties of the hydro-
peroxo complexes 14a and 14b, in particular on the oxygen transfer barrier,
can be rationalized by the weaker metal-peroxo interaction in these
complexes. This follows, first of all, from the fact that only one oxygen
atom, Oq, is involved in a strong interaction with the Ti center; the distance
Ti-OB is much longer (by ~0.3 A) and thus the TM-O interaction is
significantly weaker. In this sense, Ti hydroperoxo species exhibit an “end-
on” coordination mode (at variance with the original designation [117]), in
contrast to the almost ideal n* (or “side-on”) coordination of peroxo species.
Moreover, the Ti-Oo interaction is weaker than the corresponding Ti-O
interaction in peroxo species. This can be inferred from the Ti-Oo distances
in 14a and 14b, 1.89-192 A, which are notably longer than the
corresponding Ti-O distances of the peroxo complexes, 1.82-1.86 A [59]. At
variance with the bonding of the Ti(O2) complexes, the ® channel of the Ti-
Oc. interaction almost vanishes and the NBO population analysis assigns the
corresponding orbital to a lone pair located at the center Oa.. Substitution of
methyl for hydrogen of the hydroperoxo group increases the calculated
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activation barrier by about 3 kcal/mol, from 12.7 kcal/mol in 14a to 15.8
kcal/mol in (HO);TiOOCH; [59]. This small increase of the activation
barrier is in line with the weak electron-donating character of the methyl
substituent; it reduces the electrophilic character of the peroxo group and
raises the 6*(0-0) level.

3.3.2 Mo and Re hydroperoxo intermediates

Recently, Thiel et al. investigated the mechanism of olefin epoxidation
by seven-coordinated molybdenum peroxo complexes of the type
MoO(O,)x(L-L) (L-L = pyrazolylpyridine) [38, 125, 126]. They reported that
the transferred oxygen does not originate from any of the %0, peroxo
groups. They proposed a new mechanism for olefin epoxidation by Mo
peroxo complexes, where an alkylperoxide ROOH as oxidizing agent
coordinates to the Mo"' center, undergoes a proton transfer to one of the
peroxo ligands, and thus is activated for oxygen transfer forming a MoOOR
alkylperoxo moiety. This proposal was supported by experiments on kinetics
and proton transfer [125, 126]. In a computational study [70] of this
mechanism, using MoO(0,),(NH3), as model complex and CH;00H as
model oxidizing agent, various isomeric species of the type
MoO(0;)(OOH)(OOCH;)(NH3), were found with a lower energy (by 11-16
kcal/mol) than the reactants, although a large part of the stabilization should
be attributed to various interligand H-bonds. Note that replacement of an
NH; ligands by CH300H and the subsequent formation of different isomers
MoO(0,)(OOH)(OOCH;)-NH; were found to be endothermic relative to
MoO(0,)(NH;), + CH;00H.

We considered [71] the epoxidation activity of Mo"' hydroperoxo inter-
mediates formed via “opening” an >0, peroxo group:

MoO(02);LeqLax + H;0 — M0oO(0,)(OOH)(OH)LegLax (1)

We used different equatorial base ligands Leq = NHi;, ONH3 and Lax = NH; or
none as axial ligand. There is striking structural similarity with the
di(peroxo) complexes of Re'" that arise in the MTO/H,0, catalytic system
(Lax = H;O or none):

CH;Re0(0;);Lat+ H,O — CH3ReO(0;)(OOH)(OH)L 4, 2)
Formal water addition (1) is exothermic for all Mo di(peroxo) complexes

considered. Process (2) is exothermic for CH3;ReO(0,), (5a, Figure 7) and
endothermic for CH3ReO(0,);"H,O (5b) [71]. The activation barrier of the
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ring opening that transforms MoO(0;)(NH;), into MoO(O,)(OOH)(NH;),
has been calculated at 11.3 kcal/mol [71].

We now discuss the reaction profiles (Figure 15) starting from the
di(peroxo) complex MoO(0O3)>(NH3), (2b) in more detail; a discussion of the
analogous Re systems has been given elsewhere [71]. The hydroperoxo
species feature several isomers and corresponding TSs since a M-O4-Og-H
group has more conformational freedom than a peroxo group. The olefin
may interact with an o oxygen center of the metal hydroperoxo moiety or
with a B oxygen center. In the case of an « attack, the OH group remaining
after the O-O bond is broken has to be transferred back to the metal center.
We have found such a process conceivable only for hydroperoxo
intermediates (15a) without an axial base ligand La; for the corresponding
base adducts the back transfer of the remaining OH group to the metal center
is sterically strongly hindered because the coordination sphere is too
crowded. For an attack at OB, we have confined our investigations to
intramolecular proton transfer where the acceptor group is part of the same
complex, in analogy to transition structures of olefin epoxidation by peracids
[73-78]. Thus, three reaction pathways were considered for P attack of
hydroperoxo species where an oxo, a hydroxo, or a peroxo group acts as
acceptor of the proton; the corresponding transition states are referred to as
BO15x, and B0O,15x, BOH15x , respectively (with x = a, b), see Figure 15.
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Figure 15. Energies (in kcal/mol) of intermediates and TSs of ethene epoxidation by various
molybdenum peroxo and hydroperoxo complexes, relative to the energy of MoO(0O,),(NH,),

(2b) + C;H,.

As for Ti hydroperoxo species [59], attack of Oa requires less activation
energy than attack at OB. The Mo hydroperoxo species 15a (Figure 15)
exhibits slightly higher activation barriers than the initial di(peroxo)
complexes 2a (MoO(0O;),L.y): 20.5 and 16.5 kcal/mol for hydroperoxo
species with L, = NH; and ONHj, respectively, in comparison to 14.1 and
15.5 kcal/mol for the corresponding di(peroxo) complexes. However, at the
absolute energy scale the TSs for a attack lie lower due to the lower energy
of hydroperoxo intermediates 15a (Figure 15).

The lowest TS BO,15b lies at almost the same energy as the TS F2b of
front-side attack of 2b because of the higher stability of the preceding
intermediate 15b while the activation barrier is much higher (27.5 kcal/mol)
than that of 2b. The relative stability of 2b and 15b may be sensitive to
environmental effects that were not taken into account in the models. Note
also that TS a15a of o attack lies only 4.4 kcal/mol higher than TS F3b.

Experimental studies, from the pioneering work of Mimoun [§8] to the
most recent investigations [127], provide unambiguous evidence that oxygen
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transfer from seven-coordinated Mo bisperoxo complexes such as 2b is
significantly slowed down or even inhibited. Thus, the calculated activation
barrier of about 20 kcal/mol for 2b seems to be beyond the threshold where
Mo peroxo complexes are still reactive; therefore, the lowest intermediate,
the hydroperoxo complex 15b, can be as well considered as inert in
epoxidation. In our model, the most probable pathway is a direct front-side
attack of 2a (with an activation barrier of 14.1 kcal/mol) — provided that the
reaction conditions do not prevent coordination of a second strong base to
this species [127]. Nevertheless, the hydroperoxo epoxidation pathway via
15a seems to be competitive [71].

The computational results show that transition structures derived from
hydroperoxo Re complexes lie slightly higher in energy than those obtained
for the corresponding peroxo complexes, nevertheless their involvement in
the epoxidation reaction cannot be excluded. However, for neither Mo"" nor
Re"" evidence (let alone preference) for hydroperoxo reaction pathways is as
clear as for Ti" complexes. Of course, more complex mechanisms involving
intermolecular proton transfer and/or hydrogen bonded intermediates may
change this picture to some extent.

4. SUMMARY

Density functional calculations reveal that epoxidation of olefins by
peroxo complexes with TM d° electronic configuration preferentially
proceeds as direct attack of the nucleophilic olefin on an electrophilic peroxo
oxygen center via a TS of spiro structure (Sharpless mechanism). For the
insertion mechanism much higher activation barriers have been calculated.
Moreover, decomposition of the five-membered metallacycle intermediate
occurring in the insertion mechanism leads rather to an aldehyde than to an
epoxide [63].

The most reactive di(peroxo) complexes (i.e. those with the lowest
activation barriers) are those of the third-row transition elements, W and Re
(Table 2). For complexes of the same structural type, the calculated activa-
tion barriers of direct oxygen transfer to ethene decrease along Cr > Mo > W
with W complexes being the most active. These computational results are in
line with the experimentally reported higher activity of W species compared
to Mo. Also, di(peroxo) complexes are more active than their monoperoxo
congeners. Coordination of a Lewis base ligand to the metal center generally
increases the activation barrier of olefin epoxidation because the base ligand
donates electron density via the metal center to the peroxo group, hence
reducing its electrophilicity.
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Table 2. Calculated activation energies (kcal/mol) for ethene epoxidation by TM complexes.?

* B3LYP calculations as described in Section 2. ° Structures optimized with a 6-31G(d) basis
for the main group elements. ¢ Also alkylperoxo complexes. ¢ Attack of Oa. of the
hydroperoxo (alkylperoxo) group. © Attack of O of the hydroperoxo group.

For Ti, hydroperoxo complexes exhibit lower activation barriers than the
corresponding peroxo species. Peroxo complexes of Ti and Cr can be
considered as inert in epoxidation. Hydroperoxo species may be competitive
with di(peroxo) compounds in the case of Mo. For the system MTO/H,O,
the di(peroxo) complex CH3;ReO(0,),'H,0 was found to be most stable and
to yield the lowest TS for epoxidation of ethene, in line with experimental
findings. However, olefin epoxidation by Re monoperoxo and hydroperoxo
complexes cannot be excluded.

The frontier orbital interaction between the olefin HOMO mt(C-C) and the
orbitals with 6*(0-0) character in the LUMO group of the metal peroxo
moiety controls the activation of O-O bond. Electron donating alkyl
substituents at the olefin double bond raise the energy of the HOMO, with
the epoxidation barrier dropping concomitantly. On the other hand, a base
coordinated at the metal center pushes the ¢*(0-O) LUMO to higher
energies and thus entails a higher barrier for epoxidation.

Since the catalytic system MTO/H;O0, was shown to be an excellent
catalyst for alkene epoxidation, it is also applied in the epoxidation of allylic
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alcohols. The characteristics of these reactions are very similar to those of
alkene epoxidation, even though quite strong hydrogen bonding between the
allylic alcohol hydroxy functionality and the oxygen centers of the peroxo
moiety occur along the reaction path. Reaction routes via coordination or
ligation of the hydroxy group to the metal center of the peroxo complex have
too high calculated activation barriers and, therefore, are not expected to
contribute appreciably to epoxide formation.
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Abstract:

Key words:

The activation of the N=N triple bond requires the coordination of N,
molecule to transition metal centers. It is predicted that the stronger M-N;
bond the easier N=N triple bond utilization, which could occur via various
ways including protonation, nucleophilic addition, hydrogenation and
coordination of another transition metal center. As example, we report the
density functional (B3LYP) studies of the reaction mechanism of model
complex A1, [psn;]Zr(i-n2-N2)Zr[pan,), where [pyny]= (PH3),(NH,), with a Hy
molecule. It was shown that reaction with the first Hy molecule proceeds via
21 kcal/mol barrier at the “metathesis-like” transition state, A2, and produces
the diazenido-p-hydride complex, A7(B1). Complex A7(B1) is the only
experimentally observed product of the reaction Al + H; reaction, and
separated by nearly 55-60 kcal/mol barriers from the energetically more (by
about 40-50 kcal/mol) favorable hydrazono A13, [pan;])Zr(p-NH,)(u-
N)Zr[p;n;] and hydrado A17, [pnz]Zr(u-NH )2 Zr{psn,], complexes. The
addition of the second H; molecule to complex A1 (the addition of the first Hp
to A1) take place with a 19.5 kcal/mol barrier, which is 1.2 kcal/mol smaller
than that for the first H; addition reaction. Since the addition of the first H
molecule to Al is known to occur at laboratory conditions, one predicts that
the addition of the second hydrogen molecule to A1 should also be feasible.
Furthermore, the complex A17, the thermodynamically most stable but
kinetically not accessible product of the first Hy addition reaction to A1 could
be obtained with the aid of the second reacting H; molecule. We predict that
addition of the second (even third) hydrogen molecule to complex [panz}Zr(u-
'nz-Nz)Zr[pznz], A1 should be feasible under appropriate laboratory conditions.
We encourage experimentalists to check our theoretical prediction.

Activation of the N=N triple bond, Utilization ofthe N=N bond, Nitrogen
fixation
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1. INTRODUCTION

Reduced nitrogen is an essential component of nucleic acids and proteins.
All organisms require this nutrient for growth. The major part of all the
nitrogen required in human nutrition is still obtain by biological nitrogen
fixation [1]. Nature has found ways to convert the inert dinitrogen molecule
to a useable form like ammonia under mild conditions using a small but
diverse group of diazotrophic microorganisms that contain the enzyme
nitrogenase. Nitrogenase consists of two component metalloproteins, the Fe-
protein and the molybdenum iron (MoFe) protein, and converts dinitrogen to
ammonia by a sequence of electron- and proton-transfer reactions:

N, + 8H" + 8¢ + 16MgATP — 2NH; + H, + 16MgADP +
16P(phosphate)

Currently, almost all industrial dinitrogen fixation is due to the old Haber-
Bosch [2] process. This operates at high temperature and pressure, and uses
a promoted metallic-Fe catalyst. The reaction assumed to occur by
coordination of both dinitrogen and dihydrogen on the catalyst surface,
followed by stepwise assembly of ammonia from these molecules.

During the past century, chemists have been actively looking to mimic
the nitrogenase and/or Haber-Bosch process using mild conditions, and to
find economical and new methods of fixing atmospheric dinitrogen, which
comprises 79% of the earth’s atmosphere [3]. Although the thermodynamics
of nitrogen fixation are favorable, realization of ammonia synthesis from the
N, and H; molecules, as well as other chemical transformations of dinitrogen
molecule are complicated by the kinetic stability of the N=N triple bond.
Indeed, the standard free-energy change, AG®, for the gas-phase reaction

Nx(g) + 3Hy(g) — 2NH; (g)

is found to be —7.7 kcal/mol at 298 K and 1 atm pressure [1a]. The nitrogen-
nitrogen triple, double, and single bond energies are 225, 100, and 39
kcal/mol, respectively. By comparison, carbon-carbon triple, double and
single bond energies are 200, 146, and 83 kcal/mol, respectively [la]. Thus,
the N=N triple bond is more significantly stabilized over N=N double and N-
N single bonds than the C=C triple bond over C=C double and C-C single
bonds. These comparisons indicate that activation of the N=N triple bond is
going to be a much more difficult process than the C=C triple bond, while
N=N double and N-N single bonds could be relatively more easily activated
than C=C double and C-C single bonds.
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Therefore, it is not surprising that no one has yet been able to reduce the
inert dinitrogen molecule catalytically under the mild conditions employed
by nitrogenase. However, these numerous studies have led to discovery the
new class of processes and elementary reactions, which are believed to be
occurring in the nitrogenase and Haber-Bosch processes. In the early 1960’s,
Vol'pin and Shur [4] demonstrated that the transition metal complexes and a
strong reducing agent in a non-aqueous environment could react with N,
yielding materials which produce ammonia upon hydrolysis. At the same
time, Shilov and co-workers [5] demonstrated that mixture of a V(II) (or
Mo) compound with a polyphenols fixes nitrogen in an aqueous
environment. Some of these processes are genuinely catalytic, but occur
within a narrow range of pH, and definite mechanisms have never been
determined, like the Haber-Bosch process.

Also, it is worth mentioning (a) the process of N=N triple bond cleavage
by Mo(IlI) complex [6], and (b) the reactivity of coordinated dinitrogen with
electrophiles, including the protons and organic free radicals [7], and
coordinated [8] and free [9] dihydrogen.

Since the first step of all of these reactions is dinitrogen coordination to
either the surface of the catalyst or transition metal center of the complex, let
us briefly discuss the nature and importance of the M-N; interaction, and the
possible coordination modes of N, to transition metal centers. These issues
were the subjects of many discussions in the literature [10, 11] and it is
commonly agreed that the interaction of the N; molecule with transition
metal centers facilitates the activation of the N=N triple bond; the stronger
the M-Nj; interaction, the easier to break the N=N triple bond.

The  electronic  configuration of the N; molecule is
(16)*(26)’(36)*(40)*(56)*(Im)*, and its interaction with transition metal
centers could be described in terms of donation and back donation. Since N3
has a filled © orbital it could be considered as a o-donor. However, since its
highest occupied G-orbital lies much lower in energy than that, for example,
of the iso-electronic CO molecule, N; is expected to be a much weaker o-
donor. This weak O-donation is expected to favor a linear, n'-fashion,
coordination of N; to transition metal centers. N, also has an empty m*
orbital for back bonding. Since the empty ®* orbital is lower in energy for
N, than that for the CO molecule, it might be expected to be more accessible.
However, this is not true because this ®* orbital is equally distributed
between two nitrogen atoms. Since in most dinitrogen complexes the N,
molecule is coordinated to the transition metal center in a T]'-fashion, one
may conclude that back donation is not the largest component a M-N,
interaction. Of these two M-N interactions, the back donation is more
important for N=N triple bond activation. Since the two ends of N; are the
same, the molecule can also act as a bridging ligand between two ligands.
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The M-N-N-M moiety in these complexes could be linear, M(’r]l-Nz)M, (for
weak back donation interaction) or zigzag, or even rhombic, M(nz-Nz)M,
depending on the strength of the m-back donation (see Figure 1).

Below, we plan to discuss only the reactivity of the coordinated
dinitrogen with dihydrogen molecules.

I||I|

Il

i

il
ity i

Figure 1. Possible coordination modes of the dinitrogen molecule in the mono- and dinuclear
complexes

2. THE REACTION MECHANISM OF COMPLEX
[P2N,]Zr(-n*-N,)Zr[P;N,], A1, WITH
MOLECULAR HYDROGEN.

Now, let us discuss the mechanism of this fascinating reaction, namely,
the reaction of the coordinated dinitrogen with molecular hydrogen via
hydrogenation reported by Fryzuk et al [9]. Recently, Fryzuk and coworkers
have reported [9] that the [PzNz]Zr(u-T]2-N2)Zr[P2N2], Al, complex, where
P;N, = PhP(CH,SiMe,NSiMe,CH;),PPh, reacts with molecular hydrogen to
form [P,N,]Zr(u-n2-N,H)Zr[P,N,](1-H), A2, containing an N-H bond on the
bridging N, molecule and a metal bridging hydride. This is the first example
of the reaction of a coordinated N, molecule with molecular hydrogen.
Although the N-N bond is not split in this reaction, product A2 could be an
intermediate in the process of obtaining ammonia directly from N, and H; at
ambient conditions. This same study also reported that the reaction of Al
with primary silanes RSiH; results in formation of only one product,
[P,N,)Zr(u-n2-N,SiH,R)Zr[P,N, J(u-H).

However, these novel experimental studies left several key questions
unanswered about the mechanism of the reaction of A1 with H,. In the
present paper we will report on the calculations and address some of these
questions; namely, 1) what is the mechanism of the reaction of A1 with Hj,
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and (2) what are the structures and energies of all the equilibrium structures,
intermediates and transition states on the reaction path of A1 + H,. In order
to answer these questions we have performed [12, 13, 14] theoretical studies
of the mechanisms the reaction of A1 with H,. Also, we will very briefly
discuss the role of the auxiliary ligands of [P,N].

2.1 Computational Procedure

Since the explicit computation of the experimentally used complex I with
the [P,N;] = PhP(CH,SiMe;NSiMe,CH,),PPh tetradentate ligand, and the
potential energy surface of the reaction Al + H, at a reasonably high level of
theory is technically impossible, some kind of modeling of the studied
complexes and reaction is needed. However, one should be aware that
unreasonable modeling may lead to unrealistic results, therefore, we should
be exteremely careful. Here, each [P,N,] = PhP(CH,SiMe;NSiMe,CH,),PPh
tetradentate ligand in the real complex will be replaced by [p;nz] =
(PH;),(NH,),. In other words, the coordinated phosphine and nitrogen atoms
of the tetradentate macrocyclic [P;N;] on each Zr atom are conserved, while
H atoms replace the -CHg, -SiMe; and phenyl groups. Since the coordinating
P and N atoms are not connected in the [p;n;] model as in the actual
macrocyclic [P,N,] ligand, the structurally more rigid aspect of the extended
ligand is lost. In addition, the electronic and the steric effects of the
substituents are lost in the model phosphine ligands. However, the primary
electronic effects of phosphine and imine ligands are retained. As each NH,
group formally accepts one electron from Zr atom and the bridging N,
molecule accepts four more, each Zr is formally d® and the electronic ground
state of the model complex is a closed shell singlet state. Triplet electronic
states were not examined.

The electronic structure calculations were carried out using the hybrid
density functional method B3LYP [15] as implemented in the GAUSSIAN-
94 package [16], in conjunction with the Stevens-Basch-Krauss (SBK) [17]
effective core potential (ECP) (a relativistic ECP for Zr atom) and the
standard 4-31G, CEP-31 and (8s8p6d/4s4p3d) basis sets for the H, (C, P and
N), and Zr atoms, respectively.

Because the N; molecule in the complex is still expected to have partial
multiple bond character, the d-type functions could be needed. Therefore, d-
type function have been added to nitrogen atoms (using a Gaussian exponent
of 0.8) of the dinitrogen molecule. Our preliminary test of the effect of
phosphorus atom d-type functions on the calculated Zr-PH; bond lengths of
model complexes Al and A7 showed that the influence of d-type functions
on the P atom is insignificant. Therefore, here we will not include d-type of
functions for P-atoms.
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However, computational studies [14] of the model (H);ZrPR;" complex
show that the stepwise substitution of R=H by R=Me steadily increased the
Zr-PR; binding energy, which is consistent with experimental studies on the
Rh and Ru complexes [18], indicating a strengthening of the Zr-P bond.
Thus, the simplification of using NH, and PH; in the model [p»>nz] ligand
instead of the real macrocyclic [P;N,] ligand is expected to result in weaker
Zr-P bonds in all the geometric structures studied here. The more rigid
macrocyclic structure of the real [P,N,] ligand, together with the stronger Zr-
N bonding, will not allow a substantial lengthening of the Zr-P bond
distance. In the optimized geometric structure for complex Al using the
[pan,] ligand, the computed Zr-PH; distances were found to be too long by
~0.2A compared to experiment [9]. We could not put substituents on the
phosphines, because this would put the size of the calculations beyond
current capabilities. In some of our present calculations, the weaker Zr-P
bond in the model complexes and its expected effect on the calculated Zr-P
distances were compensated by reoptimizing all the equilibrium geometries
of the complexes studied here using a fixed Zr-P bond distance of 2.80A.
This procedure is intended to simulate the constraints of the macrocyclic
ligand and their results will be discussed and interpreted alongside the
unconstrained results. The external NH; groups (formally as NH;) are
expected to be more strongly bound to Zr than PH; by the electrostatic
interaction and d-type functions were not used on these N atoms. The
calculated Zr-NH, distances in the model complex are much closer to the X-
Ray results for A1 than the Zr-P distances.

Geometries of the reactant, intermediates, transition states (TSs) and
products of the reaction [pznz]Zr(u-nz-Nz)Zr[pznz] (A1) + H, were
determined by gradient optimization. Since the systems studied here were
too large for the local computer resources, it was not possible to carry out
second derivative calculations. In order to confirm the nature of the
calculated TS, quasi-IRC (intrinsic reaction coordinate) calculations were
carried out in the following manner. For one direction, the TS geometry
(optimized but with a small residual gradient) was simply released for direct
equilibrium (Eq) geometry optimization. Once one Eq geometry is obtained,
the other Eq geometry was obtained by stepping from the TS geometry in the
reverse direction, as indicated by the eigenvector of the imaginary
eigenvalue of the approximate Hessian, and releasing for equilibrium
optimization. In this manner, the TS and Eq geometries in the reaction path
were “connected”. The energies given here and discussed below do not
include zero point energy correction (ZPC) or any other spectroscopic or
thermodynamic terms.

This paper is organized as follows: In the next section we will discuss the
structure of the initial complex, Al. Afterwards, a section is devoted to the
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study of the mechanism of the reaction of complex A1l with one hydrogen
molecule (reaction A). All obtained intermediates, transition states and
products of this reaction will be denoted by “A”. Another section will be
concerned with the reaction mechanism of the reaction of addition of a
second hydrogen molecule (reaction B, we label all structures related to this
reaction with “B”’). An additional section will extend our discussions to the
addition of a third hydrogen molecule to the initial complex (reaction C),
and we will indicate all structures related to this reaction with the label “C”.
In the final section, some conclusions from these studies will be presented.

2.2 The structure of the Zr(N;)Zr complex, Al.

The calculated equilibrium structure of the complex Al is shown in
Figure 2. In general, the reactant complex, A1, which is calculated to have a
bent Zr,N, unit, could have various isomeric forms with regard to the
arrangement of the NH; and PH; groups relative to the bridging N-N axis. In
the optimized structure shown in Figure 2, the bridging N'-N? axis (of the N,
molecule) is perpendicular ($=90°) to the ligand N-N axis (of the two NH,
ligands attached to each Zr atom) but is parallel to the P-P axis (of the two
PH; ligands attached to each Zr atom). We have confirmed that this structure
is energetically the most favorable under the D, constraint. Another
structure with the bridging N-N parallel (¢=0°) to the ligand N-N and
perpendicular to the P-P is calculated to be 18 kcal/mol higher. This result
can be understood in terms of the larger repulsion in the latter complex
between the negative charges of the nitrogen atoms in NH; (-0.83e) and in
the bridging N, atoms (-0.45e). An attempt to optimize a structure with the
bridging N'-N? axis initially bisecting the N'8*.Zr-P angles (¢=45°)
reverted to the structure Al presented in Figure 2.
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Figure 2. The calculated geometries (distances in A and angles in deg) of the reactants,
intermediates transition states and products of the reaction of [p,n;1Zr(u-1n2-Np)Zr[pn;] with
a hydrogen molecule. Numbers given in parentheses are calculated with the constraint R(Zr-

P)=2.80A. (Part 1 of 3)
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Figure 3. The calculated geometries (distances in A and angles in deg) of the reactants,
intermediates transition states and products of the reaction of {212 )Zr(-n2-N2)Zr[pon,] with

a hydrogen molecule. Numbers given in parentheses are calculated with the constraint R(Zr-

P)=2.80A. (Part 2 of 3)
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Figure 4. The calculated geometries (distances in A and angles in deg) of the reactants,
intermediates transition states and products of the reaction of [p,ny]Zr(L-n’-N)Zr{p;n,] with
a hydrogen molecule. Numbers given in parentheses are calculated with the constraint R(Zr-
P)=2.80A. (Part 3 of 3)

In the isomers discussed above the ligands of the same type are situated
trans to each other: N trans to N and P trans to P, which is the conformation
found experimentally with the [P;N,] ligand. We have also calculated
several possible isomers that may arise from the cis location of the same
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ligands. In these isomers, the bridging N-N axis can then bisect either the
N'&=4_7r P angles or the P-Zr-P angles, or align with a N"**.ZrP axis. In
each case, the structure A1 was found to be more stable. Thus, structure Al
represents the most stable coordinating ligand geometry with regard to the
arrangement of the external NH, and PHj; ligands around each Zr atom,
which is in accord with the experiment.

As noted above, Al is calculated to have a bent Zr;N; configuration,
hinged at the N-N axis, and 24.4 kcal/mol more stable than the planar Zr,N,
in Dy, symmetry. This result is contrary to the earlier theoretical studies [19]
on the naked ZrN,, and to the experiment on Al [9]. Note that the
calculated bending, with the Zr'-Zr*-N'-N? dihedral angle of 49.9° or the
distance between the Zr'-Zr* midpoint and the N'-N* midpoint of 0.954A, is
accompanied by a substantial reduction in the N'-N? (1.698A in Dy, to
1.530A in Al; 143A), Zr-N' (2.077A to 2.047A; 2.01A), the largest Zr-P
(3.016A to 2.942A; 2.734A) and Zr-Zr (3.792A to 3.570; 3.756A) distances
(where the third number in parentheses is from the X-ray crystal data [9] for
complex Al). The origin of the bend is probably electronic in nature, i. e.
due to more extensive opportunities for orbital mixing between the Zr (4d, 5s
and 5p) and molecular nitrogen (o, 6*, &, ©*) valence electrons in the lower
symmetry. It is, therefore, probable that the extended macrocyclic ligands
prevent the bending in the real complex A1l. This point has been confirmed
by IMOMM calculations [19] on the real complex Al; these calculations
show that the Zr-NN-Zr core is nearly planar for the real complex A1, which
is consistent with experimental findings. One notices in Figure 2 that the N-
N distance in Al is 1.530A, corresponding to a single N-N bond. In A1, the
two m-bonds in the molecular nitrogen are completely broken, and the Zr-
NN-Zr core can be considered as a metallabicycle.

2.3 Addition of the first hydrogen molecule, reaction A.

All the calculated equilibrium structures and transition states on the
potential energy surfaces of the reaction A are shown in Figures 2 to 4. The
reaction potential energy profile is shown in Figure 5.

2.3.1 Hydrogen activation by complex A1

The first step of the reaction of Al with the H, molecule is the
coordination of dihydrogen to Al. The product of this step was interpreted as
the complex [P,N3]Zr(u-n2-N,H)(u-H)Zr[P,N,] on the basis of 'H and "N
NMR data [9]. However, low-temperature X-ray diffraction data [9] were
interpreted in terms of a complex having a side-on bridging H; unit. Our
calculations show that this coordination does not produce the dihydrogen
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complex (H;)®Al, but leads to the diazenidohydride complex [psna]Zr(u-n?-
N,H)Zr[p.p2J(U-H), A3 (see Figure 2). The latest incoherent inelastic
neutron scattering studies [20] have conclusively supported our results and
showed that the dihydrogen adduct of Al is complex A3. The transition state
connecting the reactants with the complex A3 is a four-center transition
state, A2, with addition of H, to two centers, Zr' and Nl, where the H!-H?
bond is broken and at the same time the terminal Zr'-H? and the N'-H' bonds
are formed. The barrier height for the oxidative addition of H; to Al at TSA
A2 is calculated to be 21.6 kcal/mol. The activation barrier changed very
little between the fully optimized calculation and the Zr-P constrained
optimization (21.5 kcal/mol). The actual barrier will probably be lower when
zero point energy differences are taken into account between A1+H; and A3.
The tunneling abilities of the hydrogen atom should also be taken into
account in this context. The result of all these corrections could be an
effective barrier, which is smaller than the calculated value.

The product of the reaction, complex A3, is calculated to be 13.5 and 4.9
kcal/mol exothermic relative to reactants, in the unrestricted and the Zr-P
constrained geometries, respectively. The higher energy (lower stability) of
the latter comes from the tendency of the two Zr'-P bonds to lengthen
considerably in the unconstrained geometry to make room for the new Zr'-
H’ bond. The latter bond is broken because of its eclipsed alignment with the
N'-H' bond and the higher coordination number (>6) on Zr'. This repulsion,
in turn, pushes the weakly bound phosphine groups on the same Zr atom to
large, essentially dissociated Zr-P distances. The almost free motion of the
phosphine groups is inconsistent with the constrained geometric structure of
the real, strongly bound macrocyclic [P2N,] ligand, which will restrict the
freedom of motion of the (substituted) phosphine groups. Therefore, the
constrained A3 geometry's 4.9 kcal/mol stability is probably the more
realistic value. It should be noted that the calculated Zr-P distances in TSA,
A2, are very similar to those in A1, so that the calculated barrier height will
not be raised by constraining the Zr-P distances in TSA, relative to Al + Hs.
In accord with its mode of formation, A3 has the N'-H! and Zr'-H? bonds
aligned almost parallel and protruding from the same "face" of the Zr,N,
core.

23.2 Transformation of the diazenidohydride complex A3.

The diazenidohydride complex A3, which has the N-H and Zr-H bonds
oriented parallel or on the same face of the Zr,N, core, can rearrange into
other conformation isomers. We have found structure AS in Figure 2, with
the N-H and Zr-H bonds anti-parallel or on the opposite faces. In AS,
without constraint, Zr', which has the Zr-H? bond and is very crowded, loses
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one phosphine from the first coordination shell to the second coordination
shell. With the Zr-P bond constraint, of course the phosphine is forced to
stay in the first coordination shell. Interestingly, the interaction energy of
this phosphine is weak either way, and does not have much effect on the
overall energetics seen in Figure 5, AS is 15.6 and 12.6 kcal/mol lower than
reactants Al + H; in the Zr-P unconstrained and constrained geometries,
respectively. In other words, the A3 — AS transformation is 2.1 and 7.7
kcal/mol exothermic at the Zr-P unconstrained and constraint geometries,
respectively.

Figure 5. The calculated potential energy profile of the reaction A1 + H,. For clarity, the
ancillary PH; and NH;, ligands are omitted in the illustration. Numbers given in parentheses
were obtained upon constraining the Zr-P bond distances to 2.80 A

The search for a transition state for the A3 — AS transformation is
complicated. Besides the relative directions of Zr'-H? and N'-H' bonds, A3
and AS differ by ~90° in the relative orientations of the [p,n;] ligands on the
different Zr; A3 is N'-H'/Zr'-H? parallel and [pan;] eclipsed, and A5 is N'-
H'/Zr'-H? anti-parallel and [p,n,] staggered. Recall that the eclipsed [psns)
comes from structure Al, which was found to be the most stable
conformation theoretically and experimentally. Structure AS with the
eclipsed [pan2] conformation (AS') is less stable then AS itself, so both
geometrical differences between A3 and AS are real. Despite our several
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careful attempts, we could not find the TS connecting A3 and AS. For
example, an attempt involving the stepwise twisting the Zr'-H” bond leads to
a “transition state” with a very small negative eigenvalue, which lies only 9
kcal/mol higher than structure A3. This can be taken as upper limit of the
barrier separating A3 and AS. All attempts to search for the “real” transition
state by optimizing all geometrical parameters failed and lead to the different
minimum structures A3, A5, A3’ and A5’, the last two stuctures are not
presented in Figure 2. Therefore we have concluded that (i) the potential
energy surface for the A3 — AS transformation, most likely, is flat, (ii) the
associated barrier is likely to be low, (iii) and the flexibility of the
arrangements of the individual NH, and PH; ligands about each Zr allows
multiple minima.

Another equilibrium structure A7 was found, which had a bridging Zr'-
H?-Zr* arrangement with longer Zr-H bond lengths (2.046A, 2.225A) than
the terminal Zr'-H2 bond, 1.95A, of structures A3 and AS. The Zr-H2-Zr!
bridging structure A7 can be identified with the species observed
experimentally in solution [9]. In the unconstrained geometries, A7 is less
stable than AS by 2.5 kcal/mol and than A3 by 0.4 kcal/mol. The energy
barrier between AS and A7 is expected to be very small and was not
calculated. For a simplified model complex [13], CLZr(l-n*-N,H)(u-
H)ZrCl,, we found this barrier to be less than 1 kcal/mol.In the Zr-P
constrained optimizations, however, the two structures, AS and A7,
essentially merge to the very similar bridging geometry. As seen in Figure 2,
a large decrease occurs in the Zr’-H® distance in A5 from 3.430A
(unconstrained) to 2.254A (Zr-P constrained) and converges to a structure
that resembles A7. Now structures A7 and AS are nearly degenerate; the
latter lies only 0.4kcal/molhigher than the former. Therefore, in the more
realistic Zr-P constrained optimizations, the structures AS and A7 can be
considered to be a single diazenidohydride structure, the H-bridged
[pznz]Zr(u-nz-NNH)Zr[pznz](u—H) structure A7, which agrees with the
experimental finding [9]. The structure AS is an artifact of our unconstrained
model system; one of the phosphine ligands dissociated from Zr to make
space for the terminal Zr'-H* bond.

If we compare the H-bridged A7 directly to the H-terminal A3, we see
the expected contraction of the Zr'-Zr* distance due to the bridging Zr'-H2-
Zr* bond which will act to hold the Zr metal atoms about 0.30A closer in A7
than in A3. The stronger Zr-Zr interaction would be expected to weaken and
lengthen the Zr-N'/N? bonds, but the shorter Zr-Zr distance should also act
to squeeze these Zr-N distances to smaller values. The two opposing effects
seem to cancel and there are no consistent trends in these Zr-N bond lengths
in going from A3 to A7.
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233 Migration of H from Zr to N and Cleavage of the N-N Bond

From the H-bridged [pznz]Zr(u-nZ-NNH)Zr[pznz](u-H) structure A7 (or
AS), reaction splits into two distinct branches of hydride migration, both
leading to the formation of the second N-H bond and the loss of the Zr-H-Zr
(or Zr-H) bond. One branch, which we call path A, starts from AS and
proceeds through the H? migration transition state, TSC A8, to reach a
hydrazono (NHz-N) intermediate A9. This is then followed by the N-N bond
fission via TSD. The overall pathway for path A is AS - TSC A8 - A9 -
TSD A10 —» All — TSE Al12 — AIl3. The final structure A13 has a
completely severed N'-N? bond (2.80 A) where an N'H, group and a bare N
atom are bridging the two Zr atoms in a symmetric geometry. The second
branch, path B, involves migration of the bridging (Zr'-H*-Zr*) hydrogen
atom in A7 to the nitrogen atom NZ that did not carry a hydrogen atom and
proceeds through a hydrazo (NH-NH) intermediate. It follows the route: A7
— TSF Al4 — Al15 — TSG Al6 — Al17. The N'-N* bond preserved
(1.50A) in A7 is broken (2.67A) in the final structure A17, giving a planar
Zry(NH); arrangement. The sequence of equilibrium structures and transition
states, as well as their connectivity from A7 (orAS) to A13 and from A7, to
A17 was obtained as described in the previous section.

Path A is characterized by a high initial barrier of about 60 kcal/mol at
TSC A8 and a very exothermic (-65.5 kcal/mol) terminal point [p,n,}Zr(u-
NH,)(U-N)Zr[p;n;] A13. In A9 the NH, unit is already fully formed and the
Zr'-N' bond has been broken. The Zr’-N'! bond remains, but at the expense
of ejecting a proximate phosphine group out to ~4.8A. In the Zr-P
constrained optimized structure for A9, however, the Zr*-N' bond is broken,
leaving a protruding NH, group attached only to the bridging N* atom. In the
next step along this reaction path, the NZN' bond cleavage takes place at the
TSD structure A10, leading to the intermediate A11. In All, N?is located at
the bridging position between two Zr atoms, while the newly formed N'H,
fragment is moved completely to one of the Zr atoms, Zr*. As a result the
Zr'-N? bond (1.90A) becomes shorter by 0.14A than the Zr>-N? bond
(2.04A). Later, the N'H, group migrates from Zr%,in structure A11, via TSE
A12 to the bridging position between two Zr atoms, leading to the formation
of the N'-Zr' bond in A13. Thus, the sequence of TS and equilibrium
structures that takes A5 to Al3 is a roundabout reaction path involving a
sequence of four equilibrium and three transition state structures. The least
motion, direct formation of A13 from A5 via a TSClike structure, does not
happen. The energy of TSC is already sufficiently high, so, as to effectively
block this path. To go directly to A13 would also require the incipient
breaking of the molecular N-N bond to give an even higher saddle point
energy. The actual sequence of equilibrium and transition state structures of
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path A apparently allows this bond breaking energy to be absorbed by other
processes so that this reaction path is a cascade of energetically more stable
structures (A9 — A1l — A13) and decreasing barrier heights (TSD, TSE)
from TSD to A13. The conclusions from this path are that the direct
migration of bridging hydrogen atom to a bridging NH has a high reaction
barrier, which will be even higher if the N'-N? bond is also broken in the
process, even if the rupture eventually leads to a more stable structure.

Path B which leads from A7 to A17 has only two transition states (TSF,
A14 and TSG, A16) and one intermediate equilibrium structure A1S. As
with path A, this reaction path involves the migration of H: from Zr'to N?to
form the metastable structure A15, where the N'-N?* bond length is
essentially unchanged at ~1.50A. The bridging nitrogen atoms in A15 are
effectively four-coordinate with the N-N bond still in place. The final step
to reach the very stable A17 structure is to stretch the N-N bond from
1.502A in A15 through 1.964A (in TSG, A16) to the completely broken
2.667A in A17. In this latter step the bent Zr,N, core and the N-H bonds
aligned almost perpendicular to the N-N axis, which were preserved in A15
— A16, are dramatically changed, and the Zr,(NH), core is now completely
planar with near Dz, symmetry. Another dramatic geometry change worthy
of mention is the rotation of the incipient N°>-H? bond in TSF, A14 from
being anti-parallel to the existing N'-H' bond (across N-N) to the parallel
conformation in A1S. This spontaneous rearrangement is apparently caused
by the H? atom internal to the Zr,N, bond being squeezed out by steric
effects to the more stable external N-H position, even though this gives
eclipsed N-H bonds in A15. As a paradigm, this barrierless rearrangement
means that the H atom adding to a bridging N atom could come from a
backside attack under the proper conditions. Finally, as in channel A, the
large (45.6 kcal/mol) initial barrier for channel B precludes this reaction path
from reactively adding a H atom to the bare N atom to form A1S5, despite the
large exothermicity (-51.1 kcal/mol) for A17 relative to A7.

The most important feature of the first step in both paths A and B is the
very large (56-59 kcal/mol) barrier height, even though the end products are
64-65 kcal/mol more stable than reactants Al1+H; or 50-51 kcal/mol more
stable than A5 and A7. These high barriers prevent the reaction from
proceeding to form products with the second N-H bond, either on the same
bridging nitrogen atom with the first N-H bond or on the second, "bare"
bridging nitrogen. Thus, the dinitrogen complex [pznz]Zr(u-nz-
NNH)Zr[p,n;]J(1-H), A7, is the only product of the reaction of one molecule
of H, with the dinitrogen complex [pam2]Zr(u-n-Ny)Zr[p;ns], Al.

In summary, we have shown that reaction of dinuclear zirconium
dinitrogen  complex, [pznz]Zr(p-T]Z-Nz)Zr[pznz] Al, (where p;n;=
(PH;),(NH;); is a model of the experimentally studied PN, =
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PhP(CH,SiMe;NSiMe,CH,),PPh), with a hydrogen molecule proceeds via:
(1) the activation of H-H ©-bond via a “metathesis-like” transition state
where simultaneously Zr-H and N-H bonds are formed and the H-H and one
of N-N 7-bonds are broken, to produce the diazenidohydride complex A3,
[pa2)}Zr(-n*-NNH) Zr(H)[p,n,], and (ii) migration of the Zr-bonded hydride
ligand to a position bridging the two Zr atoms to form diazenido-p-hydride
complex A7, [p202)Zr(u-n>-NNH)Zr{p,n,J(u-H). The entire reaction is
calculated to be exothermic by 15 kcal/mol. The rate-determining step of this
reaction is found to be the activation of the H-H bond, which occurs with a
21 kcal/mol barrier.The diazenido-p-hydride complex [pznz]Zr(u-nz-
NNH)Zr[p,m; }(u-H), A7, with only one N-H bond, which experimentally
was observed in solution [9], is not the lowest energy structure in the
reaction path. Complexes [pan;]Zr(u-NNH,)Zr[p,n,], A13 (with a bridging
NH,) and [pyn;)Zr(u-NHNH)Zr[p,n;], A17 (with two N-H units ), are
calculated to be more stable than the diazenido-pi-hydride complex A7 by
about 50 kcal/mol. However, these former complexes cannot be generated
by the reaction of A1 + H, at ambient laboratory conditions because of very
high (nearly 55-60 kcal/mol) barriers at A10 and Al14 separating them from
A7. Experimentally, only A7 is found; presumably because it is a few
kcal/mol more stable than A3 or AS in the Zr-P constrained calculations.

24 Addition of the second hydrogen molecule, reaction
B.

Thus, data presented above show that only one Zr and one N center of
complex Al are used in the initial reaction with Hy; one H atom is bound to
the N; molecule, and the second H atom is “wasted” by forming a bond with
Zr. The other N and Zr centers seem to be still available for a second H-H
bond activation process. Therefore, the question can be asked whether the
addition of a second molecule of H; to complex A1 would be feasible. In
order to answer to this question, we have studied the mechanism of the
addition of a second molecule of hydrogen to the previously derived
systems. The complexes that can serve as initial reactants for a second H;
addition reaction are A3 and A7 described above, which are located "before"
the higher barrier walls that connect to A13 and A17. We have, therefore,
carried out a computational experiment to explore the reaction paths for the
A3 + H;and A7 + H; reactions.

All the calculated structures and their relative energies on the potential
energy surface of the initial B1(A7) + H, and B11(A3) + H, reactions are
shown in Figures 6 and 7 (where A7 will be called B1), and in Figures 8 and
9 (where A3 will be called B11), respectively. Below we will mainly discuss
the geometries and energetics calculated with the Zr-P bonds constrained at
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2.80A. In general, the main conclusions are same for the Zr-P constrained
and unconstrained calculations, and therefore, unconstrained results will be
discussed only for a few specific cases.

24.1 Reaction of complex B1

The first step of the reaction of Hy with B1(A7), [pznZ]Zr(p—T\z'-NNH)(u-
H)Zr[p,n,], is coordination of a hydrogen molecule, which takes place only
when H, approaches from above to the atoms N%, Zr' and Zr%, shown in
Figure 6. This approach leads to the formation of a weakly bound molecular
complex (not shown in Figure 6), (H;)B1, which is only 1.2 kcal/mol more
stable than reactants, H, + B1. This loose complex has a Zr-H* separation of
~34A and a N2:-H* distance of ~2.6A. Such a loosely bound complex would
not exist when entropy is considered. Its existence/non-existence has no
effect on the sequence of reaction steps described below.

Figure 6. Calculated geometries (distances in A and angles in deg) of the reactants,
intermediates transition states and products of the reaction Bl (A7) + H;. Numbers given in
parentheses were obtained upon constraining the Zr-P distances to 2.80A.
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The next step of the reaction is the addition of the H>-H* bond to the Zr-
N? bond via transition state B2, shown in Figure 6. The geometric character
of this TS is very similar to that of A2, the TS for addition of the first H,
molecule. The active site Zr*--H*--H*-N? bond distances are 2.217(2.219)A
(ZZ-H), 1.020(1.018A (H-H%), 1315(1317A H*N?) and
2.318(2.320)A (Zr*-N?) (where the values in parentheses are calculated with
the Zr-P constraint), vs. 2.266A, 1.044A, 1298A and 2.180A, respectively,
for A2. The similarity between the geometries of the TS for the first (A2)
and second (B2) H; additions is reflected also in the calculated barrier
heights which are ~21.2 and 19.8(19.5) kcal/mol for the reactions A (in
Figure 5) and B (in Figure 7), respectively, relative to the corresponding
reactants Al + H, and B1 + Hj.

e

Figure 7. Calculated potential energy profile of the reaction B1 (A7) + H,, the addition of the
second hydrogen molecule to the Zr(u-N;)Zr core of the complex Al. Numbers given in
parentheses were obtained upon constraining the Zr-P distances to 2.

Quasi-IRC calculations show that TS B2 connects the molecular complex
(H;)B1 with the oxidative addition product B3, [pznz]Zr(u-nz-cis-HNNH)(u-
H)Zr(H)[p2n;]. Structure B3 is calculated to be 5.7 kcal/mol lower in the Zr-
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P unconstrained, but 7.9 kcal/mol higher in the Zr-P constrained geometry
optimization, respectively, than the corresponding reactants. This difference
in the energy of B3 for different optimization schemes reflects added
crowding about the Zr* atom in B3. With the new Zr*-H’ bond, Zr* becomes
roughly seven-coordinated. Thus, the Zr*-N'(H') bond goes from 2.181 A
(B1) to 2.209A (B2) to 2.272A (B3). The Zr*-N* bond, across which H*-H*
is adding, changes to an even larger extent, 2.122A (B1) — 2.320A (B2) —»
2.317A (B3). Again, as noted before in reaction Al + H,, the bridging N-N
bond distance changes by only ~0.02A. This small decrease probably reflects
a slight strengthening of the bridging N-N bond due to weakening of the Zr-
N bonds, even though a new N2-H* bond is formed eclipsed with the existing
N'-H' bond in B3. The results obtained by the unconstrained calculations are
very close to those presented above for the constrained calculations.
Exceptions are the Zr'-H* and Zr*-H? bond distances. In the constrained
calculations, the Zr*-H? bond distance expands from 2.212A in B1 to 2.305A
in B3, while the Zr'-H? bond distance decreases from 2.047A in B1 to
2011A in B3. Thus, in B3 the Zr "bridging" hydrogen atom becomes an
almost localized Zr'-H? bond, balancing the new Zr*-H* bond. In contrast, in
the unconstrained calculations, Zr*-H? bond distance decreases from 2.223A
(B1) to 2.138A (B3), and the Zr'-H? bond distance does not change at all.
The calculated differences between the unconstrained and constrained
calculations are the results of the dissociation of one of the unconstrained
phosphine ligands at the Zr*-center to make room for the new Zr-H’ bond.

The conformation of the approach in B2 naturally produces intermediate
B3 with the new Zr-H and N-H bonds aligned parallel on the outwardly bent
face of the Zr;N; core, as in the case of A3 and the first H, addition.
However, the energetics of the reactions A1+ H, — A3 and B1 + H, — B3
are slightly different; with the constrained optimization, the former is
exothermic by 4.9 kcal/mol, while the latter is endothermic by 7.9 kcal/mol,
which, as explained above, is due to the "crowding" around (~7 coordinate)
Zr* in B3.

24.2 Reactions of complex B3

From intermediate B3, the reaction in general may proceed via three
different pathways, La, L.b and Lc, which will be discussed separately.

2421  PathlLa
Path Lais a reverse reaction leading to reactants B1 + H, It takes place
with a 11.6 kcal/mol barrier and is exothermic by 7.9 kcal/mol.
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2422 Path Lb

The second pathway, Path Lb, is also a dihydrogen elimination process
which involves, as seen in Figure 7, migration of the bridging H*-ligand to
Zr* (and HY) through transition state B4 to form BS, [pznz]Zr(u-nz-cis-
HNNH)Zr(n?-Hy)[p,n,]. At the transition state B4, H” has already moved to
the Zr* center from the bridging position between Zr atoms in B3, and has
almost formed the H2-H? bond at 0.880A. Quasi-IRC calculations from B4
confirm that this transition state connects B3 and BS. This reaction occurs
with a 21.5 kcal/mol barrier and is about 21 kcal/mol endothermic relative to
complex B3 (see Figure 8). BS is a weak H; molecular complex with the
Zr(u-n>-HNNH)Zr core and has a non-coplanar Zr-Zr-N-N structure, as in
B1, with the N-N bond preserved. The H; molecule can dissociate easily to
give complex AlS, [pznz]Zr(p-nz-cis-HNNH)Zr[pznz], which has been
discussed in detail above.

As shown in Figure 7, from A1S the reaction splits into two paths. The
first, which has been partially already discussed, starts with cleavage of the
N-N bond via transition state A16 and leads to the formation of [p,n,]Zr(-
HN),Zr{p,n;], A17, with a coplanar Zr(l-NH),Zr core. The process A15 —
A17 occurs with about 20 kcal/mol barrier (for unconstrained optimization)
and is exothermic by 65.8 kcal/mol. However, complex Al7 is not the
energetically most favorable product either of the reaction B1(A7) + H, nor
of the reaction started from complex B3. Indeed, complex A17 may
coordinate and activate a second hydrogen molecule (if it is still available) at
transition state B7 and lead to formation of the thermodynamically most
favorable product, [pan;]Zr(u-NH)(1-NHz)(U-H)Zr{p,n,], B8. Our quasi-IRC
calculations confirmed B7 as TS for H-H addition, which also can be seen
by analyzing its geometrical parameters. Indeed, at TS B7 the H-H bond is
elongated to 0.997A, and the formed Zr'-H? and N'-H? bonds shrink to
2200A and 1375A, respectively. However, according to the quasi-IRC
calculations, transition state B7 does not connect directly to reactants A17 +
H, with complex BS8; instead, it connects to the weakly bound A17(H,)
molecular complex (not presented in Figures 6 and 7) with the complex B8’
(not presented in Figures 6 and 7) having a (H)Zr(u-NH)(u-NH,)Zr core.
The B8’ — B8 isomerization, corresponding to migration of H atom (atom
H?) from a terminal (coordinated to only one of Zr-centers) to a bridging
(coordinated to both Zr-centers) position, is expected to be a kinetically easy
process, and has been discussed above.

As seen in Figure 7, complex B8 with the Zr(u-NH)(U-NH)(-H)Zr core
is calculated to be 48.7(45.6), 43.0(53.5) and (65.6) kcal/mol lower in energy
than reactants B1(A7) + H,, B3 and A15 + H,, respectively. Process A17 +
H, — B8 is found to be 2.3 kcal/mol endothermic, but 4.4 kcal/mol
exothermic in the unconstrained and constrained Zr-P calculations,
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respectively. Both Zr-N'(H) distances are 2.119A, while the Zr-N*(H,)
distances are 0.23A larger (see Figure 6), as expected from the weaker bonds
to a tetrahedral N atom. The bridging Zr'-H? and Zr*-H? bonds are both
2.082A. As noted above, the Zr-Zr distance is short, 3.179A, and the N-N
bond is completely broken at an internuclear distance of 2.778A. The three
bridging ligands (N'H, N*H, and H?) bring the two Zr atoms closer and the
absence of a N-N bond concentrate the bonding between the bridging N
atoms and the Zr atoms.

Thus, the process from B3 with the Zr(u-n>-cis-HNNH)(u-H)Zr core +
H; —» TS B4 - BS — (-H;) — A15 —» TS Al16 — Al17 - (+H;) » TS B7
— B8 occurs with about 21.5, 18.9 and 25.0 kcal/mol barriers at TS’s B4,
A16 and B7, respectively.

The most important finding in this subsection is that a pathway has been
found to convert B1(A7), [psn:]Zr(k-n*-NNH)(u-H)Zr[p,n,], to complex
A17 with the Zr(u-NH),Zr core, by the aid of the second reacting hydrogen
molecule. In our previous studies (see above), where we studied reaction of
[pznz]Zr(p.-nz-Nz)Zr[pznz], A1, with the first H,, and showed that, while the
complex [pn,)Zr(U-NH),Zr[p,n;], Al7, is thermodynamically the most
stable product of the reaction, and even more stable than the experimentally
observed product A7(B1), it cannot be generated during the reaction of Al +
H, because of the existence of very high barrier (about 55 kcal/mol) for
unimolecular rearrangement of A7 to Al7. However, our new results
presented here point to both the kinetic and thermodynamic feasibilities of
the formation of complex Al7. Addition of H, to [pen;])Zr(u-n*-
NNH)Zr[p;n,](n-H), B1(A7), followed by re-elimination of H,, gives AlS
which can be converted into the thermodynamically most favorable product
A17, with overall barriers of about 20 kcal/mol at TS B2 (for the second H,
addition) and at TS A16.

A second process that can start from Al15 is the coordination and
activation of a second H, molecule leads to complex Zr(u-NH)(u-NH,)(u-
H)Zr B8. This process is exothermic by about 21 kcal/mol, and occurs with a
21.0 kcal/mol barrier at TS B6. As seen in Figure 6, at the transition state B6
the broken H2-H? bond is elongated to 0.917A, while the formed Zr*-H? and
N'-H’ bonds are 2.312 and 3.122A, respectively. In other words, the H-H
activation takes place mainly on one of Zr-centers, followed by migration of
H? to N'. This localization is caused by the existence of the N-N bond in TS
B6, compared with its absence in TS B7. Once again, quasi-IRC calculation
shows that TS B6 connects reactants A15 + H, (more precisely, a weakly
bound A15(H;) complex not presented in Figures 6 and 7) with complex B8’
(also, not presented in Figures 6 and 7) having the (H)Zr(u-nz-NH)(u-nz-
NH;)Zr core. As discussed above, B8’ can rearrange into complex B8 with a
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small energetic barrier (not studied here) via migration of the H? atom from a
terminal to a bridging position.

Although both processes (the N-N bond cleavage leading to Al7
followedby H; addition to give B8, and the direct H, addition leading to B8)
starting from A15 occur with moderate energetic barriers and are
exothermic, the process via A17 looks slightly more favorable. Since the
calculated rate-determining barriers for both processes starting from A1S are
comparable to that corresponding to addition of the first H; molecule to A1,
which is known to occur under laboratory conditions, one expects that the
former processes also will be experimentally feasible under appropriate
laboratory conditions.

2423  Path Lc.

The third pathway starting from B3, path Le, involves migration of H?
from Zr? to either of the N' or N? centers to form the second N-H bond, and
leads to complex B10. The first step of this process, migration of the H?
atom from Zr* to N* (or NY), occurs through TS B9. As seen in Figure 6,
there is no significant change in the Zr*-H’ bond length of 1.982A in B9
compared to its value of 1.977A in B3. The H*-N? distance in B9 is 1.577A.
In this process, the bridging Zr-H?-Zr bond lengths become more equal
(2.116A and 2.026A, respectively) as Zr* begins to lose its localized Zr*-H?
bond in the migration process. The migration of H® from Zr* to N* has two
other major consequences. Firstly, the Zr*-N' bond is essentially broken,
being elongated to 344A, with a consequential shortening of the Zr'-N'
bond from 2.260A in B3 to 1965A in B9. This latter distance can be
considered to be double bond length. The second structural feature is the
breaking of the N-N bond, where its distance is 1.958A in B9 compared to
the normal 1483A in B3. The breaking of the N-N bond is an interesting
consequence of the increased coordination around N?. The Zr'-N? bond is
also elongated to 2.630A in B9 from 2.163A in B3, as expected from the
incipiently tetracoordinate N* in B9. The Zr*-N? distance actually contracts
from 2.317A in B3 to 2.113A in B9 due to the bridging H® atom. The
breaking of the Zr*-N! bond in B9, is temporary, as we will see, and
apparently serves to allow the strengthening (shortening) of the Zr?-N? bond
needed by the migration process. The calculated barrier for H® migration
from Zr* to N' is a substantial 41.1(36.1)kcal/mol relative to the B3
complex.

The quasi-IRC calculations confirm that TS B9 connects structures B3
and B10. In complex B10, the transfer of H® from Zr* to N? is complete, the
Zr'-N? bond is completely broken, and N'(H') reattaches itself to Zr*. This
reformation of the latter bond shows that its breaking in B9 was a step to
facilitate the main process. The detachment of the N'H, group from Zr*
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avoids the formation of a four coordinate N atom. The stability of B10 is
considerable, -54.3(-36.5) kcal/mol relative to reactants (B1 + H,).

At the next step, B10 can be converted to B8 essentially by the
reattachment of N to Zr'. Additional changes involve the partial rotation of
the bridging N*H, group to form a tetrahedral N? atom with the two Zr and
two H atoms, and the contraction of the Zr-Zr bond to 3.179A in B8 from to
3.437A in BI10. Complex B8 is actually nearly exactly symmetric with an
approximate reflection plane perpendicular to the Zr-Zr axis on the line of
the bridging N2-N'-H? atoms. All our attempts to locate the transition state
connecting B10 and B8 failed, suggesting that the energetic barrier
separating these two structures is small. This conclusion also has been
confirmed by partial geometry optimization of the expected transition state
between structures B10 and B8. Indeed, starting with structure B10, stepping
the N2-Zr'-N?distance from 4.281A downward in fixed intervals of 0.25A,
and reoptimization of all other geometry parameters at each fixed Zr'-N?
distance gives an energy maximum of ~3 kcal/mol(relative to B10) at a Zr'-
N? distance of 3.25A. Equilibrium geometry optimization starting from such
a "TS" structure results in complex B10. Stepping the Zr'-N? distance down
to 2.50A and releasing the Zr'-N’ constraint in an equilibrium geometry
optimization gives B8. The conclusion to be drawn from these results is that
there probably is a small barrier between B10 and B8, but we were not able
to find the TS structure.

The results presented above and their comparison with those for the Al
+ H; reaction indicate that addition of the second hydrogen molecule to
BI(A7) should be as easy as addition ofthe first H, molecule to Al, which is
known to occur at laboratory conditions. Indeed, the rate-determining
barriers of the reaction sequence, A1 + H; = A3 — A7 and B1(A7) — B3
are calculated to be 21.2 and 19.8 (19.5) kcal/mol, respectively. However,
the first process is exothermic by 13 kcal/mol, while the second process is
endothermic by 8 kcal/mol.

From the resultant complex B3, the process can proceed via three
different paths, La, Lb and I.c. Path La, corresponding to reverse reaction
B1(A7) « B3, is likely to be more preferable because of the lower (11.6
kcal/mol) barrier. Path Lc is not feasible because of high, 41.1(36.1)
kcal/mol barrier. However, path Lb can be competitive to La; it occurs with
a barrier, 21.5 kcal/mol, and leads to A1S. From A1S two new processes, the
N-N bond cleavage leading to A17 followed by H, addition to give B8, and
the direct H; addition leading to B8, could start. Although both processes
occur with moderate barriers and are exothermic, the process proceeding via
the N-N bond cleavage leading to A17 and then B8 looks slightly more
favorable. Either of these processes should be experimentally feasible under
appropriate laboratory conditions. In other words, the direct reaction of
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[ Zr(u-1F-No)Zrfpany], AL, with the first Hy molecule cannot produce the
thermodynamically most stable product [pny]Zr(i-NH):Zr(p;n;], Al7,
because of the very high barrier (about 55 kcal/mol) for the unimolecular
rearrangement of A7 to A17. However, product A17, can eventually be
formed by the reaction ofthe second hydrogen molecule with A7.

243 Reaction of complex B11

Another reasonable starting point for addition of the second H, molecule
is [pznz](H)Zr(u-nZ-NNH)Zr[pznz], A3, called B11 below, although this
complex has not been observed experimentally. A3 is expected to quickly
convert to A7, which has been isolated and characterized. Here, the reaction
may proceed via two different paths, Il.a and ILb, which differ by the
direction of approach of the attacking dihydrogen (see Figures 8 and 9). The
first of them, IL.a, corresponds to coordination of the H, molecule from
above (where there is no Zr-Zr bond, and the N-N bond is protruded, and
consequently is easily accessible), while the second pathway, ILb, involves
coordination of H, from below, where there is the Zr-Zr bond and the N-N
bond is sheltered inside. Both of these pathways lead to complexes of the
(H)Zr(u-n*-HNNH)Zr(H) type with two bridging N-H bonds parallel to each
other. However, in the first case the N-H bonds are located cis, while in the
second case they are frams to each other. Let us discuss these pathways
separately.
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Figure 8. The calculated geometries (distances in A and angles in deg) of the reactants,
intermediates transition states and products of the reaction B11 (C3) + H,, the addition of the
second hydrogen molecule to the complex Al. For clarity, the ancillary PH; and NH; ligands
are omitted in the illustration. Numbers given in parentheses were obtained upon constraining
the Zr-P bond distances to 2.80 A

2431 PathlIla

This path starts by coordination of the H, molecule to B11(A3) from
above, where addition of the H-H bond to the Zr* and N? atoms occurs. In
the four-center transition state, B12, for this reaction, as seen in the Figure 8,
the H*-H® bond to be broken is elongated from 0.743A in the free
dihydrogen molecule to 1.037A, while the forming N2-H* and Zr*-H? bonds
are calculated to be 1.313A and 2.311 A, respectively. Approximate IRC
calculations starting from B12 actually lead to B11” + H; in the reverse (B12
— B11) direction with the constrained geometry optimization. B11” (not
presented in Figure 8) is an isomer of B11, where the PH; ligands are located
trans to each other in both Zr' and Zr’. In the forward direction IRC
calculations lead to the product complex B13, presented in Figure 8. The
barrier height from B11 + H, to B12 is calculated to be 21.3 kcal/mol, which
is only ~2 kcal/mol higher than the B1—-B2 path discussed in the previous
section. In the product complex B13 two N-H bonds are located cis to each
other. The calculated HN-NH bond distance, 1.4891&, is very close to that in
TS BI12, (1.486A) and reactant B11 (1.502A). The Zr'-H? and Zr’-H’
distances, both 1.954A, are also close to the Zr-terminal hydrogen bond
distance, Zrl-Hz, calculated for the reactant B11 at 1.956A, and for TS B12
to be 1.950A. The reaction B11 — B12 — B13 is exothermic by 1.6
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kcal/mol. Since the calculated barrier at TS B12 is similar to those for the Al
— A2 (see section B.b) and B1— B2 processes, and the reaction B11 —
B12 — B13 is exothermic, one may expect that ILa is a feasible reaction
path.

In the next step, H® migrates from Zr* to N'. This step can start either
from B13 or from its energetically less stable (by 7.2 kcal/mol) isomer B13’,
where the PH; ligands of the Zr'-center are positioned cis (while in B13 they
are trans) to each other. Since this step of the reaction is not a crucial one,
we studied it only for complex B13’.

Figure 9. The calculated potential energy profile of the reaction B11(A3) + Hj, the addition of
the second hydrogen molecule to complex Al. For clarity, the ancillary PH; and NH; ligands
are omitted in the illustration. Numbers given in parentheses were obtained upon constraining
the Zr-P bond distances to 2.80 A.

It was found that the migration of H® fromZr* to N' occurs via TS B14,
where H’-N'is 1.707A, Zr-H’=2.074A, and Zr'-N' and N*-N' are stretched
to 3.157A and 1.892A, respectively. Formation of B14 is accompanied by a
breaking of the Zr'-N' and N'-N? bonds, while the Zr’-N' bond shortens to
1.997A. The Zr-Zr distance elongates in TS B14 to 4.155A, presumably due
to the loss of bridging Zr-N'-Zr bonding and the use of Zr orbitals for the
breaking zr*-H bond, which still has a bond length of 2.074A in B14. The
barrier height for the H® migration is calculated to be 36.8 kcal/mol, relative
to the B13’. Again, as in A8, A14 and B9, after the initial H, addition and
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possible bond preserving rearrangements, the subsequent reaction path is
effectively blocked by this high barrier.

TS B14 leads to the complex B15. Here all the incipient changes found in
TS B14 have completed; N' has two N-H bonds and is essentially localized
on Zr* and the N-N bond is completely broken. In almost every aspect, B15
is an analogue to B10 of the previous reaction path. This is true even
energetically; B15 is 36.6 kcal/mol more stable than reactants (B1 + H,) and
79 kcal/mol below TS B14 in the Zr-P frozen geometries. For the
unconstrained structures, the corresponding stabilities are 33.6 and 72.8
kcal/mol. The similarity in developments along the A (first H;) and B
(second H,) reaction paths is very clear, both structurally and energetically.

In the final reaction step, the Zr*-N' bond is formed to give B17, with N*-
H* and N'-H, groups bridging across the two Zr atoms. The localized Zr'-H?
bond is preserved but rotated away from Zr'-N* towards the new Zr'-N'
bond. The Zr-N' bond lengths are longer than Zr-N?, because of the higher
coordination of N'. The Zr'-N distances are longer than Zr*-N because of the
Zr'-H? bond. The N'-N? bond is completely broken at 2.864A, while Zr'-Zr*
shortens to 3.364A, characteristic of Zr-Zr distances in these complexes
when the bridging N atoms are not bonded to each other. The exothermicity
of B17 is 47.0 kcal/mol in the frozen Zr-P distance geometry relative to
reactants, and 9.4 kcal/mol relative to B15. TS B16, representing the
incipient closing of the Zr>-N" bond and rotation of the Zr'-H? bond has not
been found. The barrier for this process is expected to be small. We also
have calculated the products of migration of the terminal H*-ligand in B17
from Zr' to N?H and to N'H'H’, which are Zr(u-NH;),Zr, B18 and
(NH;3)Zr(u-NH)Zr, B19, respectively. Since these processes are endothermic,
by 17 and 21 kcal/mol, respectively, we did not explore the intermediate
structures and transition states.

The above presented results show that path IL.a, B13 — B13’ — B14 —
B15 —..., is kinetically unfavorable and unlikely to proceed further.
However, the alternative pathway starting from B13 or B13¥ and leading to
complex B3, the direct product of the B1(AT) + H, reaction, is likely to be
feasible. Indeed, B13 and B13’ are isomers of the complex B3. They lie 14
kcal/mol lower and 4.2 kcal/mol higher than B3, respectively, and are
probably connected by a TS for rotation of Zr'H?-group around the Zr'-N
bonds (possibly as seen in B13”), or migration of H? from the position cis to
the NH bonds to the trans position. Although we did not study this process
carefully, one may assume that B13 can be converted to B3, and continue
along the allowed path mapped for B3 in Figures 6 and 7.
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2432 Path ILb

The second pathway for the reaction B11(A3) + H, leads to complex
B21, where the N-H bonds are trans to each other. It takes the now familiar
path; addition of Hz across the Zr*-N* bond, where the original hydrogen
atoms are in the N'-H' and Zr'-H? bonds. TS B20 for this reaction involves
four atoms, Zt%, N%, H’ and H, in the active regions and has the typical bond
distances:  N*-H*=1.369A, H-H*<1.033A, H’-Zr'=2219A and Z’-
N2=2.154A. The last bond length is normal, while typical equilibrium bond
distances for the others are, N-H=1.035A, H-H=0.74A and H-Zr=1.95A. The
barrier height from B11(A3) + H, to B21 is 32.4(24.7) kcal/mol at the TS
B20. The ~7 kcal/mol difference in the barrier height is mainly due to
B11(A3), which is destabilized more than B20 under the Zr-P constraint. Of
course, this "destabilization" represents the constraints of the [P,N,] ligand
and should give more realistic energetics. Thus, 24.7 kcal/mol is the barrier
height, which is ~5 and 3.5 kcal/mol higher than the B1—»B2 and B11—B12
barriers, respectively. The calculated difference is not sufficiently large to
rule out this path as experimentally unfeasible.

TS B20 leads to complex B21. Here, the N-H and Zr-H bonds form a
relatively symmetric geometry, moderated by the eclipsed nature of pairs of
N-H and Zr-H bonds. Thus, Zr*-N* is 2.355A and Zr'-N? is 2.251 A. The
same difference is found for the Zr*-N' and Zr'-N" bond lengths. It should be
noted that the N'-N? bond length is hardly affected in going B11 — B20 —
B21; all three distances being within 0.005A of each other. This has been
found and explained for the previous H-H additions across Zr-N. The two N-
H bonds in B21 are trans to each other across the N'-N? bond. This trans
conformation does not allow hinging at the N'-N? axis that would allow a
stronger Zr-Zr bonding interaction. Therefore, the Zr,N, core in B21 is
essentially planar and the Zr-Zr distance is long at 4.353A. This distance can
be compared with the corresponding value in A3 (3.697A) and in B3
(3.558A). The latter is the product of A7 + H, and is strongly hinged at the
N'-N? axis, which is allowed by the two N-H bonds having the cis
conformation.

Reaction product B21 is calculated to be 12.5(14.4) kcal/mol above B11
+ H,. This energy difference is higher than B3 relative to B1 + H, and B13
relative to B11 + H; and again indicates that B11 — B21 is probably less
favorable than B1 — B3 and/or B11 — B13. The approximate IRC starting
from the TS actually leads to B11' (not presented in Figure 8) + H, in the
reverse (B20 — B11) direction. B11’(A3’ in the previous section) closely
relates to B11 and differs from that mainly by having the Zr'-H? bond
rotated from being approximately parallel to N'-H' to approximately
perpendicular to N'-H' and tilted upward towards the [psn,] cluster on Zr'.
B11' is 1.9(1.3) kcal/mol less stable than B11. The structure B11’, more
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likely, is an artifact of the simple [pan;] model for the macrocyclic ligand
(for detail see our paper) [13, 14]. In any event, given the similarity in
structure and energy of B11 and B11', we treat them as equivalent, from the
point of view of the reaction path. In the forward direction (B20 — B21), the
unconstrained geometry optimization leads directly to B21, but the Zr-P
frozen optimization leads to a form of B21 (B21', not shown in Figure 8)
having one Zr-H bond rotated away from being eclipsed with an N-H bond
towards alignment with the N'-N? bond axis. B21' is ~6 kcal/mol more stable
than B21, due to the relief of one eclipsed Zr-H/N-H interaction. However,
in B21', the orientation ofthe {p,n;] ligands on the Zr center with the rotated
Zr-H bond has the two PHj; groups cis to each other, rather than trans as in
the real [P;N2] ligand. The B21 structure, although more stable than B21’,
would then seem to be an artificial result of the unconnected [psn;] model in
place of the macrocyclic [P;N,]. From the reaction path point of view, we
treated structures B21 and B21' as the same. Therefore, one concludes that
the approximate IRC in both the forward and reverse directions from TS B20
leads to B11 (B11') and B21 (B21'), respectively.

The next stage of the reaction mechanism is the motion connecting B21
with the two bridging N-H bonds trans to each other to B13 with cis N-H
bonds. B13 is calculated to be more stable than B21 by 16.0 kcal/mol in the
Zr-P frozen structures. This stabilization can be explained in terms of the
stronger Zr...Zr interaction in B13, which also resulted in the “bent”
eclipsed conformation. Indeed, the Zr...Zr distance is found to be much
longer in the staggered conformation than in the eclipsed one. The barrier(s)
for B21 — B13 can be expected to be small. As pointed out above, in B13
the Zr,N, core is hinged at the N'-N? axis. Because of this difference
between B21 and B13 it is difficult to assess the degree of motion of the
[p2n;] ligands, if any, in going from B21 to B13. The Zr-N and N-N bond
distances do not change much from B21 to B13, as expected from the
preservation of all the bond types. The Zr-Zr distance decreases from 4353A
to 3.970A (B13) due to the hinged bending of the Zr,N, core. Thus, the
above presented results show that the addition of the second hydrogen
molecule to B11 takes place via path ILa, which is kinetically and
thermodynamically more favorable than path ILb. Indeed, reaction B11 + H,
— B13, path ILa, occurs only with the 21.3 kcal/mol barrier and is
endothermic by 5.6 kcal/mol. In contrast, reaction B11 + H, — B21, path
ILb, requires 24.7 kcal/mol and is endothermic by 14.4 kcal/mol. However,
in both cases the reverse reactions, B13 — B11 + H; and B21 — B11 + H,,
respectively, which occur with only by 15.7 and 10.3 kcal/mol barriers and
are exothermic (by 5.9 and 14.4 kcal/mol, respectively) will occur more
easily, and the addition of the H, molecule to complex B11 (A3) has to
compete against this process.



The N-N Triple Bond Activation by Transition Metal Complexes 355

2.5 Addition of the third hydrogen molecule, reaction C.

The complexes that can be starting points for addition of the next
molecule of H; are B3 (which we call C1), B13(C4) and B21(C7). Because
of atomic congestion, only Zr-P frozen structures were optimized for the
expected TS’s and products of these reactions.

251 Reaction of complex C1

Let us start our discussion from the reaction of C1 with a dihydrogen
molecule. As seen in Figure 10, the addition of H, to C1 occurs across a Zr-
N bond. Reactant C1 has Zr*-H?, N'-H', N%-H* and Zr'-H%-Zr* bonds. The
third H, molecule can then attach to the hydrogen-bare Zr* and one of the
bridging nitrogen atoms (N' in our case) to form a N'.HS%.H%.z¢' ring. As
seen in the TS, C2, active site internuclear distances have their usual values:
H’-H® =1.048A, H°-N'=1.294A and H’-Zr'=2.251A. The last value is
somewhat longer than in similar TS’s discussed in earlier sections, probably
because of the additional general crowding of a larger number of atoms. The
Zr*-N' bond is elongated to 2.722A because of the high coordination around
N'. The Zr'-N' distance is constrained by the active site ring. The Zr-Zr
distance is 3.579A, typical for systems with a bridging Zr-H-Zr bond. The
N'-N? bond is preserved at 1.456A. The product of reaction C1 + H; is C3.
Each Zr atom has a Zr-H bond, but Zr' B s longer because of stronger
bonding of Zr' to N'. The Zr*-N' bond is broken at 3.312A, but the N'-N?
bond is maintained at 1.473A. The Zr-Zr distance is essentially unchanged in
the C1 = C2 — C3 transformation. The barrier height at C2 is calculated to
be a relatively high, 28.8 kcal/mol. C3 is calculated to be 3 kcal/mol above
reactants (C1 + H,).
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Figure 10. The calculated geometries (distances in A and angles in deg) and energetics of the
transition states and products of the reactions B3 (C1) + H,, B13 (C4) + H; and B21 (C7) +
H,, the addition of the third hydrogen molecule to the complex Al. For clarity, the ancillary
PH; and NH, ligands are omitted in the illustration. All these resuits are obtained upon
constraining the Zr-P bond distances to 2.80 A.



The N-N Triple Bond Activation by Transition Metal Complexes 357
252 Reaction of complex B13

Starting from C4, addition of the third dihydrogen molecule takes place,
as expected, across one of the two longer Zr-N bonds. As seen in Figure 7, in
TS C5, the dihydrogen H’-H® bond being broken is elongated to 0.865A.
Meantime the forming H®-N' and Zr*-H® bonds are found to be 1.540A and
2.256A, respectively. These values of the forming and breaking bonds
during the reaction clearly indicate an early (reactant-like) character of TS
C5. At C5, the Zr'-N' and Zr*-N? bond distances have changed only slightly,
while, as expected, the Zr*N' and Zr’-N? bond distances changed
significantly; the first of them is completely broken, while the other is
elongated by 0.13A. The N'-N? bond is preserved at 1489A. The product C6
has a completely broken Zr'-N' bond, but the N'-N? bond is preserved at
1482A. Zr* has two Zr-H bonds and Zr' has only one. The C4 — C6
reaction is calculated to be 8.7 kcal/mol endothermic. The barrier height at
CS is calculated to be 25.5 kcal/mol.

253 Reaction of complex B21

As shown above, C7 has the same type and number of bonds as C4,
differs only in conformation, and is 16 kcal/mol less stable than C4(B13).
One may expect that the products of reaction C7 and C4 with another H,
molecule also will be different from each other by conformational changes.
Therefore, we will not discuss the geometries of transition state C8 and
product C9. Here, we would only like to point out that the C7 + H, — C8 —
C9 reaction takes place with an 18.1 kcal/mol barrier and is exothermic by
100 kcal/mol.

We did not investigate possible processes starting from C3, C6 and C9.
However, we have calculated complex C10 with the (H)Zr(u-NH,),Zr(H)
core, which can be a result of multiple (or single) rearrangements of
complexes C3, C6 and C9. As seen in Figure 10, the main structural features
of C10 are two bridging NH,-groups and a terminal hydrogen atom on each
Zr-center. The calculated N-N distance, 2.638A, in C10 is significantly
longer than that for structures C3, C6 and C9, and thus the N-N bond is
completely broken in C10. C10 is calculated to be significantly lower by
energy than C3, C6 and C9; for example, it lies about 55.1 kcal/mol lower
than C9.

In summary, we note that, for B3(Cl) and BI13(C4), the
thermodynamically most favorable products of the addition of two H;
molecule to Al, the calculated barrier heights of reactions with the third H»
molecule are a few kcal/mol larger than those for the first and the second H,
addition processes we reported above. Therefore, by adjusting the reaction
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conditions or by optimizing ligands, the reaction of the third H; molecule
may be possible.

2.6 Summary

From these studies, one may draw the following conclusions:

1. The reaction of the model complex, Al, [pznz}Zr(u—nz-NZ)Zr[pznﬂ, where
[pn2] = (PH3)(NH;); with a hydrogen molecule proceeds via a 21
kcal/mol barrier at the “metathesis-like” transition state, A2, for the H-H
bond activation, and produces the diazenidohydride complex, A3, and
diazenido--hydride complex, A7. Complex A7 lies a few kcal/mol lower
than A3, and is the only observed product of the experimental analog of
the calculated A1 + H; reaction. However, the experimentally observed
diazenido-u-hydride complex, A7, is not the lowest energy structure on
the reaction path. The hydrazono complex A13 with a bridging NH; and
the hydrado complex A17 with two bridging NH units are calculated to be
more stable than A7 by about 40-50 kcal/mol. However, these complexes
cannot be generated by the reaction of Al + H, at ambient conditions
because of very high (nearly 55-60 kcal/mol) barriers at A10 and Al4
separating them from A7.

2. The addition of a hydrogen molecule to B1 (the addition of the second H»
to A7), the experimentally observed product of the reaction Al + Hj, can
take place to give product B3 with a 19.5 kcal/mol barrier, which is 1.2
kcal/mol smaller than that for the Al + H, — A7 reaction. Since the
addition of the first H; molecule to Al is known to occur at laboratory
conditions, one predicts that the addition of the second hydrogen
molecule to Al (or the addition of the H, molecule to B1(A7)) should
also be feasible.

3. From the product B3, which lies by 5.7 kcal/mol lower than reactants B1
+ Hj, the process will most likely proceed via either channel La (the
reverse dihydrogen elimination reaction B3 — B1 + H;) or channel Lb
(another dihydrogen elimination process, B3 — AlS + H,). Both
processes have relatively moderate barriers, 25.5 and 35.1 kcal/mol,
respectively. Path Lc is not feasible because of the high barrier of
41.1(36.1) kcal/mol. Later in the sequence of reactions, at complex AlS,
channel Lb, may split into two new pathways leading to the same product
B8 with the Zr(u-nz-NH)(p.-H)(u-nZ-NHz)Zr core. The first pathway,
Al5 — TS(A16) —» A17 — TS(B7) — B8, proceeding via N-N bond
cleavage leading to A17 and then H; addition to give B8, is slightly more
favorable than the second pathway of direct H; addition to A1S to give
BS8. Thus, complexAl7, [pny] Zr(u-NH)Zr[psny], the thermodynamically
most stable but kinetically not accessible product of the reaction of
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[pa12] Zr(u-17-N2)Zr[pony], A1, with the first Hy, is now obtained with the

aid ofthe second reacting hydrogen molecule.

4. Reaction of B11(A3) with H, occurs with a 21.3 kcal/mol barrier, via
path ILa and leads to complex B13 or B13’, where the N-H bond are
located cis to each other. Later, B13 and B13’ which are isomers of the
complex B3, rearranges to complex B3, and can follow the path allowed
for B3.

5. Present preliminary calculations suggest that addition of the third H,
molecule to A1 is kinetically less favorable than the first two.

Thus, the findings presented above and their comparison with those
available from experiment indicate that addition of the second (and third)
hydrogen molecule to complex (pana]Zr(u-n>-N2)Zr[psna], Al should be
feasible under appropriate laboratory conditions, and formation of ammonia
from dinitrogen and dihydrogen molecule could be catalytic process (see
Figure 11). We encourage experimentalists to check our theoretical
prediction.

Figure 11. The calculated rate-determining barriers and energies of the reaction A1 + 3H, +
N, & Al + N, — 2NH;. Numbers given without parenthesis, and in (..) and [..] correspond
to the first, second and third dihydrogen addition process, respectively.
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3. CONCLUDING REMARK

In spite of the numerous experimental and theoretical recent
developments, the catalytic activation and fixation of the dinitrogen
molecule still remains a challenge to chemistry. The studies presented above
demonstrate that the major problem for dinitrogen activation comes from the
high kinetic stability of the N=N triple bond. While nature has found a
unique way (nitrogenase) to perform this difficult task, scientists are still
looking for a breakthrough in this field of the chemistry. So far, all the
reactions to activate of N=N triple bond under laboratory conditions require
the coordination of a N, molecule to the transition metal centers to form a
M,(N;) complex. Numerous data suggest that the stronger the M,-N; bonds
the easier N=N bond cleavage, which could occur via various ways
including protonation, nucleophilic addition, hydrogenation and coordination
of another transition metal center. However, the strong M-N, bond also
makes dinitrogen fixation extremely difficult because of the difficulties in
utilization of the formed M=N bond. Therefore, the search for new and
efficient ways for utilization of a strong M=N bond becomes one of the
important tasks. Another important and more effective way could be
insertion of the N, ligand into a M-L bond, which requires comprehensive
studies. In the solution of these problems the close collaboration of
experimentalists and theoreticians is absolutely necessary.

For example, the above presented theoretical results and comparison of
those with available experiment clearly indicate that addition of the second
(and third) hydrogen molecule to complex [pany]Zr(u-n>-No)Zr[p,n,], Al
should be feasible under appropriate laboratory conditions, and formation of
ammonia from dinitrogen and dihydrogen molecules could be a catalytic
process (see Figure 11). This conclusion should be tested by
experimentalists.
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