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Preface

The aphorism ‘‘Knowledge is power’’ applies to diverse circumstances.
Anyone who has climbed an organizational ladder during a career understands
this concept and knows how to exploit it. The problem for scientists, however,
is that there may exist too much to know, overwhelming even the brightest
intellectual. Indeed, it is a struggle for most scientists to assimilate even a
tiny part of what is knowable. Scientists, especially those in industry, are
under enormous pressure to know more sooner. The key to using knowl-
edge to gain power is knowing what to know, which is often a question
of what some might call, variously, innate leadership ability, intuition, or
luck.

Attempts to manage specialized scientific information have given birth to
the new discipline of informatics. The branch of informatics that deals primar-
ily with genomic (sequence) data is bioinformatics, whereas cheminformatics
deals with chemically oriented data. Informatics examines the way people
work with computer-based information. Computers can access huge ware-
houses of information in the form of databases. Effective mining of these data-
bases can, in principle, lead to knowledge.

In the area of chemical literature information, the largest databases are
produced by the Chemical Abstracts Service (CAS) of the American Chemical
Society (ACS). As detailed on their website (www.cas.org), their principal
databases are the Chemical Abstracts database (CA) with 16 million docu-
ment records (mainly abstracts of journal articles and other literature) and
the REGISTRY database with more than 28 million substance records. In
an earlier volume of this series,* we discussed CAS’s SciFinder software for
mining these databases. SciFinder is a tool for helping people formulate
queries and view hits. SciFinder does not have all the power and precision
of the command-line query system of CAS’s STN, a software system developed
earlier to access these and other CAS databases. But with SciFinder being easy

*D. B. Boyd and K. B. Lipkowitz, in Reviews in Computational Chemistry, K. B. Lipkowitz
and D. B. Boyd, Eds., Wiley-VCH, New York, 2000, Vol. 15, pp. v–xxxv. Preface.
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to use and with favorable academic pricing from CAS, now many institutions
have purchased it.

This volume of Reviews in Computational Chemistry includes an appen-
dix with a lengthy compilation of books on the various topics in computa-
tional chemistry. We undertook this task because as editors we were
occasionally asked whether such a listing existed. No satisfactory list could
be found, so we developed our own using SciFinder, supplemented with other
resources.

We were anticipating not being able to retrieve every book we were look-
ing for with SciFinder, but we were surprised at how many omissions were
encountered. For example, when searching specifically for our own book ser-
ies, Reviews in Computational Chemistry, several of the existing volumes were
not ‘‘hit.’’ Moreover, these were not consecutive omissions like Volumes 2–5,
but rather they were missing sporadically. Clearly, something about the data-
base is amiss.

Whereas experienced chemistry librarians and information specialists
may fully appreciate the limitations of the CAS databases, a less experienced
user may wonder: How punctilious are the data being mined by SciFinder?
Certainly, for example, one could anticipate differences in spelling like
Mueller versus Müller, so that typing in only Muller would lead one to not
finding the former name. The developers of SciFinder foresaw this problem,
and the software does give the user the option to look for names that are
spelled similarly. Thus, there is some degree of ‘‘fuzzy logic’’ implemented
in the search algorithms. However, when there are misses of information
that should be in the database, the searches are either not fuzzy enough or
there may be wrong or incomplete data in the CAS databases. Presumably,
these errors were generated by the CAS staff during the process of data entry.
In any event, there are errors, and we were curious how prevalent they are.

To probe this, we analyzed the hits from our SciFinder searches. Three
kinds of errors were considered: (1) wrong, meaning there were factual errors
in an entry which prevented the citation from being found by, say, an author
search (although more exhaustive mining of the database did eventually
uncover the entry); (2) incomplete, meaning that a hit could be obtained,
but there were missing pieces of data, for example, the publisher, the city of
publication, the year of publication, or the name of an author or editor; (3)
spelling, meaning that there were spelling or typographical errors apparent
in the entry, but the hit could nevertheless be found with SciFinder. In our
study, about 95% of the books abstracted in the CA database were satisfac-
tory; 1% had errors that could be ascribed to the data being wrong, 3% had
incomplete data, and 1% had spelling errors. These error rates are lower lim-
its. There almost certainly exist errors in spellings of authors’ names or other
errors that we did not detect. Concerning the wrong entries, most of them
were recognized with the help of books on our bookshelves, but there are
probably others we did not notice. Many errors, such as missing volumes of
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a series, became evident when books from the same author or on the same
topic were listed together.

If we noticed a variation of the spelling of an author’s name from year
to year or from edition to edition, especially when Russian and Eastern
European names are involved, we classified these entries as being wrong if
the infraction is serious enough to give a wrong outcome in a search. If one
is looking for books by I. B. Golovanov and A. K. Piskunov, for example,
one needs to search also for Golowanow and Piskunow, respectively. The
user discovers that the spelling of their co-author changes from N. M. Sergeev
to N. M. Sergejew! Should the user write Markovnikoff or Markovnikov?
(Both spellings can be found in current undergraduate organic chemistry text-
books.) More of the literature is being generated by people who have non-
English names. But even for very British names, such as R. McWeeney and
R. McWeeny, there are misspellings in the CAS database. Perhaps one of
the more frequent occurrences of misspellings and errors is bestowed on N.
Yngve Öhrn. Some of the CAS spellings include: N. Yngve Oehrn, Yngve
Ohrn, Ynave Ohrn, and even Yngve Oehru! There also may be errors concern-
ing the publishing houses, some not very familiar to American readers. For
example, aside from variability in their spellings, the Polish publisher Panst-
wowe Wydawnictwo Naukowe (PWN) is entered as PAN in one of the entries
of W. Kolos’ books, whereas the others are PWN.

Some of this analysis might be considered ‘‘nit-picking,’’ but an error is
certainly serious if it prevents a user from finding what is actually in the data-
base. Our exercises with SciFinder suggest that it would be helpful if CAS
strengthened their quality control and standardization processes. Cross-
checking and cleaning up the spellings in their databases would allow users
to retrieve desired data more reliably. It would also enhance the value of the
CAS databases if missing data were added retrospectively.

So, what level of data integrity is acceptable? The total percentage of
errors we found in our study was 5%. Is this satisfactory? Is this the best
we can hope for? Hopefully not, especially as more people become dependent
on databases and the rate of production of data becomes ever faster. Clearly,
there is a need for a system that will better validate data being entered in the
most used CAS databases. It is desirable that the quality of the databases
increases at the same time as they are mushrooming in size.

A Tribute

Many prominent colleagues who have worked in computational chemis-
try have passed away since about the time this book series began. These
include (in alphabetical order) Jan Almlöf, Russell J. Bacquet, Jeremy K.
Burdett, Jean-Louis Calais, Michael J. S. Dewar, Russell S. Drago, Kenichi
Fukui, Joseph Gerratt, Hans H. Jaffe, Wlodzimierz Kolos, Bowen Liu, Per-
Olov Löwdin, Amatzya Y. Meyer, William E. Palke, Bernard Pullman, Robert
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Rein, Carlo Silipo, Robert W. Taft, Antonio Vittoria, Kent R. Wilson, and
Michael C. Zerner.* These scientists enriched the field of computational chem-
istry each in his own way. Three of these individuals (Almlöf, Wilson, Zerner)
were authors of past chapters in Reviews in Computational Chemistry.

Dr. Michael C. Zerner died from cancer on February 2, 2000. Other tri-
butes have already been paid to Mike, but we would like to add ours. Many
readers of this series knew Mike personally or were aware of his research.
Mike earned a B.S. degree from Carnegie Mellon University in 1961, an
A.M. from Harvard University in 1962, and, under the guidance of Martin
Gouterman, a Ph.D. in Chemistry from Harvard in 1966. Mike then served
his country in the United States Army, rising to the rank of Captain. After
postdoctoral work in Uppsala, Sweden, where he met his wife, he held faculty
positions at the University of Guelph, Canada, and then at the University of
Florida. At Gainesville he served as department chairman and was eventually
named distinguished professor, a position held by only 16 other faculty mem-
bers on the Florida campus.

Probably, Mike’s research has most touched other scientists through his
development of ZINDO, the semiempirical molecular orbital method and

*After this volume was in press, the field of computational chemistry lost at least four more
highly esteemed contributors: G. N. Ramachandran, Gilda H. Loew, Peter A. Kollman, and
Donald E. Williams. We along with many others grieve their demise, but remember their
contributions with great admiration. Professor Ramachandran lent his name to the plots for
displaying conformational angles in peptides and proteins. Dr. Loew founded the Molecular
Research Institute in California and applied computational chemistry to drugs, proteins, and
other molecules. She along with Dr. Joyce J. Kaufman were influential figures in the branch
of computational chemistry called by its practitioners ‘‘quantum pharmacology’’ during the
1960s and 1970s. Professor Kollman, like many in our field, began his career as a quantum
chemist and then expanded his interests to include other ways of modeling molecules. Peter’s
work in molecular dynamics and his AMBER program are well known and helped shape the
field as it exists today. Professor Williams, an author of a chapter in Volume 2 of Reviews in
Computational Chemistry, was famed for his contributions to the computation of atomic
charges and intermolecular forces. Drs. Ramachandran, Loew, and Williams were blessed
with long careers, whereas Peter’s was cut short much too early.

Although several of Peter’s students and collaborators have written chapters for Reviews
in Computational Chemistry, Peter’s association with the book series was a review he wrote
about Volume 13. As a tribute to Peter, we would like to quote a few words from this book
review, which appeared in J. Med. Chem., 43 (11), 2290 (2000). While always objective in
his evaluation, Peter was also generous in praise of the individual chapters (‘‘a beautiful
piece of pedagogy,’’ ‘‘timely and interesting,’’ ‘‘valuable,’’ and ‘‘an enjoyable read’’). He had
these additional comments which we shall treasure:

This volume of Reviews in Computational Chemistry is of the same
very high standard as previous volumes. The editors have played a
key role in carving out the discipline of computational chemistry, hav-
ing organized a seminal symposium in 1983 and having served as the
chairmen of the first Gordon Conference on Computational Chemistry
in 1986. Thus, they have a broad perspective on the field, and the arti-
cles in this and previous volumes reflect this.

We would like to add that Peter was an invited speaker at the Symposium on Molecular
Mechanics (held in Indianapolis in 1983) and was co-chairman of the second Gordon
Research Conference on Computational Chemistry in 1988. As we pointed out in the Pre-
face of Volume 13 (p. xiii) of this book series, no one had been cited more frequently in
Reviews of Computational Chemistry than Peter. Peter—and the others—will be missed.
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program for calculating the electronic structure of molecules. To relieve the
burden of providing user support, Mike let a software company commercialize
it, and it is currently distributed by Accelrys (née Molecular Simulations, Inc.)
In addition, a version of the ZINDO method has been written separately by
scientists at Hypercube in their modeling software HyperChem. Likewise,
ZINDO calculations can be done with the CAChe (Computer-Aided Chemis-
try) software distributed by Fujitsu. Several thousand academic, government,
and industrial laboratories have used ZINDO in one form or another. ZINDO
is even distributed by several publishing companies to accompany their text-
books, including introductory texts in chemistry.

Mike published over 225 research articles in well-respected journals and
20 book chapters, one of which was in the second volume of Reviews in Com-
putational Chemistry. It still remains a highly cited chapter in our series. In
addition, Mike edited 35 books or proceedings, many of which were asso-
ciated with the very successful Sanibel Symposia that he helped organize
with his colleagues at Florida’s Quantum Theory Project (QTP). If you have
never organized a conference or edited a book, it may be hard to realize how
much work is involved. Not only was Mike doing basic research, teaching
(including at workshops worldwide), and serving on numerous university gov-
ernance and service committees, he was also consulting for Eastman Kodak,
Union Carbide, and others. A little known fact is that Mike is a co-inventor
of eight patents related to polymers and polymer coatings.

Mike’s interests and abilities earned him invitations to many meetings.
He attended four Gordon Research Conferences (GRCs) on Computatio-
nal Chemistry (1988, 1990, 1994, and 1998).* Showing the value of cross-
fertilization, Mike subsequently brought some of the topics and ideas of these
GRCs to the Sanibel Symposia. Mike also longed to serve as chair of the GRC.
The GRCs are organized so that the job of chair alternates between someone
from academia and someone from industry. The participants at each biennial
conference elect someone to be vice-chair at the next conference (two years
later), and then that person moves up to become chair four years after the elec-
tion. Mike was a candidate in 1988 and 1998, which were years when nonin-
dustrial participants could run for election. He and Dr. Bernard Brooks
(National Institutes of Health) were elected co-vice-chairs in 1998. Sadly, Mike
died before he was able to fulfill his dream. At the GRC in July 2000,y tributes
were paid to Mike by Dr. Terry R. Stouch (Bristol-Myers Squibb), Chairman,
and by Dr. Brooks. In addition, Dr. John McKelvey, Mike’s collaborator dur-
ing the Eastman Kodak consulting days, beautifully recounted Mike’s many
fine accomplishments.

Our science of computational chemistry owes much to the contributions
of our departed friends and colleagues.

*D. B. Boyd and K. B. Lipkowitz, in Reviews in Computational Chemistry, K. B. Lipkowitz
and D. B. Boyd, Eds., Wiley-VCH, New York, 2000, Vol. 14, pp. 399–439. History of the
Gordon Research Conferences on Computational Chemistry.
ySee http://chem.iupui.edu/rcc/grccc.html.
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This Volume

As with our earlier volumes, we ask our authors to write chapters that
can serve as tutorials on topics of computational chemistry. In this volume, we
have four chapters covering a range of issues from molecular docking to spin–
orbit coupling to cellular automata modeling.

This volume begins with two chapters on docking, that is, the interaction
and intimate physical association of two molecules. This topic is highly ger-
mane to computer-aided ligand design. Chapter 1, written by Drs. Ingo
Muegge and Matthias Rarey, describes small molecule docking (to proteins
primarily). The authors put the docking problem into perspective and provide
a brief survey of docking methods, organized by the type of algorithms used.
The authors describe the advantages and disadvantages of the methods. Rigid
docking including geometric hashing and pose clustering is described. To mo-
del nature more closely, one really needs to account for flexibility of both host
and guest during docking. The authors delineate the various categories of
treating flexible ligands and explain how each works. Then an evaluation of
how to handle protein flexibility is given. Docking of molecules from combi-
natorial libraries is described next, and the value of consensus scoring in iden-
tifying potentially interesting bioactive compounds from large sets of
molecules is pointed out. Of particular note in Chapter 1 are explanations
of the multitude of scoring functions used in this realm of computational
chemistry: shape and chemical complementary scoring, force field scoring,
empirical and knowledge-based scoring, and so on. The need for reliable scor-
ing functions underlies the role that docking can play in the discovery of
ligands for pharmaceutical development.

The first chapter sets the stage for Chapter 2 which covers protein–protein
docking. Drs. Lutz P. Ehrlich and Rebecca C. Wade present a tutorial on how
to predict the structure of a protein–protein complex. This topic is important
because as we enter the era of proteomics (the study of the function and struc-
ture of gene products) there is increasing need to understand and predict
‘‘communication’’ between proteins and other biopolymers. It is made clear
at the outset of Chapter 2 that the multitude of approaches used for small
molecule docking are usually inapplicable for large molecule docking; the
generation of putative binding conformations is more complex and will
most likely require new algorithms to be applied to these problems. In
this review, the authors describe rigid-body and flexible docking (with an
emphasis on methods for the latter). Geometric hashing techniques, confor-
mational search methodologies, and gradient approaches are explained and
put into context. The influence of side chain flexibility, backbone confor-
mational changes, and other issues related to protein binding are described.
Contrasts and comparisons between the various computational methods are
made, and limitations of their applicability to problems in protein science
are given.
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Chapter 3, by Dr. Christel Marian, addresses the important issue of
spin–orbit coupling. This is a quantum mechanical relativistic effect, whose
impact on molecular properties increases with increasing nuclear charge in a
way such that the electronic structure of molecules containing heavy elements
cannot be described correctly if spin–orbit coupling is not taken into account.
Dr. Marian provides a history and the quantum mechanical implications of the
Stern–Gerlach experiment and Zeeman spectroscopy. This review is followed
by a rigorous tutorial on angular momenta, spin–orbit Hamiltonians, and
transformations based on symmetry. Tips and tricks that can be used by com-
putational chemists are given along with words of caution for the nonexpert.
Computational aspects of various approaches being used to compute spin–
orbit effects are presented, followed by a section on comparisons of predicted
and experimental fine-structure splittings. Dr. Marian ends her chapter with
descriptions of spin-forbidden transitions, the most striking phenomenon in
which spin–orbit coupling manifests itself.

Chapter 4 moves beyond studying single molecules by describing how
one can predict and explain experimental observations such as physical and
chemical properties, phase transitions, and the like where the properties are
averaged outcomes resulting from the behaviors of a large number of interact-
ing particles. Professors Lemont B. Kier, Chao-Kun Cheng, and Paul G.
Seybold provide a tutorial on cellular automata with a focus on aqueous solu-
tion systems. This computational technique allows one to explore the less-
detailed and broader aspects of molecular systems, such as variations in
species populations with time and the statistical and kinetic details of the phe-
nomenon being observed. The methodology can treat chemical phenomena at
a level somewhere between the intense scrutiny of a single molecule and the
averaged treatment of a bulk sample containing an infinite population. The
authors provide a background on the development and use of cellular automa-
ta, their general structure, the governing rules, and the types of data usually
collected from such simulations. Aqueous solution systems are introduced,
and studies of water and solution phenomena are described. Included here
are the hydrophobic effect, solute dissolution, aqueous diffusion, immiscible
liquids and partitioning, micelle formation, membrane permeability, acid dis-
sociation, and percolation effects. The authors explain how cellular automata
are used for systems of first- and second-order kinetics, kinetic and thermody-
namic reaction control, excited state kinetics, enzyme reactions, and chroma-
tographic separation. Limitations of the cellular automata models are made
clear throughout. This kind of coarse-grained modeling complements the ideas
considered in the other chapters in this volume and presents the basic concepts
needed to carry out such simulations.

Lastly, we provide an appendix of books published in the field of com-
putational chemistry. The number is large, more than 1600. Rather than sim-
ply presenting all these books in one long list sorted by author or by date, we
have partitioned them into categories. These categories range from broad
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topics like quantum mechanics to narrow ones like graph theory. The cate-
gories should aid finding books in specific areas. But it is worth remembering
that all the books tabulated in the appendix, whether on molecular modeling,
chemometrics, simulations, and so on, represent facets of computational
chemistry. As defined in the first volume of our series,* computational chem-
istry consists of those aspects of chemical research that are expedited or ren-
dered practical by computers. Analysis of the number of computational
chemistry books published each year revealed an interesting phenomenon. The
numbers have been increasing and occurring in waves four to five years apart.

As always, we try to be heedful of the needs of our readers and authors.
Every effort is made to produce volumes that will have sustained usefulness in
learning, teaching, and research. We appreciate the fact that the community
of computational chemists has found that these volumes fulfill a need. In the
most recent data on impact factors from the Institute of Scientific Information
(Philadelphia, Pennsylvania), Reviews in Computational Chemistry is ranked
fourth among serials (journals and books) in the field of computational chem-
istry. (In first place is the Journal of Molecular Graphics and Modelling,
followed by the Journal of Computational Chemistry and Theoretical Chem-
istry Accounts. In fifth and sixth places are the Journal of Computer-Aided
Molecular Design and the Journal of Chemical Information and Computer
Science, respectively.)

We invite our readers to visit the Reviews in Computational Chemistry
website at http://chem.iupui.edu/rcc/rcc.html. It includes the author and sub-
ject indexes, color graphics, errata, and other materials supplementing the
chapters.

We thank the authors in this volume for their excellent chapters. Mrs.
Joanne Hequembourg Boyd provided valued editorial assistance.

Kenny B. Lipkowitz and Donald B. Boyd
Indianapolis

February 2001

*K. B. Lipkowitz and D. B. Boyd, Eds., Reviews in Computational Chemistry, VCH
Publishers, New York, 1990, Vol. 1, pp. vii–xii. Preface.
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Jörg-Rüdiger Hill, Clive M. Freeman, and Lalitha Subramanian, Use of Force
Fields in Materials Modeling.

M. Rami Reddy, Mark D. Erion, and Atul Agarwal, Free Energy Calcula-
tions: Use and Limitations in Predicting Ligand Binding Affinities.

xxviii Contributors to Previous Volumes



Reviews in
Computational
Chemistry
Volume 17



Author Index

Abagyan, R., 52, 94, 95, 96
Abe, M., 299, 303
Abe, R., 302
Abegg, P. W., 199
Abraham, D. J., 48
Abronin, I. A., 308
Adachi, G., 276
Adachi, H., 321, 330
Advani, S. G., 348
Aerts, P. J. C., 199, 201
Aflalo, C., 95
Agarwal, A., 93
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CHAPTER 1

Small Molecule Docking and Scoring

Ingo Muegge* and Matthias Rareyy

*Bayer Research Center, 400 Morgan Lane, West Haven,
Connecticut 06516, and yGerman National Research Center for
Information Technology (GMD), Institute for Algorithms
and Scientific Computing (SCAI), Schloss Birlinghoven,
D-53754 Sankt Augustin, Germany

INTRODUCTION

Molecular recognition is a central phenomenon in biochemistry. The
highly specific recognition of, for example, enzymes and their substrates, pro-
tein receptors and their signal inducing ligands, or antigens and their antibo-
dies in biological systems, is crucial to make complex life forms work. A
detailed understanding of molecular recognition mechanisms is of particular
interest in drug discovery, because most drugs interact with protein targets
such as enzymes or receptors. To understand in detail the energetics of a pro-
tein interacting with a ligand that may be a potential drug candidate, one has
to know the structure of the protein–ligand complex at atomic resolution.
Protein–ligand structures are usually solved by X-ray crystallography1–4 or
by nuclear magnetic resonance (NMR) spectroscopy.5–8 The Protein Data Bank
(PDB) presently contains about 15,000 protein structures9,10 and grows at a
pace of about seven additional structures per day.11,12 For a particular protein
structure that is crystallized for a drug discovery program, fast screening meth-
ods have been developed that can process up to several thousand compounds
soaked into the crystal.13 NMR screening methods have also been employed
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that connect structural measurements (chemical shifts of amino acid residues
in the binding site) to binding affinity evaluation.14 However, these methods
have obvious limitations; they depend on protein samples and crystals. Also,
only a limited number of small molecules can be analyzed by physical chem-
istry experiments due to cost and time constraints.

The rapid advancement in X-ray crystallography and NMR spectroscopy
provides a large number of solved protein structures. However, computational
approaches are promising alternatives to crystallographic and NMR screening
techniques. Computational methods that predict the three-dimensional (3D)
structure of a protein–ligand complex are sometimes referred to as molecular
docking approaches.15 Protein structures can be employed to dock ligands into
the binding site of the protein and to study the intermolecular interactions.
The prediction of ligand-binding modes can help in guiding, for instance, med-
icinal chemists exploring structure-activity relationships (SAR) in the lead
optimization phase of a drug discovery effort. (A lead is a compound that
shows biological activity and has the potential of being structurally modified
for improved bioactivity.) Docking is applied here as a tool for ligand design
complementing other structure-based methods such as de novo design.16 In the
absence of experimental structures, homology models17,18 or pseudo-receptor
models19 are sometimes used. Note, however, that the quality of a protein
structure—whether experimental or computational—is crucial, because small
changes in protein structure can influence the outcome of docking experiments
dramatically.20 Ideally, the atomic resolution of crystal structures should
be below 2.5 Å.21

A challenge for molecular docking as a ligand design tool lies in the iden-
tification of the correct binding geometry of the ligand in the binding site
(binding mode). In some cases, finding the correct binding mode is compli-
cated by the observation that similar ligands unexpectedly bind in quite differ-
ent orientations in the receptor site. Examples include the inhibitor MJ33 in
phospholipase A222 and BANA113 in influenza virus neuraminidase23 dis-
cussed in the section on Applications. To find the correct binding mode of a
ligand in the receptor site, an adequate sampling of conformational space
available to a flexible ligand molecule in the protein binding pocket is
required. The high flexibility of a typical ligand requires effective sampling
methods. It also somewhat separates protein–ligand docking from the related
protein–protein docking problem to be reviewed by Ehrlich and Wade24 in this
book. In contrast to a globular protein, a small molecule is often not con-
strained in its overall shape. Also, shape alone is not a sufficient descriptor
to identify low-energy conformations of a protein–ligand complex.25

Several docking algorithms (e.g., DOCK,26–28 FlexX,29–31 Hammer-
head,32 GOLD,21 AutoDOCK,33 FLOG34) have been developed that place rigid
or flexible ligands in mostly rigid—but recently also flexible—protein binding
sites. All these methods/programs consist of two more or less intertwined parts:
the sampling of the configuration space and the scoring of protein–ligand

2 Small Molecule Docking and Scoring



complexes. For sampling purposes, different algorithms have been applied ran-
ging from numerical simulation to combinatorial optimization. These algo-
rithms will be discussed in the second section (Algorithms for Molecular
Docking). The aim of scoring is to identify the correct binding mode by its
lowest energy, if the configuration with the lowest energy is assumed to be
the ‘‘correct’’ (observable) one. Various functions have been devised to mea-
sure the protein–ligand binding affinity in the docking algorithms. Many of the
functions are not strictly related to binding free energies. Therefore, functions,
designed to rank different protein–ligand complexes according to their binding
affinities, are usually referred to as scoring functions.35–38 Scoring functions
will be discussed in the third section (Scoring).

Large databases (ca. 106 compounds) of small, drug-like molecules can
be assembled today by purchase from a supplier, by high-speed analogue
synthesis, or by combinatorial synthesis.39,40 High throughput methods have
been developed that are able to screen these compounds in a few days for
bioactivity against a protein target relevant to drug discovery.41 Potentially,
computational docking methods can also be used as a ‘‘virtual’’ (i.e., totally
computational or in silico) screening method.42,43 The major advantage of
docking as a screening tool is that it does not deplete assay, compound, and
laboratory resources. It is cost effective and has the advantage of screening
libraries of virtual (i.e., hypothetical or not yet synthesized) compounds. To
compete with biological screening methods, however, computational tools
must be automated, fast, and reliable in ranking putative protein–ligand com-
plexes according to their binding affinities. To be competitive in speed,
ca. 10,000 protein–ligand complexes must be evaluated per day per proces-
sor.44 That is, algorithms have to be developed that can find the correct bind-
ing mode of a compound by effectively sampling its available conformational
and configurational (i.e., orientational) space in the binding pocket within 10
seconds of central processing unit (CPU) time. This time includes the evalua-
tion of functions that estimate the energy of every docking arrangement.
Currently, the best performing docking algorithms take about 1–3 min of
CPU time for a ligand–protein docking experiment.

The use of docking as a virtual screening tool is more challenging than
using it as a ligand design tool. If many structurally diverse compounds are
docked, they need to be ranked according to their predicted binding affinity
to the protein. In practice, it is rather unlikely to find a strongly binding ligand
in a screening database of compounds. Hence, the docking–scoring approach
has to be able to identify weak binders in a pool of nonbinders. Docking–
scoring approaches used today tend to have a large number of false positives
(usually between 96 and 100% of the computational hits)—compounds with
high scores but with no experimentally observable binding to the protein.
Although scoring functions have been worked on for two decades now, there
is only incremental progress. No single scoring function facilitates a reliable
ranking of protein–ligand complexes today. Therefore, the currently preferred
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scheme in scoring applications involves using many scoring functions and then
eliminating false positives by consensus scoring (i.e., making decisions based
on what a combination of scoring functions predicted). Encouraging work
on enzyme targets has been presented recently showing that consensus scoring
is able to reduce the rate of false positives in a virtual screen significantly.37 For
p38 mitogen-activated protein (MAP) kinase, inosine monophosphate dehy-
drogenase, and human immunodeficiency virus (HIV) protease, it has been
found that 11–29% of the compounds picked by a consensus scoring scheme
are biologically active compared to only 3–9% of the compounds picked by a
single scoring function. The success of a virtual screening experiment is deter-
mined by finding at least one novel compound with at least low micromolar
(mM) biological activity. Since typically only ca. 100 compounds from an in
silico screen are tested experimentally, there is still a high chance not to find
a single hit. Therefore, the reported hit increase from consensus scoring repre-
sents a significant improvement in the likely success rate of a virtual screen. To
be competitive with biological high throughput screening methods, however, it
is equally important to keep the number of false negatives (biologically active
compounds with low scores) below 10%.

Docking methods can also be used similar to de novo design methods in
docking small molecular fragments to the binding site.45 The placements of
these fragments can be used for the design of combinatorial libraries. For
instance, combining the screening capabilities with a fragment approach,
Rose and co-workers46 recently proposed docking as a virtual ‘‘SAR by
NMR’’ tool. Following the ideas of Fesik and co-workers14 who proposed
an NMR screening technique of several small fragments to be optimized sepa-
rately and later linked together, this ‘‘virtual NMR screening’’ technique docks
small fragments in different binding pockets and finds the optimal linker in a
combinatorial fashion.

Since scoring of protein–ligand complexes is such a central issue in dock-
ing, this review discusses new developments in scoring functions in some
detail. Docking techniques and their applications in ligand design, virtual
screening, and library design are reviewed.

ALGORITHMS FOR MOLECULAR DOCKING

In 1972, Platzer et al.47,48 performed energy calculations on enzyme–
ligand complexes using molecular dynamics simulations. About 10 years later,
Kuntz et al.26 published the DOCK algorithm, which was the first approach to
tackle the molecular docking problem with a combinatorial approach instead
of a simulation. Since then, interest in fast molecular docking algorithms has
steadily grown, and a variety of algorithms has been developed. The growth
arose from two principal causes. First, more structures of pharmaceutical
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targets became available, and second, computers became fast enough that the
docking approach for large data sets seemed feasible.

In this section, we will give a brief survey of docking methods organized
by the type of algorithms used. The main focus is on explaining the different
algorithms and discussing their advantages and drawbacks rather than on eva-
luating them against each other. Other reviews of algorithms used in structure-
based ligand design have been published.15,27,49–54

The Docking Problem

The protein–ligand docking problem is a geometric search problem.
The degrees of freedom to consider are the relative orientation of the two
molecules as well as their conformations. For the protein, we often already
know the overall 3D structure, but this is mostly not true for the ligand. In
addition, our focus is on the ligand-binding site, which is in nearly all cases
a concave region of the protein surface like a cleft or a cavity. It is common
to assume the protein is a rigid object although this is not true in general and
the degree of structural changes in the receptor site depend on the protein
itself. Examples of how to handle protein flexibility during docking calcula-
tions are given below.

The output from a typical docking algorithm includes a list of protein–
ligand complexes rank-ordered by a given scoring function. In an ideal situa-
tion, the highest ranking complex would resemble the binding mode that
would be observed experimentally, assuming the experiments are performed.
Currently, this cannot be reliably achieved for two reasons. First, we do not
have a scoring function that always has its global optimum in agreement
with the experiment, and second, we do not have fast optimization algorithms
for finding the global optimum for a given scoring function. Nevertheless,
methods available today are still quite useful in practical applications like vir-
tual screening. The major goal in a virtual screening run is to select a small
number of molecules from a large pool of compounds that will then be further
analyzed by experimental methods. In spite of having a high error rate, virtual
screening is able to select biologically active molecules with a significantly
higher rate than a random selection does or a selection does that optimizes
the chemical diversity of the compounds picked. Such improvement in the
rate of finding hits in a database is something referred to as enrichment.

Since we are interested in searching large sets of compounds for putative
new lead structures, the speed of a docking algorithm becomes a critical issue.
The only way to gain speed in an optimization process without losing quality
of the results, is to guide the search by problem-specific information. In this
sense, a time-efficient docking method does not consist of a search engine
and a scoring function as separate parts. The information about scoring is
rather an integral part of the search engine. Several examples of this design
principle are shown in the following sections.
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Placing Fragments and Rigid Molecules

The docking problem can be simplified by neglecting the conformational
degrees of freedom of the ligand molecule. Although this simplification is not
appropriate for the general protein–ligand docking scenario, algorithms
based on this approximation are of great importance and can be applied to
docking of small or rigid molecules, molecule fragments, or conformational
ensembles of molecules.

Clique-Search Based Approaches
The docking of two rigid molecules can be understood as a problem of

matching characteristic features of the molecules in space.55 A match is an
assignment of a ligand feature to a protein feature. Such a feature can be either
a volume segment of the protein or the ligand or a complementary interaction
such as a hydrogen-bond donor and acceptor. The search procedure maxi-
mizes the number of matches under the constraint that they are compatible
in 3D space, (i.e., that they can be realized simultaneously). Compatibility
means that we can find a transformation that simultaneously superimposes
all ligand features onto the matched protein features.

To search for compatible matches, a distance compatibility graph is
used. The nodes of the graph comprise all possible matches between the pro-
tein and the ligand; the edges connect pairs of nodes that are compatible. Com-
patibility means mostly distance compatibility within a fixed tolerance e (i.e.,
the difference in distance �d between the ligand and the protein features
differs by �d � e). A necessary condition for a set of matches to be simulta-
neously formed is that all pairs of matches are distance compatible. Looking at
the distance compatibility graph, a set of matched features is represented by a
set of nodes. The distance compatibility between two matched features is
represented by an edge. Therefore, a set of matched features is distance com-
patible exactly, if all pairs of corresponding nodes are connected by an edge.
Such a fully connected subgraph is called a clique in graph theory. Searching
for maximal cliques in graphs is a well-known problem, and although this is
a hard optimization problem in theory, fast algorithms exist for practical
applications.56 We obtain an initial orientation of the ligand molecule in the
receptor site of the protein by superimposing the matched features of a clique
(Figure 1).

The algorithm for rigid-body docking in the DOCK program suite26 is
based on the idea of searching for distance-compatible matches. Starting
with the molecular surface of the protein,57–59 a set of spheres is created inside
the receptor site. The spheres represent the volume that could be occupied by a
ligand molecule (Figure 2). Figure 3 shows an example of the HIV inhibitor
VX-478 bound in the active site of the enzyme.60 The ligand is represented
either by spheres inside the ligand or directly by its atoms (Figure 2). In the
early versions of DOCK, an enumeration algorithm searched for sets with
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up to four distance-compatible matches. Each set was used for an initial fit of
the ligand into the receptor site. The set was augmented using further compa-
tible matches. The position of the ligand was then optimized and scored.

Since its first introduction in 1982, the DOCK software has been
extended in several directions. The matching spheres can be labeled with che-
mical properties,61 and distance bins are used to speed up the search pro-
cess.62,63 Recently, the search algorithm for distance-compatible matches
was changed28 to the clique-detection algorithm introduced by Crippen and
co-workers.55 Furthermore, several scoring functions are now applied in com-
bination with the DOCK algorithm.64–68

Several other approaches such as LUDI,69,70 CLIX,71 and ADAM72 are
based on this clique-search paradigm although somehow differing in the fea-
tures used for matching and in the way they are represented.

Geometric Hashing

Geometric hashing73 originated from the area of computer vision and
was first applied to molecular docking problems by Fischer et al.74,75 In com-
puter vision, the geometric hashing scheme was developed for the problem
of recognizing (partially occluded) objects in camera scenes. In principle,

receptor site ligand

Figure 2 In DOCK, the receptor is geometrically described using overlapping spheres of
different sizes that are complementary to the molecular surface of the ligand-binding
site. The ligand is described with spheres inside its surface. During the docking process
protein and ligand spheres are matched.
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Figure 1 On the left-hand side, a protein receptor site and a ligand are schematically
drawn. Some features are highlighted marked by letters. The corresponding distance
compatibility graph is shown on the right. Each distance compatible pair of matched
features is connected by an edge. The three encircled nodes are an example for a clique.
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geometric hashing can be regarded as an alternative to clique searching for the
matching of features.

Hashing is a frequently used computer science technique allowing fast
access to data. The basic idea is to create a key for a data entry that can be
used as a memory address for the data entry. Since there are typically more
addresses available than computer memory, a so-called hashing function is
used to map the addresses of the data entry to a smaller address space. In geo-
metric hashing, geometric features of objects like distances are used to create
the hashing key. Therefore, objects having certain geometric features can be
easily accessed via the geometric hash table.

The geometric hashing algorithm consists of two phases: a preprocessing
phase and a recognition phase. In the preprocessing phase, the geometric hash
table is constructed from a single ligand or a set of ligands to be docked. A
hash entry contains the ligand name and a so-called reference frame allowing

Figure 3 Crystal structure (PDB entry 1hpv) of the HIV-1 protease inhibitor VX-478
(solid surface) bound in the active site of the enzyme (line representation). (Ref. 60.)
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for orienting the ligand in space. The entry is stored in the table several times.
Each entry is addressed by the distance of a feature to the corners of the refer-
ence frame. In the recognition phase, the protein features are used to vote for
hash entries. A vote means that there is a protein feature that will match a
ligand feature if the ligand is oriented as defined in the hash entry. A hash entry
with a large number of votes represents a ligand and an orientation with sev-
eral matched features. Such hash entries with large vote counts represent initial
orientations and are further analyzed.

Two aspects make geometric hashing attractive for molecular docking
problems: it is time-efficient and deals with partial matching or partially
occluded objects in terms of pattern recognition. The latter is extremely impor-
tant because in most docking applications not all the ligand features are
matched with those of the protein because parts of the ligand surface are in
contact with bulk water.

To apply geometric hashing to molecular docking, Fischer et al.74,75 used
the sphere representation of DOCK as the underlying model. Because docking
is performed in 3D space, in principle three points (here spheres or atoms) are
necessary to define a reference frame. Consequently, the number of hash table
entries unacceptably increases with the fourth power of the number of ligand
atoms. Therefore, a reference frame is described by only two points after omit-
ting one unfixed degree of freedom (rotation around the axis defined by the
two points). With this model in mind, the geometric hashing approach can
be directly applied to the molecular docking problem.

Pose Clustering
Akin to geometric hashing, pose clustering76 is an approach for solving

the molecular docking problem that comes from pattern recognition.77 The
algorithm was originally developed for detecting objects in two-dimensional
(2D) scenes with an unknown camera location. As in the case of geometric
hashing, pose clustering can be regarded as an alternate algorithm for match-
ing of features. The algorithm matches each triplet of features of the
first object with each triplet of the second object. From a match, a location
for the first object with respect to the second can be computed by super-
imposing the triangles. The calculated locations are stored and clustered. If
a large cluster is found, a location with a high number of matching features
is detected.

For applying pose clustering to molecular docking, the LUDI model of
molecular interactions69,70 can be used as the underlying representation. For
each interacting group, an interaction center and an interaction surface are
defined as shown in Figure 4. An interaction between two groups A and B
occurs if the interaction center of A lies approximately on the interaction sur-
face of B and vice versa. Discrete points forming the features of the protein
approximate the interaction surfaces of the protein. The ligand features are
the interaction centers of the ligand molecule.
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In the docking application, the matches are limited in two ways. First,
the interaction types must be compatible, for example, a hydrogen-bond donor
interaction center can only be matched with a hydrogen-bond acceptor inter-
action surface. Second, the triangle edges must be approximately of the same
length. A hashing scheme is necessary to efficiently access and match surface
triangles onto a triangle query of a ligand interaction center. The hashing
scheme stores edges between two points that are addressed by the two inter-
action types and the edge length. A list-merging algorithm creates all triangles
based on lists of fitting triangle edges for two of the three query triangle edges.
For each match created by this procedure, the interaction centers of the ligand
can be placed on the interaction surfaces of the protein. However, in order to
form an interaction, the interaction center of the protein must also lie close to
the interaction surface of the ligand. This additional directionality constraint
has to be checked for the three interactions. Finally, a transformation is calcu-
lated that superimposes the two triangles.

For clustering the transformations, a complete-linkage hierarchical clus-
tering is used.78 A hierarchical clustering algorithm iteratively merges the two
clusters that are closest to each other. In complete-linkage clustering, the dis-
tance between two clusters is defined to be the maximum distance between the
cluster elements. In this application, the distance between two transformations
is the root-mean-square distance (rmsd) between ligand atoms after applying
the transformations. Using complete-linkage clustering ensures that no two
transformations are put into the same cluster if they have an rmsd greater
than a given threshold. For each of the found clusters, post–processing steps
such as searching for additional interactions, checking for protein–ligand over-
lap, and scoring are performed.

Flexible Ligand Docking

Most small molecules in pharmaceutical research have at least a few
rotatable bonds or even flexible ring systems. Seventy percent of drug-like

O

N

interaction surface

interaction center H
O

Figure 4 The interaction model taken from LUDI consists of an interaction center and a
spherical interaction surface describing distance and angle constraints of the interaction.
An interaction occurs if the interaction center of the first group is located close to the
interaction surface of the second group and vice versa.
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molecules possess between two and eight rotatable bonds.79 Since the ener-
getic differences between alternative conformations are often low compared
to the binding affinity, handling of conformational degrees of freedom is of
great importance in molecular docking calculations. The basic categories of
approaches for handling flexible ligands, which are summarized here, are
ensembles, fragmentation, genetic algorithms, and simulation.

Conformation Ensembles
In principle, every conformer of a set of flexible ligands could be stored

in a database, and then each conformation could be evaluated with rigid-body
docking algorithms. The size of the ensemble is critical since the computing
time increases linearly with the number of conformations and the quality of
the result drops with larger differences between the most similar conformation
of the ensemble and the actual complex conformation. Thus a balance must be
struck between computing time requirements and the desire to cover all of
conformational space.

Kearsley and co-workers80 developed the Flexibase/FLOG docking algo-
rithm based on conformation ensembles. Flexibases store a small set of diverse
conformations for each molecule from a given database. The conformations
are created with distance geometry methods81–83 and a rough energy minimi-
zation. A set of up to 25 conformations per molecule is selected by rmsd dis-
similarity criteria. Each conformation is then docked using the rigid-body
docking program FLOG,34 which is similar to the DOCK algorithm discussed
above.

Lorber and Shoichet84 presented a different approach. They created a
database with on average a set of ca. 300 conformations per molecule. For
each molecule, a rigid part was defined (e.g., an aromatic ring system). The
conformation ensemble was created such that the atoms of this rigid part
were superimposed. Then, the DOCK algorithm was applied to the rigid
part and all conformations were subsequently tested for overlap and scored.
With this method, a significant speedup could be achieved compared to an
independent docking of the conformations.

Fragmentation
The most popular approach for handling ligand flexibility is fragmenta-

tion. Here, the ligand is somehow divided into smaller pieces, called frag-
ments, which can be treated as conformationally rigid or by a small
conformational ensemble. In principle, there are two strategies for handling
the fragments. We can either start by placing one fragment in the receptor
site and then add the remaining fragments to the orientations we find for
the first one or we can place all (or a subset of) fragments independently
and try to reconnect the fragments in favorable orientations until they consti-
tute a complete ligand. We call the first strategy ‘‘incremental construction,’’
the second strategy ‘‘place & join.’’

Although place & join is frequently used in de novo design ap-
proaches,16,85 incremental construction is the preferred fragmentation-based
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strategy for molecular docking. There are several reasons for favoring incre-
mental construction. First, if a ligand is divided into fragments, not every frag-
ment must lie at a low energy position by itself. Second, considering
the individual energy contributions, distorting the ligand conformation,
especially bond lengths and angles, is very expensive. Therefore, it makes
sense to directly place fragments such that these distortions do not occur,
which can be guaranteed by incremental construction. With place & join,
however, a ligand’s bonds are formed after placing the fragments, which
may result in distorted conformations. A final energy minimization is often
necessary, which could move the fragments away from their previously calcu-
lated favorable positions, thus negating much of the previous placement
efforts.

The first place & join algorithm was developed by DesJarlais et al.86 The
ligand is manually divided into two fragments having one atom in common.
Then, placement lists are created for each fragment using the docking
algorithm DOCK. The algorithm searches through these lists for placement
pairs in which the common atom is located approximately at the same point.
Finally, the fragments are reconnected, energy minimized, and scored.

Sandak et al.87–89 applied the geometric hashing paradigm to develop a
place & join algorithm. As before, the ligand is divided into fragments with
one overlapping atom, called the hinge. For each ligand atom triplet of a frag-
ment, a hash table entry is created addressed with the pairwise distances
between the atoms. Each entry contains fragment identification as well as
the location of the hinge. In the matching phase, protein sphere triplets
(DOCK spheres) are used to extract ligand atom triplets with similar distances.
The method yields a vote for a hinge location for each match. A ‘‘yes’’ vote is
cast for the identity of the ligand together with the location and orientation of
the candidate ligand frame. Hinge locations with high votes are then selected;
the fragments are reconnected accordingly and finally scored.

Place & join algorithms are advantageous in cases where the molecule
consists of a small set of medium-sized rigid fragments. If the fragments are
too small, it is difficult to place them independently. Another difficulty is
the already mentioned problem of getting correct bond lengths and angles at
the connecting atom without destroying the previously found favorable inter-
actions of the fragments to the protein.

Docking algorithms based on incremental construction typically consist
of three phases: The selection of a set of so-called base or anchor fragments,
the placement of these base fragments, and the incremental construction phase
itself. An incremental construction algorithm can start with several base frag-
ments. In contrast to the place & join algorithms, the placements in incremen-
tal construction are not combined but taken as an anchoring orientation to
which the remaining parts of the ligand can be added.

Both place & join and incremental construction originated from the area
of de novo ligand design.16,85 Moon and Howe90 created the peptide design
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tool GROW based on the incremental construction strategy. The first docking
algorithm based on incremental construction was developed by Leach and
Kuntz91 based on the DOCK program. In the Leach–Kuntz approach, a single
anchor fragment is first selected manually and docked into the receptor site
using a variant of the DOCK algorithm, which handles hydrogen-bonding
features in the matching phase. A subset of placements is selected favoring a
high number of matched hydrogen-bond pairs, a high score of the anchor
placement (see the Scoring section), and low similarity to other placements.
Subsequently, incremental construction is started for the anchor placements
chosen. In this phase, a backtracking algorithm is used that enumerates the
space of nonoverlapping placements of the whole ligand in the receptor site.
After adding a fragment to the current placement, a refinement routine is used
to eliminate steric strain and to improve the hydrogen-bonding geometry. The
final placements are then filtered, refined, and scored with a force field method.
Although there are several manual steps in this procedure, the work demon-
strated that the incremental construction idea could be applied to the docking
problem.

The docking algorithm in the FlexX package is also based on incremental
construction.29,92,93 FlexX is a fully automated approach to molecular dock-
ing developed for virtual screening purposes. FlexX was the first tool that
demonstrated computing times short enough for medium-sized screening
efforts with flexible ligand molecular docking.

In the first phase of FlexX’s operation, a small set of base fragments is
selected. A simple scoring function is used to select fragments that are suitable
for placement, that is, they contain a reasonably high number of interacting
groups and exhibit a low number of low-energy conformations. A necessary
condition for a successful calculation is that the selected base fragment binds
to the protein and is not mostly exposed to water in the final protein–ligand
complex. Therefore, it is extremely important to select a set of base fragments
distributed over the ligand.

The base fragments are placed with the pose clustering algorithm men-
tioned above. Base fragment conformations are enumerated within the place-
ment algorithm. The advantage of the pose clustering algorithm is that it is
based on the molecular interactions instead of the shape of the fragment,
thus allowing for the handling of much smaller fragments down to the size
of a single functional group. All calculated placements form the input to the
incremental construction phase. In contrast to Leach’s algorithm, a ‘‘greedy
strategy’’ is applied that selects a large number k of placements with the high-
est estimated scores (typically, k is ca. 800). Each iteration of the incremental
construction algorithm contains the following steps: (1) adding the next frag-
ment in all possible conformations to all placements from the previous itera-
tion (or the base placement phase), (2) searching for new protein–ligand
interactions, (3) optimizing the ligand position to improve the interaction geo-
metry and reduce steric strain, (4) selecting a subset of placements with high
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score, and (5) clustering the placements to achieve a reasonable degree of
diversity in the solution set.

Ligand conformations within FlexX are based on the MIMUMBA mo-
del:94 to each rotatable bond, a set of low-energy torsional angles is assigned,
previously derived from a statistical analysis of the Cambridge Structural
Database (CSD).95 Ring system conformations are precomputed using the
3D structure generator CORINA.96,97 For scoring protein–ligand complexes,
a variant of Böhm’s empirical scoring function98 is used.

Some extensions of the FlexX approach have been recently developed. In
one publication, the interaction model was extended such that hydrophobic
fragments can be handled with the pose clustering algorithm.99 To consider
discrete water molecules and metal ions located in the protein–ligand inter-
face, a technique called the particle concept was invented and integrated
into the FlexX software. The particle concept allows for the automatic place-
ment and energetic consideration of approximately spherical objects during
the docking calculation.100

Two other approaches based on incremental construction have been
published. The program Hammerhead32 differs from FlexX in the construc-
tion strategy. Instead of adding small fragments (cut between each rotatable
bond), the ligand is divided into a small set of large fragments. During the con-
struction phase, the next fragment is added such that the connecting atom (or
bond) overlaps and interactions to the protein can be formed. There is no
discrete sampling at the torsional angle of the added fragment. However,
high-energy conformations will also be created, and the situation in which a
fragment does not interact directly with the protein is more difficult to handle
than in FlexX.

Makino and Kuntz101 developed a fully automated incremental con-
struction docking algorithm based on backtracking. A single anchor fragment
is selected maximizing hydrogen-bonding features. During the incremental
construction phase, the number of conformations for each fragment is limited
to reduce the size of the search space. This method is called a limited backtrack
search. For scoring, the AMBER force field102–104 is used with a modification
that allows for the handling of multiple protonation states.

Genetic Algorithms and Evolutionary Programming
Since 1995, genetic algorithms (GA) are applied to the molecular dock-

ing problem in several approaches.105–109 A genetic algorithm110,111 is a gen-
eral purpose optimization scheme that mimics the process of evolution. The
individuals are configurations in the search space. A so-called fitness function
is used to decide which individuals survive and produce offspring, which are
then used in the next iteration of optimization.

Two aspects of the system must be modeled in order to use the idea of
genetic algorithms for an application like molecular docking. First, a linear
representation of a configuration such as a bit string is needed describing all
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degrees of freedom of the problem. The linear representation is called a chro-
mosome. Finding the chromosome description is the most difficult part of
modeling. The description should be free of redundancy. If possible, any con-
straints of configuration space should be directly modeled such that configura-
tions violating constraints are never generated during the optimization.
Second, a fitness function has to be developed. The fitness function is closely
related to scoring functions for molecular docking with one extension. Scoring
functions normally work on 3D coordinates. Therefore the chromosome of
an individual has to be interpreted in order to apply the scoring function
(genotype-to-phenotype conversion). Since most of the computing time is
spent evaluating the fitness function, the conversion and the evaluation have
to be efficient.

The optimization scheme itself is more or less independent of the appli-
cation. Typically, several GA parameters such as the population size, the num-
ber of generations, crossover, and mutation rates must be chosen.111 It is
important to find a balance between optimizing the fitness function and main-
taining diversity in the population, so that there is a variety of individuals to
select from at each iteration.

Jones et al.21,105 developed one of the first genetic algorithms for
molecular docking. Their ideas are implemented in the software tool GOLD.
Among the genetic algorithm-based docking approaches, GOLD is probably
the most widely used software. A configuration is represented in GOLD by
two bit strings. The first string stores the conformation of the ligand (and
the protein) by defining the torsional angle of each rotatable bond. The second
string stores a mapping between hydrogen-bond partners in the protein
and the ligand. For fitness evaluation, a 3D structure is created from the
chromosome representation by first generating the ligand conformation.
According to the mapping stored in the second string, hydrogen-bond atoms
are superimposed to hydrogen-bond site points in the receptor site. Finally,
a scoring function is used as the fitness function for evaluating hydrogen
bonds, the ligand internal energy, and the protein–ligand van der Waals (vdw)
energy.

Oshiro et al.106 developed two variants of a docking method based on a
genetic algorithm and the DOCK approach. The variants differ in the way the
relative orientation of the ligand to the protein is described. The first variant
encodes the matching of ligand atoms to protein spheres in the chromosome. A
superposition is used to generate the 3D orientation of the ligand. The second
variant stores the relative orientation directly by a translation vector and three
Euler angles. For scoring, a simplified version of the AMBER force field102–104

was used as the scoring function.
Gehlhaar et al.108,112 developed a docking algorithm called EPDOCK

based on evolutionary programming. In contrast to a genetic algorithm, off-
spring are created from one parent by mutation only. Each member of a popu-
lation is competing for survival in a kind of a tournament. EPDOCK contains
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its own scoring function based on atomic pair-wise potentials for steric inter-
actions and hydrogen bonding.

Molecular Simulation
Whereas all previously discussed methods for solving the docking

problem are based on some kind of combinatorial optimization algorithm,
there are several approaches for tackling the problem by simulation techni-
ques. Instead of trying to enumerate the population of a discrete low-energy
subspace of the problem, the simulation approaches begin their calculation
with a starting configuration and move locally to configurations with lower
energy.

Simulated annealing113 is a well-known simulation technique, which is
also frequently used for solving complex optimization problems without any
physical interpretation of the simulation itself. The overall simulation routine
iterates the following steps. (1) Starting with a configuration A with an energy
or score value EðAÞ, we calculate a random local move to a new configuration
B with energy EðBÞ. (2) The acceptance of the new configuration is based on
the Metropolis criterion; namely, the configuration is accepted if its energy is
lower or with probability P¼ exp ð�½EðBÞ � EðAÞ�=½kBT�Þ if its energy is
higher. Here kB is the Boltzmann constant, and T is the current absolute tem-
perature. During the simulation, T is reduced based on a so-called cooling
schedule such that accepting configurations with increased energy becomes
less likely over time. The AutoDOCK program for protein–ligand docking
developed by Goodsell and co-workers33,114,115 is based on this strategy.
For energy calculation, molecular affinity potentials116 are precalculated on
a grid. Yue117 developed a program for optimizing distance constraints for
rigid-body docking based on simulated annealing.

Molecular Dynamics Molecular docking problems can in principle be
solved with molecular dynamics (MD) simulations. This methodology is quite
general because various energy models can be used to simulate the process of
molecular recognition. However, since the method is following a path from a
starting orientation to low-energy configurations, the simulation process can
be quite time consuming. In addition, several simulations with different start-
ing orientations must be performed to get a statistically significant result. Thus
far, no MD based technique exists for handling really large data sets in a rea-
sonable time frame. However, the methodology is of value for analyzing small
sets of ligands.

In MD, a force field is used to calculate the forces on each atom of the
simulated system. Then, following Newtonian mechanics, velocities and accel-
erations are calculated, and the atoms are slightly moved with respect to a
given time step. Introducing molecular dynamics and force fields is clearly
beyond the scope of this chapter, so we refer the reader to earlier reviews in
this book series.118–123 However, some aspects of docking based on MD simu-
lations should be briefly mentioned.
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To avoid very long computing times, scientists look for methods to make
greater moves of the ligand in a single step. Larger steps decrease the depen-
dency of the outcome of the docking simulation from the starting structure
and allow for a better sampling of the search space. A good example
for such a method is the ‘‘helicopter view’’ developed by DiNola and co-
workers.124,125 For a limited time at the beginning of the simulation, the
temperature of the system is increased for some degrees of freedom (protein–
ligand relative orientation) and the repulsive terms of the energy function are
decreased. This increases the amount of structural changes between two simu-
lation steps and makes it easier for the system to escape from local minima.

Given and Gilson126 developed a four-phase docking protocol based on
MD simulation. First, a set of low-energy ligand conformations is created
using MD with alternating heating (to perturb the structure) and cooling (to
minimize the structure). Then the ligand is several times randomly placed into
the receptor site and minimized. In the final phase, the most stable configura-
tions are further investigated using MD with more alternating heating and
cooling. The goal of the last phase is to explore the search space around the
stable conformations in more detail.

Monte Carlo Algorithms In an MD simulation, the local movement of
the atoms is performed due to the forces present at each step. In contrast, in
a Monte Carlo (MC) simulation, the local moves of the atoms are performed
randomly.

Two components are of major importance in an MC algorithm: the
description of the degrees of freedom and the energy evaluation. The degrees
of freedom should ideally be described such that high-energy states are
avoided. Describing the ligand flexibility by internal coordinates (bond angles,
torsional angles) can be an advantage compared to a description by 3D coor-
dinates in Cartesian space because the force field and MC moves are also
coded in internal coordinates. The most time-consuming part of an MC simu-
lation is the energy (score) calculation. This step must be as time efficient as
possible. Often, energy potentials are precalculated on a grid to speed up this
step. There are several examples for MC-based docking algorithms. Hart and
Read127 developed a combined scheme of MC with simulated annealing. In
the MC run, random orientations are created and moved such that the
protein–ligand overlap is reduced. The results are then optimized using a simu-
lated annealing scheme. Protein–ligand overlap and scores are calculated
based on precalculated grids. McMartin and Bohacek’s128 QXP program is
a similar approach and can be applied to molecular docking and structural
superposition. Wallqvist and Covell129 also use MC for optimizing the final
ligand orientation. Instead of a random set of starting structures, a surface
matching algorithm is used to align the ligand to a complementary region of
the protein.

The ICM (Internal Coordinate Mechanics) software package developed
by Abagyan et al.130 combines MC as the optimization scheme with an internal
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coordinate description. In contrast to other approaches that make purely ran-
dom moves, ICM is able to model probability functions for variable sets. This
ability allows for biasing the MC calculation toward low-energy states.

Apostolakis et al.131 developed a multistep docking protocol based on
MC combined with energy minimization. After a random creation of starting
structures, a minimization is performed using a modified van der Waals poten-
tial. The energy function for evaluating the conformations is a sum of three
terms: a force field energy, a hydrophobic solvation term that is proportional
to the solvent accessible surface (SAS) of the complex, and an electrostatic sol-
vation term obtained from the solution of the linearized Poisson–Boltzmann
equation.132 The highest scoring configurations are further analyzed with a
Monte Carlo simulation method called MCM that performs Monte Carlo
moves interleaved with energy minimization steps.

PRODOCK is an MC-based docking algorithm developed by Trosset
and Scheraga.133–135 The software allows use of either the AMBER 4.0 or
the ECEPP/3 force field with a grid-based energy evaluation. For calculating
energy values within the grid, Bezier splines were used136 allowing for a
more accurate estimation of the energy value as well as providing information
about the derivatives at this point. Like ICM, an internal description of the
degrees of freedom is used. The MC simulation is interleaved with energy
minimization steps like in the Apostolakis’ approach.

Alternative Methods
There is a large variety of methods for molecular docking that do not fit

into one of the most popular algorithmic classes mentioned above. Although
only some of them are more widely used today, they form a rich set of com-
putational methodologies, which can be used for all kinds of subproblems
occurring in structure-based ligand design.

Distance Geometry Distance geometry is a well-known technique from
the area of structure determination via NMR technology.137,138 Instead of
describing a molecule by coordinates in Euclidean space, it is described by a
so-called distance matrix containing all interatomic distances in the molecule.
Based on distance matrices, a set of allowable conformations can be described
in a comprehensive form from a distance interval for each atom pair.

The distance geometry methodology can be directly used in docking
algorithms based on clique search and distance compatibility as discussed
above. Matches between protein site points and ligand atoms are compatible,
if the site point distance lies within the distance interval of the ligand atom
pair. The drawback of this approach is that the distance matrix is overdeter-
mined, that is, for most distance matrices there is more than one set of Carte-
sian coordinates of the atoms that satisfy the distance criteria. If matches are
formed, the distances between the matched ligand atoms are fixed to the dis-
tance of the matched features in the protein. Fixing the atom–atom distance
between a given atom pair to a single value usually causes other distance
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intervals to shrink. New upper and lower bounds for distances can then be
approximated exploiting the triangle and tetrangle inequalities.139,140 Never-
theless, a very limited number of distance matrices can be converted back to
3D space. Examples for methods based on distance geometry have been
reported.141–143

Random Search Most random search approaches involve Monte Carlo
algorithms already discussed above. However, there are exceptions in docking
algorithms that we would like to address here. If a scoring function for eval-
uating protein–ligand complexes is available, random search algorithms can
be applied to the docking problem. Random placements can be created either
independent of each other (Markov chain) or from a (random) starting struc-
ture by subsequent random moves (somewhat mimicking MD simulations). In
most cases, the structure generation is combined with a numerical optimiza-
tion method that drives the placements of the ligand to the closest local mi-
nima as done in LIGIN.144

Baxter et al.145 use tabu search as the underlying method of their docking
software called PRO_LEADS. Tabu search starts with an initial random struc-
ture; new structures are created by random moves. During the optimization
iterations, a list (the tabu list) is maintained containing the best and most
recently visited configurations. Moves resulting in configurations close to
one in the tabu list are rejected except if they are better than the best scoring
one. The tabu list technique improves the sampling properties of the random
search algorithm by avoiding revisitation of previously sampled configurations.

Hybrid Methods Due to the complexity of the docking problem, all
methods have their pros and cons. No one method will work well for every
problem. Combining different methods is therefore a reasonable approach,
which can result in methods containing the best of each.

Two recently published methods combine rapid fragment-based search-
ing techniques with sophisticated MD or MC simulations. Wang et al.146

developed a multistep approach based on rigid-body docking and MD. First,
a set of low-energy conformers is created. Each conformer is docked rigidly
into the receptor site using DOCK. The high scoring placements are then opti-
mized using an MD-based simulated annealing optimization in combination
with the AMBER force field. Hoffmann et al.147 combined the incremental
construction algorithm in FlexX with an MD-based procedure for postoptimi-
zation. FlexX is first used to create a sample of a few hundred ligand place-
ments. The goal of the second phase is to improve the overall ranking of the
solutions and to identify the correct placement. The placements are energy
minimized using the CHARMm22 force field.148,149 The first phase yields a
large number of plausible ligand conformations. Reranking using the software
package CAMLab150 prioritizes those conformations. The final score consists
of three contributions, a force field energy, an electrostatic part of the solva-
tion energy, and a nonpolar part of the solvation energy. The electrostatic part
of the solvation energy is calculated by solving the Poisson equation using fast
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multigrid methods; the nonpolar part is approximated by the total solvent
accessible surface of the protein–ligand complex.

Handling Protein Flexibility

Most approaches for protein–ligand docking treat the protein as a rigid
structure. Although this is an oversimplification in the general case, for many
proteins this is a reasonable assumption, but for other proteins the assumption
fails. Protein flexibility plays an important role in protein–ligand binding,
and algorithms considering these additional degrees of freedom should work
better.

In principle, protein flexibility can directly be handled by MD- or MC-
based algorithms as described above. A method to improve time efficiency dur-
ing the MD simulation with a flexible protein was developed by Wasserman
and co-workers.151,152 In their work, the protein is divided into rigid and flex-
ible parts. Every atom, sufficiently far away from the receptor site, is consid-
ered as fixed in space; all energy contributions from these atoms can be
precalculated on a grid. During the MD simulation, only the protein’s receptor
site atoms and the ligand atoms are allowed to move and are considered expli-
citly in the energy calculation. The method can be combined with an implicit
model of solvation.

Although such approaches lead to a significant speedup over methods
that treat the protein as fully flexible, they are still too time consuming for
screening purposes. Therefore, one is interested in introducing protein flexibil-
ity into the much faster, fragmentation-based approaches.

To accomplish this, Leach153 developed a docking algorithm similar to
incremental construction such that the degrees of freedom are fixed sequen-
tially. Degrees of freedom considered in Leach’s method are a discrete set of
ligand orientation and conformation as well as a set of rotamers for selected
protein side chains. To search efficiently through the space of possible config-
urations, Leach used a variant of a branch & bound scheme, called A*-
algorithm with dead-end elimination (DEE). The A*-algorithm154 is a search
tree algorithm that involves the expansion of nodes. It is capable of finding the
optimal (least cost) path to the global energy minimum of an energy function
for the assignment of side chain conformations. The DEE154 algorithm on the
other hand identifies rotamers of side chains that are incompatible with the
global minimum energy structure by satisfying the inequality

Eir;rigid þ
X

j

minðsÞeir;js > Eit ;rigid þ
X

j

maxðsÞeit ;js ½1�

where Eir;rigid is the interaction energy between rotamer r of residue i and the
backbone, eir;js is the interaction energy of rotamer r of residue i and rotamer s
of residue j, and min(s)eir;js and max(s)eit ;js are determined by screening all
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other rotamers that are currently permitted. To address the problem that the
true global energy minimum of the protein–ligand complex does not necessa-
rily correspond to that of the force field, Leach applied a modified DEE/A*
algorithm in which an energy threshold is introduced that allows all structures
within a certain energy difference to the global minimum to satisfy Eq. [1].
The large number of possible structures that survive Eq. [1] then defines the
space searched by the A* algorithm.

Knegtel et al.155 extended the DOCK algorithm so that it could handle
partial protein flexibility. Instead of using a single protein 3D structure as
input, an ensemble of protein structures is used for the docking calculation.
During the precalculation of scoring grids, all protein structures are used at
the same time such that the grid represents an average structure. In this aver-
aging process, the repulsive part of the van der Waals term is neglected for
flexible parts of the protein. The advantage of this method is its speed and sim-
plicity resulting from the fact that the combinatorics of the protein structure is
avoided. This is, of course, a very rough way of approximating protein flex-
ibility, especially for the protein–ligand overlap estimation.

The screening software SPECITOPE, developed by Schnecke et al.156,
uses distance matrix comparisons as a first filter step. However, flexibility of
molecules is not modeled by distance intervals. Instead, a weighting scheme is
defined to scale down the contributions of more flexible atom pairs in the
overall score. In addition, a special optimizer is added that allows the removal
of protein–ligand steric clashes after the placement calculation.

Recently, Claussen et al.157 presented a new algorithm based on the idea
of protein structure ensembles implemented in the program FlexE. The algo-
rithm considers the alternative protein conformations in a truly combinatorial
way by calculating the highest scoring protein conformation for each partially
placed ligand during an incremental construction algorithm. The new method
is applied to a series of protein ensembles with known ligands. It can be shown
that FlexE successfully docks sets of ligands into proteins where protein flex-
ibility is required.

Docking of Combinatorial Libraries

The development of combinatorial chemistry and its application to drug
design39,40 has had a dramatic impact not only on experimental screening
methods but also on virtual screening. Due to the increasing number of mole-
cules that can be theoretically synthesized, the demand for the throughput of
experimental and virtual screening systems increased. For real-world pharma-
ceutical research, this development led to high-throughput screening based
mostly on a miniaturization of the equipment and parallel processing.

For virtual screening, the situation is somewhat different. Screening can
be understood as a search process for finding the best lead structures available
in a database. Search problems typically become easier to solve if the search
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space is structured. If we search the shortest path to go between two places, we
would never try all possible paths and measure their lengths since we already
know that most paths will not be the shortest due to the structure of the search
space, which can be expressed, for example, by the triangle inequality. In vir-
tual screening, hypothetical combinatorial chemistry can be used to introduce
structure into a search space. Combinatorial libraries arise systematically try-
ing all combinations of a limited set of building blocks. The resulting database
space of the enumerated combinatorial library becomes structured by the com-
bination pattern of the enumeration scheme. The structuring of the database
can be exploited to reduce the runtime of virtual screening calculations.

In the context of combinatorial libraries, we distinguish between three
kinds of docking problems:

1. Combinatorial Docking Problem: Given a library of ligands, calculate the
docking score (and the geometry of the complex) for each molecule of the
library.

2. R-Group Selection Problem: Given a library, select molecules for the
individual R-groups in order to form a smaller sublibrary with an enriched
number of hits for the target protein.

3. De novo Library Design Problem: Given a catalog of available reagents,
design a library (including the rules of synthesis) that will optimize the
number of hits for the target protein.

Methods for treating these problems have emerged from the area of molecular
docking and de novo ligand design (see, e.g., Kubinyi158 for an overview on
combinatorial docking methods).

Early algorithms for the combinatorial docking problem analyzed the
similarity among the members of a given ligand data set to speed up the search
process. One approach was to generate a minimal tree structure representing
the whole ligand data set.159 Another approach is to speed up conformational
searching based on clustering similar molecules.160 In both cases, the derived
hierarchy of molecules can be used in an incremental construction docking
method.

Recent combinatorial docking tools such as PRO_SELECT161 and Com-
biDOCK162 are based on the incremental construction method. In both, a
library is formed by a template (or core) molecule with a set of attachment
points at which a predefined set of substituents can be connected. The template
is then positioned in the receptor site without considering the substituents.
Starting from a few orientations of the template, the substituents are attached
to the template independently and the fit to the receptor is assessed. In case
of PRO_SELECT, substituents are selected based on a score (see next section
for an introduction to the scoring concept) and additional criteria such as 2D
similarity to other substituents and feasibility of synthesis. CombiDOCK
calculates a score for enumerated library molecules by combining fragment
scores.
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A new algorithm for the combinatorial docking problem based on the
FlexX incremental construction algorithm was reported recently.163 The algo-
rithm is part of a new combinatorial docking extension of FlexX called
FlexXc. FlexXc considers the combinatorial library as a tree structure. Each
node represents either the core or an R-group of the library. Molecules from
the library, required during the docking calculations, are created on the fly.
Therefore, the library is handled in its so-called closed form, enumerating
the library molecules in advance is not necessary. With this method, libraries
with a few hundred thousand molecules can be handled in main memory dur-
ing a docking calculation. The tree representation allows the handling of com-
plex libraries consisting of several R-groups, that can be arbitrarily linked.
One exception is that no ring closures over different R-groups are allowed.
A recursive combinatorial library extends the incremental construction me-
thod to multiple molecules; in each incremental construction step, all possible
R-group molecules are added sequentially.

Some studies based on ligand de novo design software have been pub-
lished for R-group selection problems. Kick et al.164 applied a variant of the
BUILDER program165 to the preselection of substituents for a library targeted
to cathepsin D. Recently, Böhm applied the LUDI69,166 program to the docking
of two groups of fragments that can be connected pairwise in a single-step
reaction to search for new thrombin inhibitors.167 In principle, all programs
for fragment-based de novo ligand design can be applied in a similar way to
the R-group selection problem.

Finally, we mention two methods for de novo library design. Caflisch168

applied the MCSS169 technique generating fragment placements, which are
subsequently connected. The DREAMþþ software combines tools for frag-
ment placement and selection.170 The selection process is done such that only
a small set of well-characterized organic reactions is needed to create the
library.

SCORING

The binding affinity between a protein and a ligand that form a non-
covalent complex can be experimentally determined, for example, by micro-
calorimetry171 or surface plasmon resonance.172 The affinity depends on
several environmental parameters such as pH and ionic strength of the sol-
vent.173 Experimental errors typically lie in the range of 0.1–0.25 kcal/mol,
although repeated assays of the same compound can give even wider variabil-
ity in some biological systems. Even assuming there exist good experimental
data for calibrating a computer determination of binding free energies, making
reliable predictions is a very challenging task that has been pursued for dec-
ades.174 The binding free energy of a protein–ligand complex can be intuitively
understood as the difference in how much the ligand likes to be in the protein
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binding pocket and how much it likes to be in the solvent (usually aqueous
solution) at infinite separation from the protein. Although there have been
arguments against it,175 the binding free energy is usually dissected into a
manifold of ensemble-averaged terms that are sometimes hard to calculate,
for example, solvation energies of the ligand, the protein, and the complex
ð�Glig

solv;�Gprot
solv ;�Gcomplex

solv Þ, interaction energy between the protein and the
ligand in the complex (�Gint), entropy changes for the ligand and the protein
(T�S), conformational changes (reorganization energy) in ligand and protein
(�l) upon complex formation. The binding free energy can then be written as

�Gbind ¼ �Gcomplex
solv ��Gprot

solv ��Gprot
solv þ�Gint � T�S þ�l ½2�

Disregarding the fact that there is no unique set of terms in which the binding
energy must be expressed, it is key to calculate all the terms and not an arbi-
trary subset.176 One problem is that large energy contributions have to be
balanced in order to estimate small binding free energies,177,178 a calculation
prone to large statistical and systematic errors.179,180 A second problem arises
from the fact that some contributions such as entropy can only be crudely
estimated.181,182 A third problem is that binding free energies can only be rig-
orously calculated by fully sampling the conformational space available to the
ligand in the protein-binding pocket. Algorithms such as free energy perturba-
tion179 or the linear response approximation,183,184 which are employed to
facilitate the sampling/free energy calculation task, are too time consuming
to be used in docking a large set of ligands. The fast estimation of binding
free energies requires many simplifications in the model. Simple functions
that are designed to rank protein–ligand complexes according to their binding
affinities are therefore referred to as scoring functions rather than energy func-
tions. Scoring functions used in docking studies have been reviewed
recently.35,38,174,185 Here, we briefly summarize older techniques and discuss
new developments such as knowledge-based scoring functions and consensus
scoring.

Scoring functions are the Achilles’ heel of docking algorithms. They can
be divided into several categories. Scoring functions derived from a force field
use nonbonded interaction terms as the score,21,102,103,186 sometimes in com-
bination with solvation terms.67,187 Empirical scoring functions employ multi-
variate regression methods to fit coefficients of physically motivated structural
functions by using a training set of protein–ligand complexes with measured
binding constants.69,98,188–193 Knowledge-based scoring functions use statisti-
cal atom pair potentials derived from structural databases as the score.194–200

In addition, more heuristic scoring schemes112 such as chemical scores, contact
scores, or shape complementary scores are also used.37,62,201–205 The fact that
the well-established docking programs do not all use the same scoring function
underlines that no optimal scoring function has yet been found. In fact, no
scoring function has been developed so far that reliably and consistently
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identifies the correct binding mode of a protein–ligand complex.206 Scoring
functions are usually designed and tested to identify binding modes of known
ligands that bind to a well-resolved protein with high affinity. In thoroughly
validated docking studies, about 70% of known protein–ligand complexes
can usually be reproduced correctly by flexible docking methods.21,29

Shape and Chemical Complementary Scores

Hydrophilic and hydrophobic surface complementarity are often used
for scoring. Bohacek and McMartin divided the Lee and Richards207 accessible
protein surface into three separate zones representing hydrophobic, hydrogen-
bond donating, or H-bond accepting properties. For nine thermolysin–
inhibitor complexes, a correlation between complementary contacts and
binding affinity with an r2 of 0.99 could be achieved. Gehlhaar et al.112 defined
a piecewise linear potential (PLP) function used for protein–ligand interac-
tions. The potential combines hydrogen-bond donor, hydrogen-bond acceptor,
both donor and acceptor, and nonpolar atom types to steric or hydrogen-bond
interactions. The parameters for this simple and very fast scoring scheme were
optimized employing docking experiments on dihydrofolate reductase
(DHFR), FK506-binding protein, and HIV-1 protease. Consequently, the
crystal structures represent the global minima of the PLP scoring function.
Intraligand interactions were treated using nonbonded force field terms and
a torsional potential term.

Shape and chemical complementarity are also accounted for in DOCK
where atomic contact potentials for the receptor can be used to construct a
cubic lattice that fills the volume of the binding site.62 A point on the lattice
receives a score of one for every atom within a certain distance and highly
negative scores for any contact that is too close. Polar and apolar contacts
can be distinguished. A ligand is scored mapping its atoms onto the nearest
lattice points and summing up over all mapped points. Chemical matching
(chemical scoring) can be applied in DOCK by ‘‘coloring’’ the DOCK spheres
with respect to the properties of the nearby receptor atoms.55,209 During the
sampling process, a sphere can only be matched with a ligand atom of com-
plementary color. Chemical color labels can decipher properties such as
‘‘H-bond donor,’’ ‘‘H-bond acceptor,’’ ‘‘hydrophobe,’’ ‘‘electronegative,’’
‘‘neutral,’’ and so on. These colors are not predefined in DOCK but have to
be assigned by hand.

Walls and Sternberg210 considered surface complementary for docking
protein–protein complexes using a vdW-like soft core potential. The use of
accessible surface area on binding and complexation has been discussed, for
example, by Flower.205 Surface descriptors have been used to calculate solva-
tion energies as part of the energetics of molecular association.144,188,211

Volume overlap was also used to quantify interactions of chemical
compounds.201 The HINT exponential function and empirical atomic
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hydrophobicities were used to evaluate docked conformations.65 Viswanadhan
et al.212 employed atomic hydrophobicity constants derived for Ghose and
Crippen atom types213 to calculate hydrophobic contributions to the binding
energy. Ligand intramolecular strain energy is sometimes used to complement
intermolecular scoring functions.202,203 SPECITOPE uses a pharmacophore
filter to filter out unlikely ligands.156 A scoring function is then applied that
consists of the number of hydrogen bonds between protein and ligand and a
hydrophobic complementarity term. The hydrophobic measure was derived
from a knowledge base of 56 protein structures.214 Shape complementary
scores are especially useful in rigid docking experiments. They have the ability
to identify correct binding modes. However, shape and chemical complemen-
tary scores were not very useful for ranking different putative protein–ligand
complexes. SANDOCK uses several scoring schemes that combine tuned geo-
metric, hydrophobic, and hydrogen bonding terms that are calculated on sol-
vent accessible surface points of ligand and protein.215 Recently, Goldman and
Wipke216 reviewed the field of shape descriptors and also introduced new
quadratic shape descriptors (QSD) for molecular docking.

Force Field Scoring

Force field scoring functions, especially when used on a precomputed
grid, are fast and transferable. A conceptual advantage is that force field terms
are well studied and have a physical basis. A disadvantage is that force field
scores measure only parts of the relevant energies, namely, potential energies
(rather than free energies) sometimes enhanced by solvation or entropy terms.
As a consequence, electrostatics often dominates in docking. Electrostatic
complementarity helps form hydrogen bonds and salt bridges, but the electro-
static contribution to the calculated binding score is usually largely overesti-
mated leading to systematic problems in ranking putative protein–ligand
complexes. Unfortunately, this cannot be prevented by scaling electrostatic
interactions down by a uniform dielectric constant e, because in vacuo ion-
pair interactions need to be scaled down much farther than dipole interactions
(e.g., see discussion in Refs. 217,218).

Force field scoring is based on the idea of using only the enthalpic con-
tributions to estimate the binding free energy. Most often, nonbonded interac-
tion energy terms of standard force fields are used, such as an in vacuo
electrostatic term (sometimes modified by scaling constants that assume the
protein to be an electrostatic continuum) and a vdW term.185,186,219,220 The
force field score used in programs such as DOCK26 and GREEN221 consists
of the intermolecular terms of the AMBER energy function,102,103 except for
an explicit hydrogen-bonding term.64
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where each term is summed up over ligand atoms i and protein atoms j. The
parameters Aij and Bij are the vdW repulsion and attraction parameters of the
6-12 potential, rij is the distance between i and j, q is the point charge on an
atom, and D is a dielectric constant (treating the protein as a homogeneous
continuum). In addition, intraligand interactions are added to the score. A sig-
nificant reduction in computer time is achieved by precomputing terms of the
potential that are sums over protein atoms. Assuming a rigid protein structure
upon docking, protein terms can be calculated on a 3D grid.33,116 In contrast
to continuous scoring, where for each ligand atom all interactions with engulf-
ing protein atoms have to be calculated repeatedly, the gridded score interpo-
lates from eight surrounding grid points only. This gridding approach usually
leads to a 100-fold speed up in docking calculations. In DOCK, the electro-
static potential can be calculated on a grid using a discretized continuum
method.222

Docking programs that do not use incremental build up procedures to
flexibly dock a ligand in a binding site often use soft vdW potentials. For
example, FLOG uses a 6-9 Lennard-Jones function for vdW interactions, local
dielectric constants in a Coulomb representation of the electrostatic interac-
tions, and additional terms for hydrogen-bond potentials and hydrophobic
potentials to score protein–ligand conformations.34 GOLD uses a scoring
function that combines a soft intermolecular vdW potential (Lennard-Jones
4-8 potential) with additional terms for hydrogen bonding and intraligand
energy.21 Hydrogen-bond energies between donors and acceptors were precal-
culated using model fragments and accounting for desolvation.223 Contain-
ment potentials that force a ligand to dock in a certain region are sometimes
applied.224 Sometimes complete force field energy functions including bonded
terms are used as the scoring function.134

Nonbonded interaction terms in scoring functions have also been com-
bined with solvation and entropy estimates. The importance of solvation for
binding is illustrated, for example, by the finding that solvation energy alone
can sometimes highly correlate with binding free energy.225 Entropy terms on
the other hand can often be neglected when molecules of similar size and inter-
nal degrees of freedom are compared. Caflisch and co-workers131,226 combine
the total CHARMM227 energy with solvation energy terms decomposed into
nonpolar and electrostatic contributions. Solvent effects are often approxi-
mated by rescaling the in vacuo Coulomb interactions by 1/e, where the dielec-
tric constant e ranges between 1 and 80.126 A generalized Born/surface area
approach is sometimes used.228

DOCK introduces ligand solvation into the scoring function by

Ebind ¼ Enonbond � Esolv;elec � Esolv;np ½4�

where the electrostatic hydration energy Esolv;elec is calculated using continu-
um electrostatics (Born equation) and the nonpolar component Esolv;np is
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calculated based on the surface area of the ligand in the solvent.67 The change
in solvation free energy upon protein–ligand binding may also be accounted
for by atomic solvation parameters.211,229,230 Force field terms used in scoring
functions depend on several parameters such as dielectric constants, non-
bonded cutoff schemes, scaling of surface charges, and modification of vdW
repulsion. An analysis of these parameters using the CHARMM energy func-
tion was given recently by Vieth et al.231 It was concluded that a soft-core vdW
potential is needed for the kinetic accessibility of the binding site.

Empirical Scoring Functions

The need for fast ranking of protein–ligand complexes led to the design
of empirical scoring functions. They use multivariate regression methods that
fit coefficients of physically motivated contributions to the binding free en-
ergy to reproduce measured binding affinities of a training set of known 3D
protein–ligand complexes.98,188–192 Horton and Lewis188 developed an
empirical scoring function for protein–protein interaction using polar and apo-
lar surface area as well as an entropy term as descriptors. The empirical scor-
ing function for protein–ligand complexes designed by Böhm98,189 is probably
the most prominent one. It was originally developed for the de novo design
program LUDI69 and later used (slightly modified) in the docking program
FlexX.29 The free energy of binding for a protein–ligand complex is estimated
in FlexX as the sum of free energy contributions from the number of rotatable
bonds in the ligand, hydrogen bonds, ion-pair interactions, hydrophobic and
p-stacking interactions of aromatic groups, and lipophilic interactions:

�G ¼ �G0 þ�GrotNrot þ�Ghb

X
neutral Hbonds

f ð�R;�aÞ

þ�Gio

X
ionic int

f ð�R;�aÞ þ�Garo

X
aro int

f ð�R;�aÞ

þ�Glipo

X
lipo:cont

f 
ð�RÞ ½5�

where �G0;�Grot; �Ghb; �Gio; �Garo, and �Glipo are adjustable para-
meters that were fitted. The parameter f ð�R;�aÞ is a scaling function pena-
lizing deviations from the ideal geometry, and Nrot is the number of freely
rotatable bonds. The interaction of aromatic groups (aro_int term) is an addi-
tion to Böhm’s original force field design.98,189 The lipophilic contributions
(lipo.cont) are calculated as a sum of atom pair contacts in contrast to evalu-
ating a surface grid as in Böhm’s scoring function. Böhm’s scoring function
and its FlexX implementation were being improved and additional terms
were being tested (see, e.g., Refs. 31,189). Böhm’s scoring function is some-
what sensitive to the orientation and conformation of the ligand in the binding
pocket.
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The placement of hydrogen atoms influences estimated binding energies
significantly. Jain introduced an empirical scoring function to overcome
this issue.192 His function includes hydrophobic, polar complementary, en-
tropy, and solvation terms that are constructed somewhat arbitrarily using
Gaussian-like and sigmoidal basis functions with 17 tunable parameters.
The problem of treating surface-related properties, which are particularly
important for solvation contributions and protein–ligand interaction terms,
was elegantly solved by using nonoccluded atom pair interactions rather
than surface area terms. This treatment speeds up the computation of the bind-
ing score. Calibrated on a data set of 34 ligand–protein complexes, the mean
error of predicted binding affinities (under leave-one-out cross-validation con-
ditions) was 1.0 log Ki units making this scoring function the best one reported
so far. Jain’s scoring function is implemented in the docking program
Hammerhead.32

VALIDATE is a program that defines protein–ligand binding by a master
equation combining molecular mechanics terms with physicochemical proper-
ties.35,191 Eight coefficients scale terms for vdW and Coulomb interactions,
surface complementarity, lipophilicity, conformational entropy and enthalpy,
and lipophilic and hydrophilic complementarity between protein and ligand
surfaces. These coefficients are fitted using 51 diverse receptor–ligand com-
plexes as the training set. Another simple correlation method used physical
descriptors such as molecular weight combined with numbers of ligand–
protein contacts, interaction energy, and conformational entropy.193

The docking program PRO_LEADS232,233 uses an empirical scoring
function that estimates lipophilic and metal-binding contributions and that
includes a hydrogen-bond term and a flexibility penalty term.190 Eighty-two
protein–ligand complexes with measured binding affinities served as training
set for determining five coefficients in the scoring function. The derived func-
tion gave a cross-validated error of about 2 kcal/mol for the training sets.
An application of Bayesian regression improved the predictive power of the
model.234 An empirical scoring function similar to that of Murray and co-
workers190 was devised by Wang et al.204 Eleven parameters were fitted using
a training set of 170 protein–ligand complexes leading to a cross-validated
deviation of 1.5 kcal/mol for this training set.

Empirical scoring functions are now used in many docking programs.
The functions are fast and show good predictive power for known protein–
ligand complexes. Conceptual disadvantages come from the fact that the func-
tions are trained solely on crystal structures of protein–ligand complexes with
medium-to-strong binding affinities. This method of derivation (i.e., solely
from such crystal structures) results in empirical scoring functions that have
no effective penalty term for bad conformations. The most serious concern,
however, is that it is unclear to what extent empirical scoring functions can
be used on test sets structurally different from those used in the training
sets. Unfortunately, most scoring studies present only very limited test sets
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making it hard to compare one study to another. Nevertheless, success stories
have been reported, for example, finding biotin with the highest score amongst
80,000 compounds from the Available Chemicals Directory235 (ACD) docked
to streptavidin.32 Note, however, that finding a high affinity ligand in a pool of
nonbinders is relatively easy.43 More challenging is finding weakly potent
compounds in pools of nonbinders.45

Knowledge-Based Scoring Functions

In contrast to fitting approaches pursued in empirical scoring functions
described above, knowledge-based scoring functions constitute a deductive
approach. Since the forces that govern the interaction between proteins and
ligands are so complex, known protein–ligand structures are taken as the
only reliable source of information. The goal is to extract forces and potentials
from a database of known protein–ligand complexes that establish a score for
their binding affinities.

The idea of deriving knowledge-based potentials for scoring protein–
ligand complexes has been inspired by the success of similar potentials in
protein folding and protein structure evaluation.236–242 Protein–ligand atom
pair potentials can be calculated from structural data under the assumption
that an observed crystallographic complex represents the optimum placement
of the ligand atoms relative to the protein atoms. There are upwards of
ca. 12,000 protein structures in the PDB, and many of them containing cocrys-
tallized ligands. Hence there are millions of observed distances between ligand
and protein atoms. Statistical preferences can be derived between protein and
ligand atom types that are similar but not strictly equal to potentials of mean
force (PMF).243,244 The protein cannot be considered as a liquid of different
atom types in its equilibrium state. The protein atoms are rather constrained
by covalent bonds. During the folding process, entropy is exported and dipoles
become preorganized in a specific way. Therefore, statistical mechanics of
liquids cannot be rigorously applied to proteins. Statistical potentials that
are derived from statistical mechanics are really only statistical prefer-
ences.200,245 Nevertheless, due to similarity to the concept of statistically aver-
aged forces, we loosely call them potentials of mean force here.

Verkhivker et al.199 were first to use knowledge-based potentials in a
model that described the total binding free energy between protein and ligand
as a sum over protein–ligand, protein–water, and ligand–water interactions,
nonpolar and polar desolvation, ligand and protein conformational changes,
and terms accounting for the change in rotational and translational degrees
of freedom of protein–ligand and water upon complex formation. To express
protein–ligand interaction by a mean-field term, 12 protein–ligand atom pairs
were defined, and PMF were determined based on 30 HIV-1 and simian immu-
nodeficiency virus (SIV) protein–ligand complexes. The complete scoring func-
tion containing the mean-field term for protein–ligand interactions was then
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successfully applied to reproduce the binding affinities of seven other HIV-1
protease complexes. However, the mean-field contribution alone did not
show any correlation with the experimental data.

A preference-based free energy score of enzyme–inhibitor binding was
developed by Wallqvist et al.200 It was applied in docking experiments of
HIV-1 inhibitors.129 Atomic interaction scores between adjacent buried sur-
faces of protein and ligand atoms in the binding site were derived by analyzing
38 high-resolution protein crystal complexes taken from the PDB. Atom pair
preference scores Pij between protein atoms i and ligand atoms j for 21 atom
types (10 carbon, 5 oxygen, 5 nitrogen, 1 sulfur atom type) were calculated
and combined with three constants, aij, g, and d to predict protein–ligand
binding affinities,

�Gpred ¼ �
X

i

X
j

aijðgþ d lnPijÞ þ b ½6�

This scoring function showed a reliability of 1.5 kcal/mol when tested on eight
protein–ligand complexes.200 The preference-based scoring scheme was used
in docking experiments following a surface complementary screen. It was
found that 20 rigid enzyme–inhibitor complexes could be reassembled with
all-atom root-mean-square deviations of 1.0 Å from the native complexes.129

A coarse grained knowledge-based potential was derived by DeWitte and
Shakhnovich194 as an energy function in the de novo design program SMoG.
In the SMoG score, atom pair preferences gij are combined with a simple
distance term �ij that is zero if atoms i and j are more than 5 Å apart (and
one otherwise).

G ¼
X

ij

gij�ij ½7�

A more comprehensive mean-field scoring function was reported
recently.198 Potentials of mean force are derived from a statistical analysis
of protein and ligand atom occurrences at certain distances by using 697 pro-
tein–ligand complexes taken from the PDB as the knowledge base. Sixteen
protein atom types and 34 ligand atom types are defined and lead to 544
PMF interactions of which 282 are statistically significant. The PMF score is
calculated as the sum over all protein–ligand atom pair interaction free ener-
gies AijðrÞ as a function of the atom pair distance r by

PMF�score ¼
X

kl

r<r
ij

cutoff

AijðrÞ ½8�

where kl is a ligand–protein atom pair of type ij. rij
cutoff designates the distance

at which atom pair interactions are truncated. This cutoff distance has been
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found to be optimal at 6 Å for carbon–carbon interactions and 9 Å otherwise.
These values appear to be reasonable given the short-range character of hydro-
phobic interactions compared to, e.g., polar interactions. Note, however, that
all AijðrÞ are derived with a reference sphere radius of 12 Å. The PMF Aij can
be calculated by

AijðrÞ ¼ �kBT ln f j
Vol corrðrÞ

rij
segðrÞ
rij

bulk

" #
½9�

where kB is the Boltzmann factor, T is the absolute temperature, and f j
Vol corrðrÞ

is a ligand volume correction factor that is introduced because intraligand
interactions are not accounted for.198,246 The parameter rij

segðrÞ designates
the number density of atom pairs of type ij at a certain atom pair distance r.
The parameter rij

bulkðrÞ is the number density of a ligand–protein atom pair of
type ij in a reference sphere with radius R.247 This general and fast scoring
function was able to reproduce the binding affinities of 77 diverse ligand–
protein complexes with a standard deviation of 1.8 log Ki units from measured
binding affinities. For use in docking studies, the PMF score is combined with
a vdW term to account for short-range interactions.45 The PMF scoring func-
tion was implemented into the DOCK4.0 program. For faster scoring, it was
also implemented on a grid similar to the force field score in DOCK. Flexible
docking experiments on FK506 binding protein,45 neuraminidase,20 and stro-
melysin248 showed high predictive power and robustness of the PMF score.

Based on sets of 351 and 188 PDB entries, respectively, two mean-field
functions similar to the PMF-score of Muegge and Martin198 (Eqs. [8, 9]) were
derived called BLEEP1 and BLEEP2.197 In contrast to BLEEP1, BLEEP2 also
contains interactions with water. Scoring tests with BLEEP1 and BLEEP2 on
90 protein–ligand complexes from the PDB demonstrate a statistically signifi-
cant correlation with measured binding constants for BLEEP2 (r2 ¼ 0:55) and
somewhat inferior results for BLEEP1 (r2 ¼ 0:45).249 Standard deviations
were not reported but seem to be on the order of less than 2 log Ki units. Diff-
erences between the PMF score (Eq. [8]) and BLEEP are small. They consist
mainly of different definitions of atoms types, a different reference state
(and reference radius) and a different treatment of intraligand interactions.
Recent PMF scoring experiments with the BLEEP test set yielded results com-
parable to those of BLEEP1 and BLEEP2.246

Gohlke et al.195 combined a short distance mean-field term (cutoff 6 Å)
with a solvation term based on solvent accessible surface preferences in a
knowledge-based function called DrugScore. DrugScore was used to rank
ligand placements generated by FlexX for two test sets of 91 and 68
protein–ligand complexes from the PDB. It was found that 75% of the best
ranking binding modes could be recognized with rmsd of less than 2 Å from
the native binding modes.
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Knowledge-based scoring functions have the advantage of being more
general than empirical scoring functions. The PDB was used as knowledge
base for developing the PMF-score, BLEEP, and DrugScore. Whereas PMF-
score and BLEEP use a mean-field term only to score protein–ligand com-
plexes, DrugScore and earlier approaches use combinations of mean-field
terms and extra terms, e.g., for solvation. A recent study of reference states
used in knowledge-based scoring functions was conducted to analyze the
dependence of the spherical reference state on the length of its radius. It was
found that a reference state radius of at least 8 Å is needed to implicitly
capture solvation effects in the PMF scoring function.247 The study suggests
that short-ranged mean-field potentials used in DrugScore or by Verkhivker
et al.199 need additional terms in their models. Knowledge-based scoring
functions seem to be a promising alternative in docking programs. The few
docking studies conducted so far with mean-field potential scoring functions
as the primary scoring function (that drives the sampling) suggest that they
are robust and predictive for finding the correct binding mode of a putative
protein–ligand complex20,248 and for ranking protein–ligand complexes
according to their binding affinities.45,248

Comparing Scoring Functions in Docking
Experiments: Consensus Scoring

As illustrated above, there are plenty of scoring functions available
today. Unfortunately, none of them seems to be good enough to be unani-
mously adopted by developers of docking programs. Indeed, there are prob-
ably no two docking programs that use exactly the same scoring function.
To make matters worse, comparison studies of scoring functions are not
numerous and provide conflicting evidence. For instance, Knegtel et al.250 ana-
lyzed DOCK with chemical scoring, energy scoring, and FlexX predicting the
correct binding mode of 32 known thrombin inhibitors by flexible docking.
They found that the chemical score outperformed both the energy score and
the FlexX score and identified 10–35% of the native-binding conformations
with rmsd of less than 2 Å compared to the crystal coordinates. In contrast,
Gohlke et al.195 found that for diverse sets of 91 and 68 protein–ligand com-
plexes from the PDB, the DOCK energy score performed similar to the Drug-
Score and outperformed the chemical score in identifying correct binding
modes. Ha et al.248 compared FlexX with energy score and PMF-score in
DOCK for 61 biphenyl inhibitors of the matrix metalloproteinase stromelysin
(MMP-3). It was found that the PMF score outperformed both the energy
score and the empirical score in FlexX in identifying the correct binding
mode. In fact, the only wrongly predicted binding modes with the DOCK/
PMF score were due to sampling insufficiencies rather than scoring problems.
Most notably, the PMF score was the only one that found a statistically sig-
nificant correlation between predicted score and measured binding affinities of
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the inhibitor–MMP3 complexes. In two other docking studies, one involving
FK506 binding protein45 and the other neuraminidase,20 the superiority of
PMF scoring over energy scoring in DOCK4 was also reported. Stahl251

reported that using PMF scoring in database screening experiments is less sen-
sitive to small coordinate changes than is the FlexX score. Finally, a compar-
ison for a variety of sets of protein–ligand complexes from the PDB showed
the superiority of PMF scoring over SMoG and Böhm’s score.198

To better discern between active and inactive inhibitors or ligands in
docking experiments, more than one scoring function can be used. Sometimes
two different scoring functions are used, one to find the correct binding mode
and the other to locally optimize and score the resulting ligand–protein com-
plex. For instance, Wallqvist and Covell129 used a surface complementarity
score to find a limited set of binding modes and then invoked a preference-
based free energy surface score to quantify the binding affinity. Gohlke
et al.195 used FlexX to generate a limited number of possible binding modes
and employed DrugScore as an ‘‘after-score’’ to identify the correct binding
mode. Stahl251 also relied on FlexX to generate protein–ligand conformations
and then evaluated them by using the PMF score. Scoring results can also be
improved by introducing filter functions that remove structures with unfavor-
able properties.252

Recently, Charifson et al.37 presented a comprehensive consensus scoring
approach applying two docking approaches and 13 scoring functions. This
Vertex group used the energy scoring function of DOCK as primary scoring
function along with GAMBLER, a genetic algorithm docker, that employs
the piecewise linear potential112 (PLP) as its primary score. Scoring functions
to after-score the binding modes included empirical scoring functions (Böhm’s
score,69 ChemScore,190,234 SCORE,204 PLP112), force fields (Merck molecular
force field nonbonded energy,253 DOCK energy score,28,64 DOCK chemical
score, FLOG score,34 strain energy) and some other methods (Poisson-
Boltzmann,254 buried lipophilic surface area,205 DOCK contact score,62

volume overlap201). No knowledge-based scoring functions were included.
The docking/scoring study involving three different enzymes showed that by
using the intersection of the top scoring compounds of each scoring hit list,
significant reductions in the list of false positives in the docking screen could
be obtained. The confirmed hit rates of weakly active chemical entities (IC50

<50 mM) were between 2 and 7% (IC50 is the concentration of drug required
to inhibit a biological or biochemical process by 50%). Consensus scoring is
a significant improvement over typical hit rates that are on the order of only
0–3% in virtual screens. By comparing the different scoring functions and
combinations thereof, it was found that ChemScore, PLP, and DOCK energy
score performed best singly and in consensus.

Simplex minimization during rescoring led to improved docked orienta-
tions and scores.63 Finally, it should be mentioned that a consensus scoring
spreadsheet is also available in SYBYL,255 which combines four scoring
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functions including FlexX as the primary score,29 the PMF score,198 the
DOCK energy score,64 and the GOLD score21 as after-scores.

FROM MOLECULAR DOCKING
TO VIRTUAL SCREENING

In the previous sections, we introduced algorithms for protein–ligand
docking, some of which are fast enough for analyzing several hundred mole-
cules per day per processor. Here, we summarize the tasks beyond the docking
step itself that are necessary in virtual screening. The virtual screening process
is shown schematically in Figure 5. In general, we can distinguish between four
groups of tasks: protein structure preparation, ligand database preparation,
the docking calculation itself, and the postprocessing, each of which we
now describe in turn.
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Figure 5 Flow chart of docking in the example of the FlexX program.
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Protein Data Preparation

Preparing a protein 3D structure is usually the same for single docking
calculations as for virtual screening. Typical steps are the calculation of pro-
tonation states and the assignment of atomic charges. The receptor site has to
be determined, which is a critical step because a too small receptor site limits
the available search space, whereas a larger receptor site costs more computing
time. Although algorithms for receptor site determination are available (e.g.,
LIGSITE256), it is generally a good idea to invest time in the manual selection
of the binding site because automated methods often fail.206 Other steps some-
times necessary for docking are the determination of the protein surface atoms
and the assignment of interaction data such as chemical coloring of atoms and
site points. Whether these steps are necessary depends on the docking soft-
ware; these steps are internally included in some programs (e.g., in the
program FlexX) but have to be done separately in others (e.g., in DOCK).

Ligand Database Preparation

Since we often have to consider several thousand small molecules in a
ligand database, manual steps in data preparation must be avoided. Typically,
information on available ligands is stored in 2D form (atom types and connec-
tivity) in MDL databases257 that frequently serve as data repositories for the
pharmaceutical industry. Starting from a database of 2D structures, atom and
bond types must first be checked and corrected; protonation states and charges
have to be assigned. This procedure is typically done with rule-based format
translation programs such as db_translate.255 Next, 3D structures have to
be created for the database using programs such as CORINA258 or
CONCORD.259 Finally, physicochemical data necessary for calculating ligand
conformations (e.g., rotational barriers or allowed side-chain rotamers) as
well as protein–ligand interactions (e.g., site points that guarantee proper
hydrogen-bonding directionality) have to be assigned. Within FlexX, the
assignment of physicochemical data is done automatically via a set of so-called
static data files containing this information on the basis of subgraphs that
could flexibly be matched to the ligand molecule. For example, FlexX contains
the MIMUMBA torsional angle database,94 which contains information about
frequently occurring torsional angles for small molecules determined for about
a thousand different molecular fragments.

Docking Calculation

The docking calculations are usually iterated separately for each mole-
cule of a database. Since the calculation times per molecule are still quite large
even for fast algorithms (about a minute per ligand), the use of a workstation
cluster or parallel hardware is of great advantage. Within FlexX, a task
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scheduler is employed that distributes docking processes on heterogeneous
workstation clusters based on the Parallel Virtual Machine260 (PVM) soft-
ware. The scheduler automatically detects whether a parallel-processing envir-
onment is available and starts docking processes on a user defined subset of the
available computers. The scheduler is very flexible allowing, for example, user
initiated interruptions of the calculation, handling of partial and total failure
of the computing environment, and recovery of interrupted calculations. In
addition, the scheduler contains an automatic output file merging procedure,
which is able to handle the output of several hundred docking processes run-
ning in parallel. For the user, the whole process is transparent, that is, the
resulting output files are identical for calculations performed on a single pro-
cessor and those performed on a 1024-processor parallel computer. Of course,
in the latter case the result is calculated about a thousand-fold faster.

Postprocessing

After the docking calculation, a set of placements and a score are calcu-
lated for most of the database compounds. The failure rate of compounds that
cannot be placed in the receptor site at all depends on the size of the com-
pounds in the database and on the thresholds set for the maximum scores or
the minimum matched features such as DOCK spheres. Typically, the number
of unplaced compounds in a database is below 5%. The score can then be used
to create an initial ranking of the compounds. Several postprocessing steps can
be invoked including the optimization of placements with numerical techni-
ques such as MD or the filtering of placements not fulfilling additional con-
straints that were omitted by the primary scoring function.252 Due to the
well-known limitations of individual scoring functions, it can be helpful to
apply alternative scoring schemes such as the consensus scoring already dis-
cussed. If a set of inhibitors with known bioactivity is contained in the data-
base, their docking results can be used to customize the scoring and to estimate
how far in rank one should consider molecules for biological testing.

APPLICATIONS

Docking as a Virtual Screening Tool

Biological screening methods are commonly used for lead identification
in a drug discovery program. High throughput screening (HTS) is usually
employed to experimentally screen hundreds of thousands of compounds
against a drug target.41 Molecular databases can be extended via combinator-
ial chemistry39,40 or compound acquisition. Today, proprietary databases
often contain about 106 compounds. However, this is only a tiny fraction
of the conceivable molecular space for which estimates range between 1060
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and 10100 compounds.43,44 Computational screening methods can comple-
ment HTS because they are fast, cheap, and applicable to even virtual com-
pounds. The calculations can help in deciding which compounds out of the
vast pool of possibilities should be made in a combinatorial or medicinal
chemistry program. The realm of virtual screening includes techniques that
evaluate the drug-likeness261 of compounds, development parameters,262

and the 2D and 3D diversity263,264 of designed libraries.43,44,265 Virtual
screening can even evaluate compound libraries based on the compounds’
potential for favorable characteristics in regard to absorption, distribution,
metabolism, excretion, and toxicity (ADME / TOX). Here, we want to com-
ment on the role docking plays as usually the last filter in library designs.

Automated docking is often used to rank a library of putative ligand–
protein complexes according to their binding affinities. One of the main pro-
blems in virtual screening is the large number of false positives, that is, inactive
compounds that nevertheless have high scores (bioactive compounds with low
scores are called false negatives). To illustrate the problem, we quote Jain192

who gives the following example: ‘‘Suppose that in a database of 100,000
compounds just 20 will bind above some threshold affinity to the target in
question. Even if the false negative rate is high (say 50%) one would likely
be happy with finding 10 true hits. However, depending on how many com-
pounds may be practically obtained (through purchase or synthesis) and
assayed, the false positive rate has a significant impact on the likelihood of
finding the true hits. If the false positive rate is just 1%, there will be 1000 false
positive ‘hits’ in the screen. If there is the capacity to obtain and assay 50 of the
1010 hits, with no principled way of distinguishing true positives from false
positives, there is a 60% chance of not finding a single true hit. In order to
achieve a 90% chance of finding at least one true hit, the absolute false posi-
tive rate must be 0.2%.’’

Fortunately, many virtual screening test studies can identify highly
potent, known inhibitors32 or derivatives thereof101 when seeded in large data-
bases of nonbinders. However, more realistic applications of virtual screening
include the identification of novel micromolar lead structures from a chemical
database—a task that is much harder to accomplish due to the small difference
in binding affinities between active and inactive compounds. (It should be
pointed out by way of comparison that actual compound databases used at
most large pharmaceutical companies easily give many micromolar hits for
some target receptors, but few or none for other receptors.)

Early examples of academically successful identification of potential
lead compounds by virtual screening with DOCK include drug targets such
as HIV-1 protease, RNase H, thymidylate synthase, hemagglutinin, and
malaria protease.27 Shoichet et al.61 discovered a new class of thymidylate
synthase inhibitors by screening the Available Chemicals Directory (ACD)
and also identified a binding mode different from that of the natural substrate.
Grootenhuis et al.266 identified a potent antitumor agent by virtually screening
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10,000 compounds from the Cambridge Structural Database95 against the
crystal structure of the DNA dodecamer–netropsin complex using DOCK.
DeJarlais et al.267 used the same procedure to find haloperidol as a weak
HIV-1 protease inhibitor. Antimalaria agents were identified by Ring et al.268

again using DOCK.
More recent examples of identifying known potent inhibitors by virtual

screening include Welch et al.,32 who identified biotin as the highest scoring
entity complexed with streptavidin in a pool of 80,000 compounds from the
ACD. Seven of the 13 top ranked hits out of 16,000 ACD compounds were
found to be dihydrofolate or methotrexate derivatives in a flexible DOCK
screen against dihydrofolate reductase.101 Kramer et al.269 screened a library
of 556 drug-like compounds from the CSD against 10 different proteins using
FlexX. In eight cases, the original inhibitors were identified in the upper 7% of
the hit list. Baxter at al.270 achieved a good separation between known ligands
of thrombin, factor Xa, and the estrogen receptor in a virtual screening experi-
ment involving 10,000 drug-like molecules. A comprehensive evaluation of
flexible docking was recently performed by Stahl et al.271 A data subset of
ca. 8000 compounds from the World Drug Index272 was selected containing
known ligands for seven different protein targets. The experiment showed that
success was highly dependent on the complexity of the docking problem.
Complexity was determined by several aspects such as the rigidity and the
overall shape of the receptor site, the amount of hydrophobic versus hydrophi-
lic interactions responsible for binding, and the influence of single water mole-
cules to the ligand binding modes. In well-behaved cases like thrombin,
between 55% and 90% of ligands known to bind could be identified within
the top 10% of the ranked database. This value drops to about 15–40% if
protein flexibility and water plays a significant role in binding as for HIV pro-
tease and HIV reverse transcriptase.

More recent practical successes in virtual screening include the work of
Burkhard et al.215 who identified a weak thrombin ligand whose binding mode
was later verified by crystallography. Toney et al.273 identified a series of
metallo-b-lactamase inhibitors by using FLOG. Different representations of
the receptor site hosting two zinc-bound water molecules were used in the
docking of 1.6 million compounds with FLOG. Enzyme inhibition was mea-
sured for the best scoring 100–500 compounds. A total of 71 compounds of
different structural classes with IC50 �20 mM were identified. In a study of
Horvath,274 rigid docking of 2500 virtual compounds into trypanothione
reductase revealed a new class of inhibitors. Recently, Perola et al.275 reported
a virtual screening experiment on the ACD (219,390 compounds) identifying
micromolar farnesyltransferase inhibitors.

A virtual screening study was recently conducted to study the ability of
DOCK/PMF scoring to find weak ligands to the FK506 binding proteins in a
pool of nonbinders.45 The binding affinities of 3247 small molecules (with an
average molecular weight of 191 Da) were measured by NMR. The database
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contained 28 active compounds with Ki’s ranging between 60 and 2000 mM.
Docking/PMF scoring showed a remarkable enrichment of the weakly active
compounds in the upper ranks of the computational hit list (Figure 6).

Docking as a Ligand Design Tool

Docking techniques can help suggest binding modes and subsequently
lead optimization when lead compounds cannot be cocrystallized with a target
protein. Lead optimization based on a protein crystal structure is also often
referred to as structure-based design. It is aimed at reaching tighter binding
that hopefully results in better efficacy of the putative drug candidate. Recent
reviews on how docking in combination with combinatorial chemistry is used
in structure-based drug design was given by Kubinyi158 and Kirkpatrick
et al.276

The ability of docking programs to work as structure-based ligand design
tools is often tested on small sets of known protein–ligand complexes. This
evaluation bears the risk of a hidden bias in the data set and that only a small
fraction of problem classes is covered. It is therefore necessary to evaluate the
method on larger sets containing at least about a hundred test cases. Jones
et al.21 first published an evaluation of the genetic docking algorithm
GOLD on more than 100 test cases selected from the PDB. They showed
that GOLD was able to predict about 71% of the cases in agreement with
the crystal structure. For FlexX, a similar evaluation was published for about
200 protein–ligand complexes achieving about 70% correct predictions within
2 Å.269 In 46% of the cases, the correct predictions ranked highest among
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Figure 6 Ranking list of 3247 compounds with
an average molecular weight (MW) of 191 Da
(left) and a subset of 2077 compounds with
MW �210 Da (right) according to their best
scores in a DOCK/PMF run against FK506
binding protein. Computational ranks for the
active compounds in the database are marked
with horizontal bars. Data are taken from
Muegge et al. (Ref. 45). Bold bars depict close
neighboring bars.

40 Small Molecule Docking and Scoring



sampled binding modes. When interpreting these good numbers, one has to
keep in mind that the docking calculations were performed with the respective
cocrystallized protein structure for each of the ligand–protein complexes.
Depending on the protein flexibility, the performance is often lower for prac-
tical applications.20 One method for analyzing this effect is the cross-docking
experiment. Here, the ligands of several complexes with the same protein are
docked in turn in each cocrystallized protein structures.20,233,269

The ultimate test for docking calculations is a blind prediction. A series
of blind docking/scoring experiments called ‘‘Critical Assessment of Techni-
ques for Free Energy Evaluation’’ (CATFEE) has been devised recently by
Roitberg, Cachau, and Fidelis.277 A meeting to analyze the results is planned
for 2001. In the fourth experiment of the Second Meeting on the Critical
Assessment of Techniques for Protein Structure Prediction (CASP2)278,
protein–ligand complexes for seven test cases with unpublished complex struc-
tures were predicted with several different docking algorithms. The experi-
ment showed that the docking methods available today are not very
robust.206 For a fast docking method developed for screening purposes like
FlexX, only about half the cases were predicted at least partially correct (about
2.5 Å rmsd).30 Looking at the geometrical problem alone, a placement within
2.5 Å rmsd from the crystallographic ligand placement in the protein structure
could be predicted for five of six cases (one case was a covalently bound
ligand); however, the ranks of the crystallographic placements were in the
range from 2 to 81 among scored binding modes. Since scoring functions
are not consistent in identifying the correct binding mode of a ligand–protein
complex scoring highest among sampled placements during a fully automated
docking run, structure-based lead optimization often includes manual steps.
The choice of the appropriate binding mode is usually made by an educated
guess backed by energy considerations or topographical preferences calculated
(e.g., using the program GRID).116

Small fragments can be computationally placed in different binding
pockets and later linked together following the idea of ‘‘SAR by NMR.’’14

For instance, Maduskule et al.279 discovered a 34-nM inhibitor for factor
Xa by manually docking fragments in the S1 and S4 subsites and connecting
them with a tether. Automated docking can help, however, to overcome the
human bias in placing the ligand fragments in the receptor site and to provide
new suggestions including unanticipated binding modes of some ligands.
Investigation of unanticipated docking orientations is an important capability
of docking programs because not all ligands that bind to the same receptor
align the same way. Cocrystallization experiments of related compounds
have shown placements of similar ligands that may not be obvious. To illus-
trate the capabilities and pitfalls of manual and automated docking in lead
optimization, we examine here the case of influenza virus neuraminidase.

Rational drug design led to the design of new inhibitors of neura-
minidase—an enzyme important to replication of influenza virus.280 The
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glycoprotein cleaves sialic acid residues from the surface of progeny virus par-
ticles. Otherwise, virus aggregation occurs and spread of viral particles is
stopped. Inhibiting cleavage thus interferes with the viral replication cycle.
Eleven residues form the highly conserved binding site that is also highly polar
containing three arginine residues and four glutamic acids. Design was started
from the substrate (sialic acid) itself: the pyranose ring was first replaced by a
dihydropyran (the compound labeled DANA in Figure 7). This ring modifica-
tion led to a 133-fold increase in binding affinity. Replacing the 4-OH group
by a guanidino group yielded an additional 100,000-fold increase in binding
affinity (GANA). Due to rapid clearance of these neuraminic acid compounds
from the body, new lead classes had to be considered. Structural and mechan-
istic studies suggested that the core structure of the neuraminic acids did not
contribute to binding.281 Therefore, a new class of benzoic acid compounds
containing the same R groups as the neuraminic acid series was investi-
gated.282 To the surprise of the investigators, the replacement of the hydroxyl
group by a guanidino group in the benzoic acids series (BANA113 in Figure 7)
resulted in only a 1000-fold increase in binding affinity. Subsequent crystallo-
graphic investigations revealed a completely unexpected binding mode for
BANA113.23 Although the N-acetyl group and the carboxylic acid were set-
ting in the anticipated sites, the benzoic acid ring was flipped by 180� placing
the guanidino group into a pocket different from that taken by the guanidino
group of the highly potent GANA. Electrostatic calculations of binding ener-
gies using the discretized continuum method implemented in DelPhi,283,284
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predicted the incorrect (unflipped) binding mode more than two orders of
magnitude (3.2 kcal/mol) more favorable than the crystallographic one.285

In contrast, automated docking experiments using DOCK with energy
score and PMF scoring showed that the correct binding mode of the neurami-
nidase inhibitor could have been predicted based on the crystal structures
available at the time (Figure 8).20 This example shows how a docking program
unbiased from human guessing could provide insight into a lead optimization
problem. Although the reliability of docking methods including automated
docking approaches is not so high, docking methods can provide new sugges-
tions for protein–ligand interactions that otherwise may have been over-
looked.

Although probabilistic predictions are acceptable in virtual screening
experiments for lead identification, in lead optimization studies, where only
a limited number of compounds is examined, confidence in docked binding
modes must be very high. Therefore, the conclusion from the neuraminidase

Figure 8 Crystal structure of BANA113 bound to influenza virus neuraminidase.
Docked conformations ranking first (correct) and eleventh (incorrect) in a DOCK/PMF
score docking experiment are compared to the crystallographic binding mode.
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example is that one should use all techniques available at the time, including
automated docking, in order to gather ideas about possible protein–ligand
interactions and then examine all the results before making design decisions.
This comprehensive strategy is particularly important in light of the fact that it
is not uncommon for similar ligands to bind in different binding modes to the
same protein.173

CONCLUDING REMARKS

A wide range of different methods for protein–ligand docking is avail-
able today. Although the docking of small and rigid ligands in their bound
conformations is often successful, the docking of flexible drug-like ligands
into a rigid binding site of a protein already presents a problem that is not gen-
erally solved. Protein flexibility, solvent molecules, and increasing ligand size
introduce additional difficulties. Fast methods for the conformational sam-
pling of binding modes of protein–ligand complexes have been developed. Pro-
grams typically sample large numbers of different low-energy configurations in
a few minutes of computer time. The main challenge of docking programs
today is to recognize the correct binding mode once it is sampled. Scoring
functions are designed to facilitate this task. They are the actual Achilles’
heel of docking programs. Scoring functions are not reliable enough today.
However, progress has been made recently in the development of empirical
and knowledge-based scoring functions as well as by the addition of solvation
terms into force field scores.

Docking is the essence of in silico (virtual) screening tools. Fast and sim-
ple functions are employed that filter compounds out of a database that have
no chance to fit the desired target. This filtering can be done, for example, by
pharmacophore-like feature matching in the binding site. For the survivors of
the initial screening, a more elaborate docking scheme is applied. The relative
ranking of different protein–ligand structures according to their binding affi-
nities is the crucial problem in a virtual screening application. The scoring pro-
blem is even more challenging in ranking protein–ligand complexes than in
finding the correct binding mode of a single ligand–protein complex. Typi-
cally, scoring results in large numbers of false positives in a virtual screen.
False positive rates can be reduced by using several scoring functions in a
consensus-scoring strategy.37 The ultimate goal of virtual screening is to mimic
experimental high throughput screening results. For virtual screening to be
competitive, the ratio between real hits and false positives must be pushed
above 10%. If a database of 106 compounds contains 10 actives, the number
of false positives must be below 100 (i.e., 0.01% of the total database).
Although this goal is not reached today, docking as a virtual screening tool
can still be useful in drug design projects. Virtual screening is fast and cheap
because there is no need to develop a screening assay as well as no need to
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purchase, synthesize, or store the compounds to be screened. Therefore, vir-
tual screening can be beneficial as an initial filter in cases where a full high-
throughput screening cannot be conducted, for either technical or cost reasons.
On the other hand, virtual screening requires the existence of an appropriate
3D structure of the target molecule.

In ligand design, the strength of protein–ligand docking methods lies
in the quick creation of a variety of plausible binding modes for a putative
protein–ligand complex. Computationally proposed binding modes can be
of value in suggesting modifications of a lead structure. These suggestions
can then be tested experimentally. Sometimes, unexpected binding modes of
protein–ligand complexes are predicted that help to solve lead optimization
puzzles and guide medicinal chemistry efforts in a drug discovery program.

The technical revolution in high-speed chemical synthesis and biological
high throughput screening techniques has somewhat outpaced computational
approaches in recent years. One could argue that it does not make much sense
to elaborately calculate binding affinities for a small number of compounds if
they can be made and tested experimentally much faster. Therefore, the main
opportunity for docking techniques today is to suggest new compounds that
would not have been identified in HTS or synthesized as part of an ongoing
SAR exploration. The need to generate novel chemical matter for a drug target
is apparent if one looks at the surprisingly low success rate of HTS throughout
the pharmaceutical industry. Only one in about ten HTS runs produces an
acceptable lead that is optimized in a drug discovery program.286 Moreover,
for many proteins (e.g., orphan receptors), HTS cannot be developed due to
lack of reference compounds. It is now recognized that HTS cannot be the
sole source of lead compounds in the pharmaceutical industry. Rational design
techniques, which did not enjoy undivided support in the pharmaceutical
industry in prior decades, have flourished recently. Small molecule docking
has contributed much to the recent successes of rational drug design. Today
virtual screening belongs to the standard repertoire of many pharmaceutical
research operations. Some pharmaceutical companies such as Vertex almost
exclusively prosecute drug targets for which they can generate crystal struc-
tures.287 Virtual screening and docking for lead optimization are used as
main tools. As a result, the average number of compounds made in a drug
optimization program at Vertex is an order of magnitude smaller than at other
pharmaceutical companies. The fact that today only one in about 29,000 small
molecules synthesized in the pharmaceutical industry results in a profitable
drug288 illustrates the drastic potential that rational drug design can have on
cost reduction in the drug discovery.

Current efforts are directed toward improving the reliability of scoring
functions as well as increased docking speed.289 High throughput crystallogra-
phy in combination with fast and reliable docking and scoring algorithms
would cause a revolution in drug design. From our perspective, there are
high expectations of docking/scoring approaches for the future.
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36. H. J. Böhm and M. Stahl, Med. Chem. Res., 9, 445 (1999). Rapid Empirical Scoring Functions
in Virtual Screening Applications.

37. P. S. Charifson, J. J. Corkery, M. A. Murcko, and W. P. Walters, J. Med. Chem., 42, 5100
(1999). Consensus Scoring: A Method for Obtaining Improved Hit Rates from Docking
Databases of Three-Dimensional Structures into Proteins.

38. J. R. H. Tame, J. Comput.-Aided Mol. Des., 13, 99 (1999). Scoring Functions: A View from
the Bench.

39. M. A. Gallop, R. W. Barrett, W. J. Dower, S. P. A. Fodor, and A. M. Gordon, J. Med. Chem.,
37, 1233 (1994). Applications of Combinatorial Technologies to Drug Discovery. 1.
Background and Peptide Combinatorial Libraries.

40. E. M. Gordon, R. W. Barrett, W. J. Dower, S. P. A. Fodor, and M. A. Gallop, J. Med. Chem.,
37, 1385 (1994). Applications of Combinatorial Technologies to Drug Discovery 2.
Combinatorial Organic Synthesis, Library Screening Strategies, and Future Directions.

41. M. W. Lutz, J. A. Menius, T. D. Choi, R. G. Laskody, P. L. Domanico, A. S. Goetz, and D. L.
Saussy, Drug Discovery Today, 1, 277 (1996). Experimental Design for High Throughput
Screening.

References 47



42. R. F. Burns, R. M. A. Simmons, J. J. Howbert, D. C. Waters, P. G. Threlkeld, and B. D. Gitter,
in Exploiting Molecular Diversity, Symposium Proceedings, Cambridge Healthtech Insti-
tute, San Diego, CA, Vol. 2, p. 6, January 23–25, 1995. Virtual Screening as a Tool for
Evaluating Chemical Libraries.

43. W. P. Walters, M. T. Stahl, and M. A. Murcko, Drug Discovery Today, 3, 160 (1998). Virtual
Screening—an Overview.

44. Y. C. Martin, Perspect. Drug Discovery Des., 7/8, 159 (1997). Challenges and Prospects for
Computational Aids to Molecular Diversity.

45. I. Muegge, Y. C. Martin, P. J. Hajduk, and S. W. Fesik, J. Med. Chem., 42, 2498 (1999).
Evaluation of PMF Scoring in Docking Weak Ligands to the FK506 Binding Protein.

46. T. J. Marrone, B. A. Luty, and P. W. Rose, Perspect. Drug Discovery Des., 20, 209 (2000).
Discovering High-Affinity Ligands from the Computationally Predicted Structures and
Affinities of Small Molecules Bound to a Target: A Virtual Screening Approach.

47. K. E. B. Platzer, F. A. Momany, and H. A. Scheraga, Int. J. Peptide Protein Res., 4, 187
(1972). Conformational Energy Calculations of Enzyme–Substrate Interactions. I. Compu-
tation of Preferred Conformation of Some Substrates of a-Chymotrypsin.

48. K. E. B. Platzer, F. A. Momany, and H. A. Scheraga, Int. J. Peptide Protein Res., 4, 201
(1972). Conformational Energy Calculations of Enzyme–Substrate Interactions. II. Com-
putation of the Binding Energy for Substrates in the Active Site of a-Chymotrypsin.

49. W. C. Guida, Curr. Opin. Struct. Biol., 4, 777 (1994). Software for Structure-Based Drug
Design.

50. P. M. Colman, Curr. Opin. Struct. Biol., 4, 868 (1994). Structure-Based Drug Design.

51. T. P. Lybrand, Curr. Opin. Struct. Biol., 5, 224 (1995). Ligand–Protein Docking and Rational
Drug Design.

52. R. Rosenfeld, S. Vajda, and C. DeLisi, Ann. Rev. Biophys. Biomol. Struct., 24, 677 (1995).
Flexible Docking and Design.
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CHAPTER 2

Protein–Protein Docking
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INTRODUCTION

In this review,1 we discuss current methods to predict the structure of a
protein–protein complex, given the structures of the respective proteins in
their unbound conformations. We begin by putting the protein–protein dock-
ing problem in context with respect to other biomolecular docking problems
and with respect to its role in the current genomic era. We then highlight the
crucial points that need to be considered when embarking on a docking pro-
ject. We review the anatomy of prototypical protein–protein interfaces and
describe structural changes observed upon binding in experimentally deter-
mined complexes. Then, after giving a brief overview of manual docking,
we present automated methods for docking. We describe current algorithms,
their limitations, and the situations in which they are applicable. After these
descriptive review sections, we guide the reader through a case study that illus-
trates some of the important points that should be considered in protein–pro-
tein docking.
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Why This Topic?

The study of protein–protein interactions is at a turning point. With the
sequences of a significant number of genomes revealed, comparative bioinfor-
matics studies2–4 can be used to reveal protein interaction partners. On the
experimental side, large-scale automation of the yeast two-hybrid technique
is making it possible to identify all possible protein interaction partners in
entire genomes,5 and mass spectrometry (MS) has recently become a powerful
tool for identifying the proteins that constitute protein complexes.6 All of these
techniques give researchers valuable information about which proteins in an
organism interact with each other. They do not, however, define exactly
how the proteins interact. This information is vital for the understanding of
cellular function and disease-related processes. A full understanding of these
cellular processes and the rational design of molecules to modulate them, nota-
bly for therapeutic benefit, requires knowledge of the atomic interactions of
the proteins involved. Only a small fraction of the proteins in the human gen-
ome and other genomes have structures that have been solved by nuclear
magnetic resonance (NMR) or X-ray crystallographic methods. However,
techniques combining structural genomics7 with advanced homology mo-
deling8 and ab initio fold prediction9 tools give rise to the hope that workable
models for all proteins involved in disease-related processes will become
available. With these protein three-dimensional (3D) structures in hand,
automated protein–protein docking methods will be vital for structure-based
approaches to drug design and biotechnology.10

Protein–Protein Binding Data

Given the multitude of possible protein–protein binding modes, it is
important to define the goals of any particular docking project at the outset.
Is it to derive the interactions of a large set of relatively rigid proteins by
screening at low resolution? Or does the researcher want a detailed model
of the binding process of two proteins that exhibit significant flexibility in
the binding interface? To make a suitable choice, it is necessary to consider
the properties of protein–protein complexes. Therefore, in the following
sections, we recapitulate current knowledge from experimental data on the
structure, energetics, and dynamics of protein–protein complexes.

Structural Properties
In the most comprehensive structural analysis to date, Lo Conte et al.11

studied 75 protein–protein complexes comprising 24 protease–inhibitor, 19
antibody–antigen, and 32 other complexes (including 9 further enzyme–
inhibitor and 11 signal transduction complexes). The authors found that pro-
tein–protein interfaces typically have a size of 1600 � 400 Å2 with a few com-
plexes exhibiting very large (2000–4660 Å2) or very small (less than 1000 Å2)
interfaces. With respect to their chemical nature, the interfaces were found to
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resemble protein surfaces more than protein interiors. Nevertheless, Jones and
Thornton12 found, by analysis of six parameters (solvation potential, residue
interface propensity, hydrophobicity, planarity, protrusion, and accessible sur-
face area) that the interface surface patches are distinguishable from other sur-
face patches on proteins. On average, Lo Conte et al.11 found one hydrogen
bond per 170-Å2 interface area. The interfaces of protease–inhibitor com-
plexes were found to exhibit more polar residues, and those of antibody–
antigen complexes fewer polar residues than the rest of the complexes studied.
In general, protein–protein interfaces are enriched in aromatic residues.

Water molecules are frequently present at protein–protein interfaces and,
on average, one water molecule per 100 Å2 is found in high-resolution struc-
tures.11 The presence of waters in crystal structures of protein–protein com-
plexes first became apparent in antibody–lysozyme complexes,13–14 and they
have since been identified at the interfaces of many protein–protein complexes.
The role of these water molecules seems to be twofold. First, they contribute to
the proper packing of the protein–protein interface region.11 Second, they
mediate intermolecular hydrogen-bond formation. On average, there are as
many water mediated as direct hydrogen bonds across protein–protein inter-
faces.15 Figure 1 illustrates, as an example, part of the network of water-
mediated hydrogen bonds in the barnase–barstar interface. Apart from playing
a structural role, water molecules also make important energetic contributions
to protein–protein binding. Mutational and computational analyses have
shown their energetic contribution. Covell and Wallqvist16 computed that in
crystal structures of three selected protein–protein complexes, interfacial crys-
tallographically observed water molecules contribute around 25% of the total
calculated binding strength.

Kinetic and Thermodynamic Properties
The measured dissociation constants of biomolecular protein–protein

complexes cover a range from roughly 10�3 to 10�13 M, corresponding to
binding affinities up to about 18 kcal/mol. Association rates fall in the range
103 to 1010 M�1 s�1, and dissociation rates range from 103 to 10�8 s�1.

The energetics of protein association can be studied by a variety of
experimental techniques,17 each of which permits measurements of equili-
brium or kinetic values in a certain range. Widely used techniques include iso-
thermal titration calorimetry, surface plasmon resonance measurement,
stopped flow kinetics, optical spectroscopy, MS, and analytical ultracentrifu-
gation. The techniques differ in their requirements (e.g., amount of protein,
labeling with fluorophores, attachment to sensor surfaces, and the environ-
ment provided by the experimental set up) and therefore in their applicability
to individual cases. Different techniques can also give quite different values for
what might be expected to be the same quantity. For example, association
rates measured by surface plasmon resonance, with one protein immobilized
on a surface, are usually different from those measured for the two proteins in
solution and under otherwise similar conditions.
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Protein engineering is a powerful tool to use in conjunction with binding
measurements to investigate which residues are most important for binding. It
has been shown that not all residues at protein–protein interfaces contribute
equally to binding affinity. Rather, there often exist ‘‘hot spots’’ containing
a few residues that account for most of the binding affinity. The existence of
hot spots has been demonstrated for binding of the human growth hormone to
its receptor18 and subsequently for other complexes including barnase and
barstar19 and interleukin-4 and the interleukin-4a receptor.20 Moreover, it
has been shown for a number of examples, including the interleukin-4–
interleukin-4a receptor complex,20 that the binding epitope (in this context,
the part of the protein determining recognition and binding) can consist of

Figure 1 Interfacial hydrogen-bonding network in the complex of barnase and barstar.
Water molecules are depicted in ball-and-stick representation. Barnase is shown on
the left by the dark ribbon with arginine-59 in a stick representation. Barstar on the right
is represented by the light gray ribbon. Hydrogen bonds are depicted by dashed lines.
Hydrogen atoms were added to the A and D chains and water molecules of PDB file 1brs
by optimizing the hydrogen-bond network using WHAT IF (Refs. 101,102) and energy
minimization using the CHARMM22 force field (Ref. 103) implemented in X-PLOR
(Ref. 104).
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two distinct but overlapping epitopes: one containing residues of primary
importance for the dissociation rate, the other containing residues of most
importance for the association rate. The association rate will be most depen-
dent on mutation of residues making contacts in the diffusional encounter
complex,21 whereas the dissociation rate will be dependent on the structure
of the bound complex. This difference can be exploited for the design of
mutants in which the association rate, but not the dissociation rate, is altered.22

The binding affinity of two proteins is frequently the result of enthalpy–
entropy compensation. Ideally, then, the estimation of the binding affinity
during protein–protein docking should include the computation of both
enthalpies and entropies of binding,23 thus enabling estimation of the tempera-
ture dependence of the binding affinity. However, enthalpy–entropy compen-
sation makes it difficult to account for these two terms explicitly24 while
providing fast, accurate estimates of binding affinity during docking. Further,
there is relatively little calorimetric data available on protein–protein binding
for calibrating the empirical functions used to estimate enthalpies and entro-
pies. However, some systematic studies have been carried out to perform coor-
dinated calorimetric experiments and computations.25 Good agreement
between experiment and the structural energetic calculations (in which ther-
modynamic parameters are estimated based upon changes that occur in polar
and apolar solvent-accessible surface area) have been obtained.26,27

Protein–protein binding energetics are influenced not only by the protein
sequence and structure, but also by the conditions under which binding takes
place. The pH is an important parameter, and pH dependence has been mea-
sured for protein–protein binding affinity.19,28 Sensitivity to pH arises from
changes in the ionization state of residues important for binding. For example,
Schreiber and Fersht29 could attribute the pH dependence of barnase–barstar
unbinding to a single barnase histidine residue. Ionic strength can also affiect
binding, particularly when electrostatic interactions are strong. There can be
specific ion-binding efects that can affiect the stability of the proteins and their
binding thermodynamics, as exemplified by phosphate ion binding.25 Finally,
the viscosity of the solvent can affect the binding kinetics; viscogens exert
osmotic pressure and thus alter binding affinity.30

There are several energetic contributions to protein–protein binding affi-
nity. The relative importance of hydrophobic and electrostatic interactions
varies in diffierent complexes. So too does the contribution of individual water
molecules and specific hydrogen bonds. Protein–protein interfaces do not
generally show charge complementarity, but, due to the long-range nature
of electrostatic interactions and the heterogeneity of the protein–solvent
dielectric environment, they do show complementarity of their surface electro-
static potentials.31 Therefore, it is not a straightforward task to derive simple
expressions that are universally applicable to estimating binding affinity.
However, correlations between experimental binding affinities and relatively
simple additive energy functions that depend on interfacial properties have
been obtained.32,33

Introduction 65



Dynamic Properties
One of the major difficulties in predicting the structure of the bound

complex from two unbound protein conformations is the structural changes
that take place upon binding. These changes can arise from:

* The need to establish or improve specific interactions between the two
binding partners.

* The need to improve geometric fit and avoid steric clashes.

* The inherent flexibility of the proteins involved.

* Functional reasons, such as conformational changes that can trigger
events in signaling or are important in allosteric effiects.

Local structural changes, such as surface side-chain rotations, occur on time
scales34 of 10�11 to 10�10 s and length scales of several angstroms. A typical
example of this kind of motion is illustrated in Figure 2, which shows the

Free
Docked

Figure 2 Rearrangement of interfacial side chains in barnase upon binding barstar.
Dark (light) color represents the bound (unbound) conformation. Arg-59 is highlighted
in ball-and-stick representation, using a lighter color for the free and a darker for the
bound conformation. The viewpoint is chosen from barnase across its guanine-binding
loop toward barstar.
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structural change in an interfacial loop of barnase upon binding to barstar.
The structural reorganization involves small-scale backbone adjustments
along with changes of side-chain rotamers.

At the other end of the spectrum, large-scale structural changes occur on
time scales34 of 10�11 to 10�3 s and can involve motions over several tens of
angstroms. To illustrate the diffierent types of large-scale conformational
changes upon docking, we have chosen to focus on the complex of cyclin
and cyclin-dependent kinase 2 (CDK2). A Ca representation of the complex
with CDK2 superposed in bound and unbound forms is illustrated in
Figure 3(a). A large-scale loop rearrangement upon binding is illustrated in
Figure 3(b). A disorder–order transition is illustrated in Figure 3(c). For
docking in such cases, the ordered bound structure of the unordered region’s
conformation must be predicted. Finally, a large-scale domain motion upon
binding is shown in Figure 3(d).

In their recent review of the conformational changes upon formation of
31 heteroprotein complexes (18 enzyme–inhibitor, 7 antibody–antigen, and 6
other), Betts and Sternberg35 conclude that conformational change is consider-
able for just over half of the complexes studied. In these cases, the observed
structural changes were larger than those between different experimental
structures of the same protein. From these comparisons, the thresholds above
which a structural change upon binding can be considered significant are: 0.6 Å

for Ca atoms and 1.7 Å for side chains of exposed residues. Conformational
changes involved both side-chain and main-chain contributions. In their data
set, Betts and Sternberg found no large-scale conformation changes upon
protein–protein binding arising from correlated shear or hinge-bending motion.

Challenges for Computational Docking Studies

Given the multitude of approaches now used to dock small molecules
and peptides to proteins, why should the protein–protein docking pro-
blem require its own approaches? Could one make do with the software
packages developed for these related problems? Unfortunately, the answer is
usually no.

A fundamental difference between protein–protein and protein–small-
molecule docking is the number of degrees of freedom that must be considered
when generating putative complexes. With the average protein–protein inter-
face11 spanning an area of 1600 Å2, the number of protein atoms directly
involved in contact formation between receptor and ligand is large compared
to the number of atoms involved in the binding of small molecules or peptides.
Thus, the generation of new putative binding conformations is computation-
ally more complex and may require new classes of algorithms to be applied.
Related to the larger number of degrees of freedom and the size of the interface
is the extent of conformational changes of the receptor. As mentioned in the
previous sections, large-scale structural changes involving backbone motions
on the order of ca. 10 Å are observed for some complexes. Thus, approaches
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to generate putative complexes will ideally have to be able to tackle large-scale
receptor conformational changes.

Another difference between protein–protein and protein–small-molecule
docking involves the treatment of nonbonded interactions. For the docking of
rigid low molecular weight compounds, the receptor’s molecular interaction

(b)

(d)

(a)

(c)

D

B

Figure 3 Large-scale conformational changes upon protein–protein binding. (a) Cyclin
bound to cyclin-dependent kinase 2 (CDK2) (PDB code 1fin, chains A and B). In the
structure of the complex, the unbound CDK2 structure (PDB code 1hck, chain A) is
superposed onto the bound structure. The all-Ca rmsd between bound and unbound
CDK2 conformations is 3.9 Å. Superposition of the relevant CDK2 chains was
performed by minimizing the rmsd of all Ca atoms (Ref. 105). The rectangular regions B,
C, and D are shown magnified in (b), (c), and (d), respectively. For PDB, see Ref. 106.
(b) Large-scale loop rearrangement upon binding. Residues 144–167 of CDK2 change
their backbone conformation up to ca. 12 Å. (c) Disorder–order transition of residues
37–40 in CDK2. The disordered residues are not resolved in the experimental structure;
the flanking residues are shown in a ball-and-stick representation. (d) Large-scale
domain motion upon binding. Residues 1–80 of CDK2 display a tilt motion leading to a
local backbone rmsd of 3.5 Å upon binding.
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fields, such as the electrostatic potential, can often be computed and stored
prior to the docking simulation. On the other hand, the more extensive con-
formational changes occurring during protein–protein binding require updat-
ing of these computationally expensive quantities during docking. Thus,
scoring functions for protein–protein docking either have to treat these inter-
actions in a heuristic way or they must invoke more efficient techniques for the
evaluation of the expensive nonbonded interactions.

In the following section, we describe computational approaches used in
the protein–protein docking field. We focus mostly on the aspect of generating
putative complex structures. Although some small molecule docking programs
have been extended for application to protein–protein docking as well, most
approaches representnewefforts targetedspecificallyatprotein–proteindocking.

COMPUTATIONAL APPROACHES
TO THE DOCKING PROBLEM

In this section, we present an overview of the methods currently in use
for docking binary protein complexes. Although docking of ternary protein
complexes has been reported,36 the majority of computational studies to
date deal with the case of two interacting proteins.

Manual docking approaches have long been used for generating protein–
protein complexes. These approaches require the researcher to dock the two
proteins interactively and determine the chemical and geometric fit by means
of computer graphics tools. Preliminary structures of complexes generated
manually can be refined to remove bad contacts by energy minimization. Man-
ual docking is often done by using experimental data on the effects of muta-
tions as guides for generating plausible structures of complexes. Anderson and
Weng37 described an advanced approach for manual protein–protein docking
utilizing immersive virtual reality environments such as haptic devices that cre-
ate a sense of touch via controlled force feedback to the user’s hand. Although
they could demonstrate successful protein–protein docking in two cases using
virtual reality, no large-scale applications have been reported so far.

Two general categories of approaches to automated protein–protein
docking can be distinguished. In the first, rigid-body docking, both proteins
are considered to be completely rigid, thereby reducing the docking problem
to a search through six degrees of freedom for the optimal orientation. Rigid-
body docking approaches are usually geared toward optimizing the geometric
and/or chemical fit of the two proteins. Typical execution times on current
computer hardware are on the order of minutes for representative enzyme–
inhibitor complexes. This computational efficiency enables the user to auto-
matically screen databases of proteins for mutual interactions. On the other
hand, conformational rearrangements of the proteins and interfacial solvation
are not treated in any of the rigid-body docking approaches.
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In the second approach, flexible docking, protein conformational flex-
ibility is treated explicitly. The extent to which protein flexibility is modeled
varies. Some approaches account for the relative motions of protein domains,
others account for rotation of amino acid side chains, and others treat all
atomic degrees of freedom. These approaches are based on minimizing energy
or on optimizing shape-based criteria, or on performing atomic-detail simula-
tions that allow a time interpretation of the binding process. Naturally, execu-
tion speeds can be extensive, ranging from hours to days for a single docking
on current computing hardware. Typically, the value of fine-grained flexible
docking approaches is to understand an interesting binding event particularly
well. Screening databases with thousands of putative interaction partners is
out of the reach of current flexible docking methods due to their computa-
tional demands.

Docking = Sampling + Scoring

Throughout this chapter, we roughly separate docking approaches by
their treatment of protein flexibility. Within the two broad categories (rigid
body and flexible docking), the docking problem can be separated into two
subproblems:

1. The sampling problem: Given two independent protein structures, generate
putative structures of the complex.

2. The scoring problem: Given a set of putative complexes, rank them by
estimating their free energy of binding.

A plethora of techniques has been employed to address the sampling problem,
ranging from complete enumeration of the relative orientations of the rigid
binding partners to methods based on effective energy gradients to determine
new atomic positions.

For the scoring problem, the free energy of binding for a certain putative
complex has to be estimated. These estimates should take into account both
the enthalpic and the entropic contributions to the free energy of binding.
Although free energy perturbation38–41 techniques employing molecular
dynamics simulations for sampling can be applied to protein–protein bind-
ing,42 they are too demanding in terms of computational resources to be of
practical value for docking problems at present. Instead, a common strategy
is to use heuristic techniques to estimate the entropic component of the free
energy of binding (e.g., desolvation energies are parameterized by atomic sol-
vation parameters43), and simplified potential energy functions are used to
estimate the enthalpic component. A simple scoring function might be given
by the number of intermolecular contacts shorter than a given threshold dis-
tance or the number of van der Waals (vdW) clashes in the protein–protein
interface. A slightly more complex scoring function would account for the che-
mical nature of the interacting atoms of the proteins as well as their spatial
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arrangement. One common formulation of such a scoring function is based on
atomic solvation parameters (ASP):

Vasp ¼
XN
i¼1

siAi; ½1�

where the sum over all atoms i involves the atomic solvation parameter si and
the solvent-accessible surface Ai of that atom.

A more detailed approach to scoring is to compute a molecular
mechanics (MM) potential energy for the enthalpic part of the binding free
energy; typically, such a function contains the following terms:

VMM ¼ Vbonds þ Vangles þ Vdihedrals þ Vimpropers þ Vnonbonded ½2�

The bond-stretching term Vbonds has the following form:

Vbonds ¼
X
bonds

Kbðb � b0Þ2 ½3�

where Kb is the force constant of the harmonic spring representing a covalent
bond, b0 is the bond’s equilibrium length, and b is the bond’s length as derived
from the Cartesian coordinates of the atoms involved.

The bond angle term Vangles

Vangles ¼
X

angles

Kyðy� y0Þ2 ½4�

describes bending of the angles between covalently bonded atoms. The para-
meters y and y0 are the bond angle and its equilibrium value, and Ky is the
bending force constant.

The dihedral term Vdihedrals

Vdihedrals ¼
X

dihedrals

Kw½1 þ cosðnw� dÞ� ½5�

describes torsion about the bond between the second and third of four se-
quential, covalently bonded atoms. The number of local energy minima is
determined by n, and their corresponding internal dihedral angles w are deter-
mined by the offset d. The associated force constant is Kw.

A heuristic potential term to keep peptide bonds and aromatic ring struc-
tures planar is given by the improper dihedral term

Vimpropers ¼
X

impropers

Kfðf� f0Þ2 ½6�
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Here, a pseudo-dihedral angle is defined similarly to a dihedral angle and is
denoted by f. The respective force constant is Kf.

The Coulombic and vdW interactions are represented by the nonbonded
potential term

Vnonbonded ¼
X

nonbonded

e
Rminij

rij

� �12

� 2
Rminij

rij

� �6
" #

þ qiqj

Drij

 !
½7�

Here, the interatomic distance between atoms i and j is rij. The depth of the
Lennard-Jones well describing the vdW interaction is given by e, and the loca-
tion of its minimum is given by Rminij

. The electrostatic interaction is repre-
sented by charges qi, qj, the interaction of which is modified by an effective
dielectric constant D.

Electrostatic desolvation effects upon binding can be scored by invoking
a Poisson–Boltzmann (PB) formulation of electrostatic binding energies44 of
the form

VPB ¼ 1

2

ð
r/d3r ½8�

where r is the total charge density and the electrostatic potential / is given by
solution of the PB equation

�r � er/ ¼ r f þ l
X

i

ciqi exp �qi/=kBTð Þ ½9�

Here, r f denotes the fixed charge distribution of the proteins, and e the
position-dependent permittivity. The term �r � er/ represents the divergence
of the displacement field and, according to Gauss’s law, is equal to the charge
density. The ionic charge density is given by l�iciqi exp ð�qi/=kBTÞ, where
ions of charge qi have a bulk concentration of ci, and l ¼ 1 in ion accessible
regions and l ¼ 0 elsewhere.

Although the sampling and the scoring problems are conceptually differ-
ent in nature, their solutions are not independent. The complexity of the
energy landscape, which is dependent on factors such as the smoothing and
resolution of the scoring function, will influence the extent and type of sam-
pling required. Although efforts to solve the sampling and scoring problems
are intertwined, we will describe current approaches to solve the two problems
separately. Summaries of the methods discussed and their respective technical
components are given in Tables 1 and 2. Because the run times given in these
tables for the individual methods were obtained for computations on different
computer hardware and example protein–protein complexes, they should be
considered only as rough relative estimates.
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In the following two sections, we report current methods for rigid- and
flexible-body docking. After describing the algorithmic ideas, we make a
rough classification and highlight the limits and capabilities of the respective
methods.

Rigid-Body Docking

The key assumption of rigid-body docking approaches is that any con-
formational changes in the interaction partners upon binding can be neglected
or modeled implicitly. Implicit representations, such as reduction of atomic
radii or lowering of the resolution of the model by discretization of the pro-
teins on to grids with spacings of several angstroms, may be used to account
for limited motions such as side-chain rearrangements at the interface.
Although rearrangements upon binding are indeed limited to side chains in
many of the protein–protein complexes found in the Protein Data Bank,
even for such complexes, rigid-body docking of unbound structures at high
resolution can result in the correctly docked complex being missed.48

Table 1 Rigid-Body Docking Methodsa

Reference Sampling Method Scoring Method DOF Resolution Runtimeb

Cherfils et al.45 MCSA/EM vdW þ ES 6 One sphere 10 h
per residue

Gabdoulline BD Excluded volume 6 Atomic 10 h
and Wade46 and effective charge

PB ES
Ouporov et al.47 BD Excluded volume 6 Atomic 100 h

and PB ES
Gabb et al.48 Complete vdW þ ES 6 1–2 Å 10 h

enumeration (FFT) and filtering
Meyer et al.49 Complete Hydrogen-bond 6 ca. 1.5 Å 1 h

enumeration (FFT) filtering and shape
matching

Vakser50 Complete Shape matching 6 3–7 Å 1 min
enumeration (FFT)

Ritchie Complete Electrostatic 6 Depends on 1 h
and enumeration and shape matching degree of
Kemp51 (polynomial polynomial

expansion) used
Fischer et al.52 Geometric hashing Shape matching 6 ca. 1 Å 1 h
Hendrix and Geometric hashing/ Shape matching þ 6 ca. 1 Å 1 h

Kuntz53 site-point MM
matchingþ EM

aAbbreviations of technical terms can be found in Ref. 1.
bThe indicated approximate runtimes cannot be compared quantitatively, as the authors used

different computing equipment. We present only orders of magnitude to give the reader a rough
idea of what time scales are involved.
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Low-resolution rigid-body docking can be applied to a wide range of protein–
protein complexes. These must display low-resolution recognition, a property
found by Vakser et al.60 to be present in more than half of the complexes in a
set of ca. 500 nonredundant protein–protein complex crystal structures.

Gradient-Based Techniques
A variety of techniques has been developed to explore the conforma-

tional space spanned by the six degrees of freedom considered in rigid-body
docking. In early work, Cherfils et al.45 parameterized protein–protein orien-
tations by the protein separation distance along the line connecting the centers
of mass and five variables for the respective angular orientations. For each set
of these five angular variables, the optimal separation distance was computed
by a simple scheme resulting in the smallest mutual separation without steric
clashes. Steric clashes were computed with a low-resolution model in which
each residue is replaced by a single sphere. For each given set of angular para-
meters, the closest separation distance was determined, and an approximate
interaction energy comprising simple repulsive vdW-like and surface burial
terms was computed. The five-dimensional space of angular variables was

Table 2 Flexible Docking Methodsa

Sampling Scoring
Reference Methods Methods DOF Resolution Runtimeb

Sandak et al.54 Geometric Shape 6þ 3Ndiscrete
hinge

c 2 Å 10 min
hashing matching

Jackson et al.55 Mean-field vdW þ ES and 6þ Ndiscrete
rotamers

d ca. 1 Å 10 min
equation desolvation

energy
Althaus et al.56 Optimization MM and Ndiscrete

rotamers
d, Atomic 1 h

(DEE, LP) MM þ Natoms
f

and EM desolvation
Weng et al.57 Complete Effective free Ndiscrete

torsions
e, Atomic Not given

enumeration energy Natoms
f

(ASP/PB) or MM
and EM

Abagyan et al.58 MCSA/EM MMþ Arbitrary Atomic 10 h
desolvation
or MM

Ullmann et al.59 MCSAþ Colulombic þ 6, then Atomic Not given
MD/EM MM þ PB/SA 3Natoms

f

aAbbreviations of technical terms can be found in Ref. 1.
bThe indicated approximate runtimes cannot be compared quantitatively, as the authors used

different computing equipment. We present only orders of magnitude to give the reader a rough
idea of what time scales are involved.

cThe total number of hinges assumed for the flexible protein.
dThe total number of rotameric states for all residues considered.
eThe total number of variable torsional angles.
f The number of atoms.
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searched by performing Monte Carlo simulated annealing and energy minimi-
zation in random subspaces. Sets of candidate complexes generated by repeated
application of this searching technique were further energy minimized using an
atomic level molecular mechanics force field. With this method, complexes
close to the experimental structure could be generated when starting from
the respective bound conformations. However, docking of the unbound
protein structures in two test cases resulted in significant loss of interprotein
hydrogen bonds, thus indicating the shortcomings of the method in dealing
with minor induced fit. Recently, this approach was used by Janin61 to gener-
ate transition state complexes for the barnase–barstar system in order to study
the kinetics of this protein–protein binding event.

An alternative to the energy minimization approach of Cherfils et al.,45 is
stochastic or Brownian dynamics (BD)62 in which bimolecular association tra-
jectories are simulated, thus allowing for a time interpretation of the binding
process. In the work of Gabdoulline and Wade,46;63 BD simulations are used
to determine the association rates of proteins, given a known structure of the
complex of the two proteins. Instead of generating a single bound complex,
clusters of diffusional encounter complexes21 are obtained by simulating
many trajectories. Intermolecular excluded volume and electrostatic interac-
tions are used to derive the forces. An effective charge model64 is used to com-
pute approximate Poisson–Boltzmann electrostatic forces in an efficient
manner. Brownian dynamics can also be used to predict the structures of elec-
trostatically favorable docked protein–protein complexes, as was recently
demonstrated by Ouporov et al.47

Complete Enumeration
Instead of finding the optimal six-dimensional coordinate set by gradient-

based methods, an alternative approach is to discretize all dimensions and
locate the approximate optimum complex by complete enumeration. With
the number of points in each direction being N, a naive enumeration would
have a computational complexity of O(N6). This approach is illustrated by
recent work of Palma et al.,65 who use a binary representation of each protein
on a cubic grid. For a given grid, each grid point is assigned a value of 0 when
no atom is close, and 1 otherwise. For a given relative orientation of two pro-
teins, their geometric fit can then be determined by efficient binary computa-
tions of the representative grids. The best preliminary orientations are then
scored using electrostatic and surface matching, and pairwise residue potential
terms. These scores are combined by means of a neural network to derive a
single score for a given orientation.

An alternative for identifying the optimal rigid-body orientation is pro-
vided by the convolution-based strategy pioneered by Katchalski-Katzir et al.66

If the scoring function is cast into the shape of a mathematical correlation
function, the complexity can be reduced to O(N3 log(N3)). Figure 4 illustrates
the main idea of the algorithm. First, the three angular variables are separated
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from the three translational variables. For each given rotation, the two pro-
teins are discretized onto two cubic grids. The grid points are assigned integer
values according to their proximity to the protein atoms. Loosely speaking, the
two proteins in a given relative orientation are surrounded by a cubic lattice.
For every single possible translation of one protein lattice with respect to the
other in this orientation, the scoring function is evaluated by performing a
pointwise multiplication of the overlapping lattices and summing up the single
contributions. To scan all possible translations for a given rotation, this corre-
lation function can be computed very efficiently by means of fast Fourier trans-
forms (FFTs).67 By Fourier transforming the geometric or electrostatic
properties of both proteins on a grid and computing the product of one trans-
form with the conjugate of the other, a matrix will be obtained. Reverse
Fourier transforming this matrix results in the scoring function values for all
possible translations at this particular orientation. Only a set of the best scores
and their associated translations is retained and compared to the respective
sets from other orientations. Besides reducing the complexity of the algorithm
by using discrete Fourier transforms for the correlation computation, these

A

C

B

Start

Figure 4 Illustration of the FFT-based rigid body docking approach. Initially, the two
proteins in a particular relative orientation are discretized during step A of the
algorithm. Then, all possible translations are scanned by superposing the smaller
protein’s grid onto the larger one’s without changing the relative orientation of the
proteins (this scan is performed very efficiently by means of a FFT-based convolution
formalism). For each such superposition, a shape-based score is computed. In step B, a
small number of the highest scoring translations are kept and collected for later
evaluation. During step C, a new relative orientation of the proteins is chosen with a
given discretization in the angular degrees of freedom. After scanning all relative
orientations, a certain number of the highest scoring rotations/translations is screened
with more elaborate scoring methods.
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methods offer the potential for computational efficiency. Whereas the
FTDOCK package of Gabb et al.48 has a parallel implementation of the
FFTs on a shared-memory architecture, the DOT program68;69 utilizes a
farmer/worker approach to distribute sets of orientations between worker
nodes in a distributed memory environment. In this approach, one control
processor (the farmer) distributes tasks to identical worker processes, which
compute and return the result.

Different types of scoring function can be applied in combination with
convolution-based docking. In FTDOCK, a geometric matching score is
used to generate complexes, whereas electrostatics is applied only as a poster-
ior binary filter. In DOT, electrostatic and geometric scores are used in con-
junction during generation of complexes. Electrostatic computations are
performed in FTDOCK with a Coulombic formalism, a distance-dependent
dielectric constant, and point charges interpolated on a grid. In contrast,
DOT can utilize the output of software suites such as UHBD70 or DelPhi71

that compute electrostatic potentials as solutions to the Poisson-Boltzmann
equation.44 Both FTDOCK and DOT use an atomic representation of the
proteins involved to derive the discretized protein grid. All fine-grained
convolution-based docking approaches are demanding with respect to mem-
ory usage: to perform the FFTs efficiently, grids of N3 complex numbers
must be kept in memory. For large proteins, this necessitates minimum grid
spacings larger than 1 Å, and therefore the protein might not be represented
at the resolution desired.

An efficient implementation, useful for low-resolution docking, has been
provided by Vakser and Aflalo in their GRAMM package.72 This program
provides an implementation of the approach of Katchalski-Katzir et al.,66

employing a coarse grid with a grid spacing up to 7 Å to represent the inter-
acting proteins.50 Although a grid spacing of 7 Å might not be useful for
detecting the impact of single-residue mutations on protein–protein associa-
tion, this approach can help to detect the proper binding hemispheres for large
sets of proteins.60 A modified version of the algorithm considers only hydro-
phobic contacts for the geometric surface matching;72 this modification was
shown to improve the scores of the correct positive results compared to the
false positives. Low-resolution docking, as implemented in GRAMM, appears
strongly influenced by the choice of the parameters describing the protein
shape, including the grid spacing;73 care must be taken to find the optimal
parameter set for a given protein–protein docking problem.

In all of the correlation-based docking approaches described above, a
complete enumeration of the rotational angle space is performed. Meyer
et al.49 modified the basic technique by filtering to select those relative
rotations that lead to formation of at least two simultaneous intermolecular
hydrogen bonds. This filtering is achieved by storing the directionality of the
hydrogen-bond donor and acceptor sites in a translation-independent way.
After performing the translational scans in the conventional manner, the
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rotational parameters of the complexes, filtered to satisfy the hydrogen-bond-
ing criteria, are further refined using a derivative-free minimization technique
to optimize the geometric fit of the two proteins.

While retaining the formulation of the geometric and chemical fit as a
mathematical correlation, Ritchie and Kemp51 use a series expansion to
describe the shapes of the proteins. This mathematical description uses gener-
alized Laguerre polynomials and spherical harmonics.67 Ritchie and Kemp
formulate the scoring function in one distance and five angular variables.
With their mathematical framework, translations and rotations of the proteins
can be reduced to a recomputation of these expansion coefficients, which can
be carried out efficiently. After a coarse-grained global scan of all the variables
and evaluation of the peaks in the geometric part of the scoring function, a
fine-grained scan of the interesting parts of the configurational space is per-
formed using the full geometric and electrostatic contributions. In contrast
to the FFT-based docking schemes described above, the memory requirements
of the Ritchie–Kemp algorithm are relatively modest and do not depend on the
size of the proteins. As this technique is based on scanning the entire config-
urational space, it offers the potential for parallelization as well. Moreover, it
becomes very efficient when the binding site on one of the proteins is known.
In the spherical polar approach, this can be specified by a simple constraint in
one or two angular degrees of freedom prior to evaluating correlations.

Geometric Hashing Techniques
As an alternative to completely enumerating all relative orientations,

Fischer et al.52 reported the development of a computer-vision-based techni-
que called geometric hashing. This scheme is conceptually similar to that uti-
lized in the DOCK program53;74 which tries to find matches in the internal
distances between spheres74 or shape-based site-points,53 which represent the
surface features of the proteins.

By construction, the geometric hashing method generates only com-
plexes with at least partial geometric fit, which is achieved by storing critical
point information (position or surface normals) with respect to locally defined
coordinate systems (derived from sets of critical points themselves). Utilizing
efficient data structures, matches of these local coordinate systems are ranked
by the number of ligand and receptor critical points that are in close proxi-
mity. For the highest scoring pairs of local coordinate systems, the geometric
transforms that bring them into overlap are computed in an iterative fashion.
After filtering the resulting set of possible ligand transformations by a scoring
scheme (e.g., based on buried surface area), a set of candidate complexes is
generated. The complexity of the algorithm is O(N3), with N being the
number of receptor critical points. In the implementation of Fischer et al.,52

the number of receptor critical points is about 0.3–1 times the number of
surface atoms on the receptor (and ranges from ca. 60 to 600 for the set of
representative proteins that they studied).
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Flexible Docking

In this section, we describe some of the current methods for treating
protein flexibility explicitly during docking. We order the methods according
to the level of flexibility covered, starting with large-scale motion between
rigid domains and ending with full atomic flexibility.

Geometric Hashing Techniques
One particular type of large-scale motion, hinge bending, is treated in a

modified75 version of the geometric hashing algorithm of Nussinov and co-
workers.52;54 In the modified approach (illustrated in Figure 5), the user
must specify the position of the hinge(s) (several hinges are possible) in the
‘‘ligand’’ protein prior to starting the docking procedure. Triangles spanned
by triples of critical points of both proteins are precomputed; each such trian-
gle is characterized by its side lengths. The location and orientation of such a
ligand triangle with respect to a hinge is stored as a translation vector and a
rotation transform during the preprocessing phase of the algorithm. In the
recognition (i.e., sampling) phase of the algorithm, the triangles spanned by
critical points on the surface of the receptor protein are matched to those com-
puted for the flexible ligand protein. When a match is found, application of the
stored transformation to the current trial ligand protein coordinate frame
results in the putative hinge position and orientation. This hinge position
and orientation is stored and receives a ‘‘vote.’’ When different parts of the
ligand protein vote for the same hinge location, the entire protein can be
reconstructed in a bent conformation. After such a reconstruction, candidates
are filtered with respect to steric clashes and scored by the percentage of the
ligand protein’s atoms in contact with the receptor protein. The algorithm
naturally extends to proteins with several hinges. Sandak et al.75 docked the
M13 peptide to calmodulin. Although the algorithm can recover the docked
complex when starting from the single-bound conformations, the results for
the unbound protein conformation are significantly worse. One reason could
be that the hinge motion implemented in the algorithm does not describe well
the actual large-scale conformational changes of calmodulin.

Conformational Search Techniques
As part of the suite of codes for flexible docking developed by Sternberg

et al.,76 the MULTIDOCK code55 optimizes the conformations of the interfa-
cial side chains after obtaining the predicted docked orientation from a rigid-
body docking procedure. The approach entails iterations until convergence of
the interaction energy is attained. Each iteration comprises two steps: determi-
nation of the best rotamers for interfacial side chains, and then small-scale
rigid-body energy minimization. The energy terms used include mean-field
terms for the bonded, electrostatic, van der Waals, and solvation contribu-
tions. Whereas bonded interactions are only modeled approximately, by
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Figure 5 Illustration of the geometric hashing approach to flexible docking. During
the preprocessing phase, the so-called ligand (i.e., one of the proteins) surface is covered
by triangles spanned by connecting all interest points. For each triangle, such as that
shown with sides of lengths a, b, and c, a mathematical transform T is computed. This
transform superposes the triangle’s coordinate frame (represented by the bold arrows)
onto the hinge coordinate frame located at position r and orientation q. In the
recognition phase, a search is performed for similar receptor triangles (i.e., spanned by
the interest points on the receptor surface). When a similar triangle is found on the
receptor, such as that shown with sides a0, b0, and c0, the ligand’s interest point’s local
coordinate system is constructed at the corresponding point on the receptor surface. By
means of the transform T, a putative hinge location R and orientation Q are predicted.
When a similar prediction is made for a hinge location and orientation from the ligand’s
second domain, the ligand can be constructed in a bent conformation close to the
receptor.
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assigning each rotamer an energy derived from observed side-chain rotameric
preferences in a rotamer library, the solvation term takes into account detailed
interactions with water molecules which are treated as soft sphere Langevin
dipoles on a grid that make vdW, electrostatic, and hydrophobic interactions
with the protein. The interaction with bulk solvent beyond the Langevin
dipoles grid around the protein is modeled by the Kirkwood equation (which
gives an expression for the electrostatic interaction energy of a solute’s mono-
pole and dipole moments with a surrounding solvent dielectric continuum).
The approach55 shows good improvement of the ranking of the complexes
proposed by rigid-body docking approaches, but encounters difficulties
when the complexes studied exhibit extensive side-chain rearrangements or
backbone motion. In addition, charged residues in nonrotameric states cannot
be modeled by the algorithm.

Althaus et al.56 use combinatorial optimization techniques to optimize
the discrete rotamers of interfacial side chains after generating candidate com-
plexes with a Fourier-correlation based rigid-body docking approach. During
side-chain optimization, the AMBER77 molecular mechanics energy function
is minimized. In the final scoring of the set of putative optimal complexes, a
more elaborate energy function is used. This energy function includes contin-
uum electrostatics, surface burial, protein conformational entropy, and vdW
terms.

Two further energy functions based on Poisson-Boltzmann electrostatics
and atomic solvation parameter (ASP)-based parameterizations of the solva-
tion free energy changes43 were evaluated by Weng et al.57 in the context of
side-chain optimization after rigid-body docking.

Gradient-Based Techniques
Whereas the side-chain optimization techniques described above confine

the side-chain conformations to discrete tabulated rotameric states, the
approach of Abagyan et al.58;78 considers the side-chain torsions as degrees
of freedom in an optimization procedure. In their procedure, named ‘‘internal
coordinate mechanics,’’ a two-tier energy function is minimized with respect
to arbitrary internal coordinates of the interacting proteins. The minimization
consists of biased distortions of the conformations, followed by local energy
minimization with respect to a molecular mechanics potential energy function.
The new conformation is scored by an elaborate energy function including sur-
face area dependent terms and a non-Coulombic electrostatic term accounting
for dielectric heterogeneity. The resulting score is used to accept the new con-
formation on the basis of a Metropolis criterion (i.e., the probability of accep-
tance is given by min[1,exp(��E)], where �E is the change in energy on going
from the current to the new conformation). The approach conceptually allows
for limited backbone flexibility as well. The approach has been used success-
fully for prediction of the lysozyme–HyHel5 antibody complex starting with
lysozyme in the unbound conformation.78
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Ullmann et al.59 developed a simulation-based approach that they used
to dock plastocyanin and cytochrome f. The method consisted of three stages.
First, the proteins were held rigid in their unbound conformations and their
Coulombic interaction energy was minimized by running thousands of Monte
Carlo trajectories in which the temperature was gradually cooled from 300 to
0 K. Second, complexes with low Coulombic energy were refined by molecular
dynamics simulation using the CHARMM force field79 with a spherical shell
of explicit water molecules around plastocyanin and all atoms within the
shell treated as mobile. The system was simulated at 300 K for 200 ps and
then gradually annealed to lower temperatures and energy minimized. Final
low-energy conformations were rescored with an energy function containing
Poisson-Boltzmann electrostatic and solvent accessible surface area dependent
terms. The configurations with the most favorable Coulombic interactions
did not have the most favorable total energies, thus indicating the impor-
tance of considering hydration and conformational flexibility. Several
docked complexes were obtained by this procedure and could be used to in-
terpret data on electron transfer between the proteins. Notably, the configura-
tion with the most efficient electron transfer pathway did not have the lowest
energy.

EXAMPLE

In this section, we illustrate some of the methods described above (along
with their limitations) when trying to dock two proteins from their respective
unbound structures. This description does not aim at providing the optimal
workflow of such a project; we believe that right now, there is no one optimal
methodology for all classes of proteins. Instead, the type of docking experi-
ment, the availability of experimental data, and the expected occurrence of
large-scale motion for a particular protein will determine which selection of
the approaches described above is likely to be feasible. In our example, we
describe attempts at docking barnase, an experimentally well-characterized
extracellular ribonuclease, to its intracellular inhibitor, barstar.80�82 The lim-
ited degree of induced fit and wealth of experimental data, both kinetic and
mutational,24;29;83 might suggest that this particular docking problem would
be easy to solve with a rigid-body docking approach. However, we show
that even such limited flexibility has an important impact on the results of
rigid-body docking. In our example, we aim to give the reader an idea of
how the applicability of a certain method could be assessed. All in all, the sce-
nario we have in mind is that of a researcher with plenty of time to dock a
single protein–protein complex. In this example, we do not address the
problem of detecting binding modes in large databases of proteins in an
automated fashion.
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Estimating the Extent of Conformational
Change upon Binding

Before applying a certain published method, it is worthwhile to estimate
the extent to which large-scale motion will occur for the proteins involved.
One approach is to decompose correlated motions of atoms into so-called
modes. This terminology stems from normal mode analysis84 of mechanical
systems, which is based on evaluation of potential energy derivatives for
mechanical systems. Approximate techniques such as essential dynamics85

determine these modes from the positional fluctuations of selected atoms
around their mean in an ensemble of conformations by solving an eigenvalue
problem. Here, the eigenvectors of the position fluctuation matrix represent
independent correlated motions of sets of atoms. As this technique does not
require evaluations of potential energy derivatives or extensive energy minimi-
zation, it is computationally much more applicable to an approximate predic-
tion of the large-scale motions of a protein than normal mode analysis.
Whereas the conformational ensembles in the original essential dynamics
technique are generated by MD, the Concoord method developed by de Groot
et al.86 perturbs a given protein structure on the basis of experimentally
observed positional fluctuations. Thus, a conformational ensemble for use in
an essential dynamics study can be generated at negligible computational cost.
In Figure 6, the first collective mode of barnase is predicted by analyzing such a
Concoord ensemble of conformations. Alternative techniques, such as the
detection of motion in a Gaussian network model87 or of independent domain
motions,88 differ in how they represent the protein and its potential energy,
but represent efficient tools for predicting the large-scale motions of the asso-
ciating proteins.

In Figure 6, the first essential mode of barnase’s is displayed. One parti-
cularly flexible region is located around barnase’s arginine-59 which, from
mutational studies,19;89 is known to contribute a large part of the free energy
of binding. As this particular region is part of the binding interface, it is not
clear whether reasonable predictions for the complex can be obtained by a
rigid-body docking approach starting from the unbound structures. Methods
to assess qualitatively the extent of large-scale flexibility can help in choosing
an appropriate docking approach. In our barnase–barstar demonstration case,
the superposition of bound and unbound structures reveals minor overall
backbone changes upon binding; the Ca rmsd is 0.5 Å, although local rmsds
of up to 2 Å are observed in the barnase–R59 region.

Rigid-Body Docking

When performing rigid-body docking with FTDOCK using the unbound
protein structures, without filtering by means of biochemical data, several
clusters are proposed by the program as illustrated in Figure 7. The major
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cluster shown in Figure 7 closely resembles the encounter complex cluster
obtained by extensive Brownian dynamics simulation performed by Gabdoulline
and Wade.46;63 These diffusional encounter complex structures satisfy the
requirement for formation of two native polar contacts at a distance at
ca. 6 Å. Formation of these encounter complexes shows that rigid-body dock-
ing can provide starting configurations for in-depth studies of the short-range
postdiffusional association process.

The best candidate structure from the FTDOCK computations only
established 13% of the native contacts, as opposed to 51% when starting

R59

Figure 6 Barnase deformed along the first collective mode computed from perturbed
conformations generated by Concoord; see text for details. The location of Arg-59 is
indicated.
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from the separated bound conformations (data not shown). Compared to
simulations starting from the unbound conformation, the percentage of estab-
lished native contacts could be improved to 22% when the local loop region
around barnase-R59 was deformed to its respective bound conformation while
the rest of the structure was held fixed in its unbound conformation.

Although Gabb et al.48 pointed out the shortcomings of their FTDOCK
methodology when performing docking experiments with unbound protein
structures, the result above shows that backbone structural variability is
more important in the interface of the associating proteins. Consequently, a
strategy separating backbone and side-chain flexibility might encounter signi-
ficant difficulties in prediction of a bound complex from the free structures
because the relevant small-scale backbone rearrangements should be taken
into account explicitly.

Figure 7 The 20 highest ranking putative complexes from the best 100 FTDOCK
candidates obtained after fine-grained rigid-body docking of the unbound barnase and
barstar structures. Barnase is shown in the middle by dashed lines, surrounded by
putative clusters of barstar orientations. The dense cluster to the right contains the
correct docking orientation (shown in bold).
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Flexible Docking with Side-Chain Flexibility

To test the impact of localized backbone and side-chain conformational
changes when using an interface refinement strategy, we performed constrained
MD simulations in dihedral angle space90 (so-called torsion dynamics) of
barnase–barstar association from an artificial starting arrangement similar to
those resulting from a rigid-body docking approach. In this starting conforma-
tion, the two proteins were pulled apart along a line connecting their centers of
mass, leading to an rmsd of the interfacial barstar Ca atoms of 5 Å. Using dif-
ferent backbone conformations, only the side chains were allowed to move in
this all-atom, molecular dynamics simulation.

Whereas most side-chain optimization techniques described above rely
on choosing one of a set of rotamers for a given side chain, the MD-based
simulations can sample the full range of side-chain torsional angles. Treating
these degrees of freedom as continuous is particularly relevant for so-called
hot spot residues88 such as barnase-R59, which contribute a large part to
the free energy of binding and do not occupy a standard rotameric state in
the bound complex. The favorable energy arising from the nonbonded inter-
actions outweighs the unfavorable torsional energy of the nonstandard
rotameric state.

Impact of Side-Chain Conformational Changes
Barnase-R59 has been shown to be involved in an intricate network of

water-mediated hydrogen-bonding interactions involving barstar and at least
five ordered water molecules buried in the interface. Water molecules are
rarely included explicitly in protein–protein docking studies; most approaches
utilize implicit solvent approaches. In our torsion dynamics approach, the
mechanical properties of the solvent were taken into account by stochastic
forces acting on surface protein atoms, and the solvent dielectric properties
were represented by a distance-dependent dielectric constant. Thus, we can
expect that the use of this approximate model for the solvent will limit the
accuracy of predictions of the conformations and interactions of side-chains
involved in salt bridges or hydrogen bonds in the solvated interfacial region.
As has been pointed out by Bogan and Thorn89 and Xu et al.,33 these residues
are often the ones that contribute most to the free energy of binding.

In our simulations, we performed association studies to elucidate their
role by selecting pairs of those hot spot residues that established a barnase–
barstar contact in the bound complex. In these simulations, we studied what
effect the side-chain conformation had on contact formation for certain hot
spot residue pairs. A typical result is shown in Figure 8. Starting from the cor-
rect rotameric state for certain hot spot residue pairs with the rest of the pro-
teins in their unbound conformations leads to improved contact formation in
the initial docking phase. This effect is not observed when performing equiva-
lent simulations with non-hot-spot interfacial residue pairs.
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A series of simulations starting from reverse initial conditions (protein
structures in bound conformations with hot-spot residue pairs in unbound
rotameric states) leads to impaired contact formation during the initial dock-
ing phase. These findings indicate, first, that the hot-spot residues can actively
hinder or support contact formation; and second, that a side-chain refinement
protocol relying on specific side-chain rotameric states may well miss crucial
structural detail in the interfacial region.

Impact of Backbone Conformational Changes
From the FTDOCK simulations described above, it is obvious that small

localized backbone rearrangements in the protein–protein interface can

free bn/bs

free bn/bs (bn-Arg59/bs-Glu76 in docked rotamer)

free bn/bs (bn-Arg59/bs-Asp35 in docked rotamer)

free bn/bs (bn-Arg87/bs-Asp39 in docked rotamer)

80

60

40

20

0
0 20 40 60 80 100

Time [ps]

C
or

re
ct

 c
on

ta
ct

s 
[%

]

Figure 8 The impact of hot-spot residue pair conformations on contact formation
during docking of barnase (bn) and barstar (bs). Contact formation (as measured by the
percentage of native contacts) during the first 100 ps of torsion dynamics simulations is
shown; see text for details.
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influence the association process. To clarify the extent of this backbone effect,
we performed side-chain torsion dynamics simulations using a barnase struc-
ture with a deformed loop region surrounding barnase-R59. Starting from the
unbound conformation, this loop region was deformed onto the Ca trace of
the respective bound structure. This amounts to a local rmsd of 2 Å, compared
to the 0.5-Å overall backbone rmsd for the entire structure. Compared to prior
simulations with the unbound conformations, an improvement of up to 20%
established contacts could be observed for the best in a series of simulations.
The difference in docking progress between the bound and unbound starting
conformation was almost compensated by introducing the proper backbone
conformation in this binding-site loop.

Flexible Docking with Full Flexibility

Although side-chain torsion dynamics simulations can help in under-
standing the influence of single residues and static backbone conformations
on the binding process, they still neglect the effects arising from backbone flex-
ibility. Standard molecular dynamics simulation techniques can be used as a
sampling tool to create putative complexes. However, unless simulations are
performed with suitable starting configurations close to the docked configura-
tion, a major part of the simulation time will be spent exploring uninteresting
regions of conformational space. At the other end of the spectrum, global
energy minimization methods can be used to generate complexes while aban-
doning the physical interpretation of the binding process.

Following an intermediate path, we developed a hybrid simulation me-
thod to study the peculiarities of the barnase–barstar binding process. This
hybrid method was used to study the short-range association process. Simula-
tions start with orientations resembling encounter complexes, obtained by
rigid-body docking governed by long-range electrostatic interactions. This
hybrid simulation method is inspired by the genetic algorithm class of algo-
rithms used for global optimization,91,92 in which entire ensembles of candi-
dates are evaluated with respect to an optimality criterion and only promising
individuals are propagated to the next generation. In our ‘‘ensemble enrich-
ing’’ simulations, multiple copies of barnase interact with the mean field aris-
ing from multiple copies of barstar and vice versa. No interaction is simulated
between copies of the same protein. In typical simulations, short (10 ps) simu-
lations of 10 barnase and 10 barstar copies are performed with full atomic
mobility. After each such simulation, all 100 possible complexes are scored
with a heuristic energy function comprising nonbonded interaction energy,
pairwise distance potentials, as well as implicit desolvation energy terms.
These scores are used to derive an average fitness score for each protein
copy in the ensemble. Following this scoring stage, the five lowest scoring con-
formations in each ensemble are discarded, and the remaining five are dupli-
cated. This effectively leads to an enrichment of the promising candidate
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conformations while retaining full flexibility and a time interpretation of the
binding process. A complete docking simulation consists of several sets of
these simulation and enrichment stages.

The results of simulating barnase–barstar association after 100 ps of sim-
ple multiple copy MD without ensemble enriching are shown in Figure 9.
Whereas contact formation in the simple multiple copy MD simulation has
leveled off after the initial 100 ps, ensemble enriching with a linear scoring
function is able to shift the ensemble population toward a higher number of
established native contacts. Compared to the side-chain torsion dynamics
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Figure 9 Formation of native contacts during a multiple copy MD simulation with
and without ensemble enriching after an initial 100 ps multiple copy MD simulation; see
text for details. Ensembles that each consist of 10 barnase and 10 barstar copies are
simulated, giving rise to 100 putative complexes. The thick lines show the mean and
standard deviations, along with the best/worst values for the ensemble enriching
method. The superposed thin lines show the corresponding data for the plain multicopy
MD simulations without ensemble enriching.
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simulation starting from the unbound conformations of both proteins, an
additional 20% of native contacts are gained when treating the simulated pro-
teins as completely flexible. Some barnase copies with large numbers of estab-
lished contacts exhibit a motion of the barnase–R59 loop region toward its
bound conformation.

Although the ensemble enriching multiple copy MD approach is cur-
rently too demanding in terms of computational resources to be applied to a
large set of protein–protein complexes, it shows that simulations with fully
flexible proteins can be useful computational aids when no a priori limitations
on flexibility should be made.

FUTURE DIRECTIONS

Computational protein–protein docking can be expected to be a very
active field in the near future for several reasons. First, genomics and proteo-
mics studies will provide large amounts of data on protein–protein binding.
This binding data will often be of a qualitative kind (protein 1 interacts
with protein 2), and computational studies will be necessary for detailed inter-
pretation. Second, large-scale structural genomics studies will mean that 3D
structures become available for many more protein targets of therapeutic
interest. However, it is anticipated that the structure of a target protein will
often be modeled by homology rather than be determined experimentally,
and therefore may contain significant structural uncertainties and errors.
These errors will be most apparent in loop regions, which can occur at the
protein-binding interface (e.g., as in antibody–antigen complexes). Thus, these
homology models are a challenge for use in docking studies, and their inac-
curacies mean that either low-resolution rigid-body docking strategies or stra-
tegies that treat backbone and side-chain flexibility explicitly will be needed.
Third, computational advances can be expected in both the sampling and the
scoring aspects of docking methods.93

A range of computational docking methods will be required in this con-
text and hierarchical approaches may be adopted so that computations are sui-
ted to the type of data available and the questions to be answered. For
example, screening of large protein data sets for protein–protein binding
requires computationally efficient approaches such as sequence-based methods
and low-resolution rigid-body docking. These will be supported by techniques
to perform knowledge-based 3D structural searches of protein–protein bind-
ing sites.94 When more experimental evidence about a particular complex is
available (such as binding free energy differences from mutagenesis studies),
the researcher can use these as conditions to filter proposed complexes from
a low-resolution rigid-body docking approach. Then, a detailed atomistic
model can be constructed and molecular flexibility treated.
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Computational developments in scoring functions can be expected to
focus particularly on solvation. There is presently considerable research effort
devoted to the development of new implicit solvation models (see, e.g., Ref. 95)
and many of these models should be applicable to docking. Techniques
will also be developed to include treatment of explicit water molecules in
the docking procedures. Currently, this can only be done during refinement
of docked structures. In the small-molecule docking field, ways are being
developed to consider interfacial water molecules explicitly during dock-
ing.96,97 Related approaches can be expected to be developed for protein–
protein docking.

As more computational docking methods are developed, stringent com-
parisons of docking strategies, as in the Critical Assessment of Structure Pre-
diction (CASP) project (http://predictioncenter.llnl.gov/),98,99 will be needed to
evaluate which method is better suited for which problem class. Although
CASP does not include a docking section any longer, other forums such as
the Critical Assessment of Techniques for Free Energy Evaluation (CATFEE)
project (http://uqbar.ncifcrf.gov/�catfee/) may provide objective blind predic-
tion tests for certain aspects of docking strategies. A complementary approach
to compare and benchmark docking techniques is to establish a benchmark set
of protein–protein docking problems against which new methods can be rou-
tinely tested. This benchmark set should contain structurally diverse and ener-
getically well-characterized protein–protein complexes. To test scoring
functions, the experimentally determined protein–protein complexes should
be distinguished from decoy complexes. Sets of decoy complexes to test scor-
ing functions for rigid-body docking are beginning to be made available.100

CONCLUSIONS

Current protein–protein docking approaches can generate structures
exhibiting rmsds of ca. 1–2 Å compared with experimental structures in favor-
able cases, such as certain enzyme–inhibitor complexes that exhibit only minor
structural changes upon binding. Results are usually far less encouraging for
cases where structural changes are more prominent, such as in antibody–anti-
gen complexes. So far, protein–protein docking programs have not success-
fully proven themselves able to cope with large-scale structural changes.
Intense efforts are underway to integrate flexibility at the backbone level
into the current approaches to improve the sampling procedures.

Fueled by the challenges of proteomics and structural genomics, the
demand for reliable and fast computational approaches to solve the protein–
protein docking problem is likely to increase. With increasing computing
power and smarter algorithms, computer docking techniques should be able
to meet this demand, although there is much to do.
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CHAPTER 3

Spin–Orbit Coupling in Molecules

Christel M. Marian

German National Research Center for Information Technology
(GMD), Scientific Computing and Algorithms Institute (SCAI),
Schloss Birlinghoven, D-53754 St. Augustin, Germany

WHAT IT IS ALL ABOUT

Spin enters quantum chemistry for two main reasons. First, spin degrees
of freedom imply a particular symmetry behavior with respect to the exchange
of two identical particles; for electrons, this symmetry constraint is commonly
known as the Pauli principle. Second, and more relevant in the present con-
text, there is a magnetic moment associated with spin that can interact with
all other kinds of magnetic moments.

In the absence of spin-magnetic interactions, electronic wave functions
can be made eigenfunctions of the total electronic spin Ŝ2. Such an Ŝ2 eigen-
function with eigenvalue sðs þ 1Þ is ð2s þ 1Þ-fold degenerate with respect to
the energy and is called a spin multiplet. A close look at high-resolution mole-
cular electronic spectra reveals, however, that electronic spin multiplets are
not properly degenerate. Actually, the sublevels are separated energetically
by what is called the fine-structure splitting.

A zero-field splitting originates from internal magnetic interactions of
the electrons. By far the most important among the mechanisms lifting the
degeneracy of electronic spin multiplets—and the focus of this tutorial—is
spin–orbit coupling. Spin–orbital coupling (SOC) is a relativistic effect;
consequently, its impact on molecular properties increases with nuclear charge
Z to an extent that molecules containing heavy elements cannot be described
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correctly even in a qualitative manner, if spin–orbit coupling is not taken into
account. The second relevant type of interaction contributing to the zero-field
splitting is electronic spin–spin interaction. Unlike spin–orbit coupling, elec-
tronic spin–spin coupling does not scale with nuclear charge. Therefore,
spin–orbit coupling effects tend to outweigh spin–spin interaction energies
by at least one order of magnitude. On the other hand, in spatially nondegen-
erate electronic states of light molecules, spin–orbit coupling contributes to the
multiplet splitting only in second or higher order. A well-known example is the
3�� ground state of O2; here electronic spin–spin interaction is approximately
of the same size as second-order spin–orbit interaction.

Also external magnetic fields may cause multiplet splittings. These are
usually much smaller than zero-field splittings, but they can be tuned by the
strength of the external field. Prominent historical milestones—which even-
tually led to the detection of spin—are the Stern–Gerlach experiment and
Zeeman spectroscopy as will be discussed in the next section. Other well-
known experiments that exploit the effects of external magnetic fields on
molecular energies are electron spin resonance (ESR) and nuclear magnetic
resonance (NMR) spectroscopy. In ESR experiments, transitions within an
electronic spin multiplet are induced; in NMR the same applies to nuclear
spin multiplets.

As we shall see later, the degeneracies of an electronic multiplet are not
lifted completely by spin–orbit or spin–spin coupling. For example, each elec-
tronic state of a nonrotating diatomic molecule with a nonzero angular
momentum remains doubly degenerate in a field-free surrounding. These
degeneracies result from the invariance properties of the Hamiltonian with
respect to time inversion. They persist for all types of magnetic interaction
Hamiltonians that involve two angular momenta defined with respect to the
same origin as, for example, the molecule-fixed coordinate system. Splitting
of the parity sublevels requires the interaction of an internal angular momen-
tum such as the angular momentum ~L or electron spin~S with an external mag-
netic field ~B or with the angular momentum ~R brought about by the rotation
of the nuclear frame. Their energetic separation is typically of the same size as
hyperfine splittings. The latter are brought about by all interactions between
electrons and nuclei apart from their strong mutual Coulomb attraction. We
shall not address either of these effects here. Suffice it to say that they are sev-
eral orders-of-magnitude smaller than fine-structure effects caused by electro-
nic spin–orbit or spin–spin interactions.

In addition to causing fine-structure splitting, magnetic interactions may
couple states of different spin multiplicities. As a consequence, so-called spin-
forbidden transitions yield some intensity. Well-known examples for this phe-
nomenon are phosphorescence and nonradiative transitions at intersystem
crossings.

Because of the importance of spin-dependent effects in molecules, it
might be interesting to learn something more about spin and its interactions
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rather than just a few rules of thumb. On the one hand, this is not an easy task
because spin is a quantum effect and has no classical analogue. Hamiltonians
describing its interactions with internal and external magnetic fields can be
derived from relativistic quantum theory which will, however, not be the cen-
ter of interest here. Rather, we will use these results and focus on the quantum
theory of angular momenta and the group theoretical machinery to describe
their transformation properties and coupling. On the other hand, the classifi-
cation of spin-dependent interactions according to their transformation prop-
erties will make things easy. Once we have understood the underlying concept,
we can apply the machinery to all kinds of magnetic interactions.

THE FOURTH ELECTRONIC DEGREE OF FREEDOM

The Stern–Gerlach Experiment

In 1921, Stern and Gerlach performed an experiment that later turned
out to be a milestone in quantum mechanics.1,2 First, it provided an experi-
mental basis for the concept of electron spin, introduced in 1925 by Goudsmit
and Uhlenbeck.3,4 Second, it evolved into the quantum mechanical experiment
par excellence. From this experiment, we easily learn basic concepts of quan-
tum mechanics such as the additivity of probability amplitudes, basis states,
projection operators, and the resolution of the identity.5 The latter concept
relates to the fact that a complete set of basis states (i.e., the identity) can
be inserted in any quantum mechanical equation without changing the result.

Stern and Gerlach set out to measure the magnetic moment of silver
atoms by deflecting a beam of silver atoms in an inhomogeneous magnetic field
as sketched in Figure 1. The idea behind this experiment was the following. If
silver atoms possess a magnetic moment~m, their potential energy in a magnetic
field ~B oriented along the z axis is given by

E ¼ �~m �~B ¼ �jmjjBjcosy ¼ �mzBz ½1	

and the corresponding force leading to a deflection in the z direction by

F ¼ � @E

@z
¼ @ðjmjjBjcosyÞ

@z
¼ mz

@Bz

@z
½2	

Here, y is the acute angle between the orientation of the particle magnetic
moment and the magnetic field vector. Before entering the magnet, the silver
atoms are oriented randomly with respect to the magnetic field (i.e., cosðyÞ
can adopt any value between �1 and 1). Classically, the interaction of
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randomly oriented magnetic dipoles with an inhomogenous magnetic field in
the z direction is expected to produce a continuous distribution of deflected
atoms, smeared out along a line in the z direction where the upper bound
Mup corresponds to mz ¼ jmj and the lower bound Mdown to mz ¼ �jmj.

The results of the Stern–Gerlach experiment were in complete contradic-
tion to the classical interpretation and its predictions. Silver atoms turned out
to possess a magnetic moment, but instead of a single, smeared-out distribu-
tion, two spots centered around Mup and Mdown were observed. Thus the mag-
netic moment of a silver atom is space-quantized by an inhomogeneous
magnetic field, and this magnetic moment can adopt only two values,
mz ¼ 
jmj.

The origin of this magnetic moment was not clear in 1922. In its electro-
nic ground state, a silver atom does not possess a spatial angular momentum,
and the concept of an intrinsic electronic angular momentum (the electron
spin) was yet to be created. In 1925, Goudsmit and Uhlenbeck introduced a
fourth (spin) electron degree of freedom—in addition to the three spatial coor-
dinates ðx; y; zÞ—as a model to ease the explanation of the anomalous Zeeman
effect.3,4

From our present standpoint, we know that the deflection of a silver
atom in the Stern–Gerlach experiment is caused by the interaction of its elec-
tronic spin angular momentum ~S with an inhomogeneous magnetic field. The
projection of ~S on the direction of this field, MS, is quantized. For a silver
atom, MS can take two values: þ 1

2 �h and � 1
2 �h, where �h is Planck’s constant

h over 2p and adopts a value of 1:054571596� 10�34 Js in cgi units.

N

S

Ag
atoms

z

y

Figure 1 Schematic drawing of the Stern–Gerlach experiment.
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Zeeman Spectroscopy

The Zeeman effect is the modification of an atomic or molecular spec-
trum by the application of a uniform magnetic field. Historically, scientists dif-
ferentiated between the normal and the anomalous Zeeman effect. As a
spectroscopic tool, only the latter is of importance nowadays. The normal
Zeeman effect on an atomic spectrum yields three lines where there is one
in the absence of the magnetic field. The interval between these lines is propor-
tional to the applied magnetic field. This splitting pattern results from the
interaction between the external magnetic field and the orbital angular
momentum of the atom under investigation (see below) and was well under-
stood in the early 1920s. While this theory is successful in many cases, it com-
pletely fails in accounting quantitatively for the phenomena in other cases, the
so-called anomalous Zeeman effect. In particular, the Zeeman effect on the
spectra of atoms with an odd number of electrons (e.g., the hydrogen and alka-
li atoms) puzzled physicists in the beginning of the twentieth century. Histori-
cally, the doublet structure of the alkali Zeeman spectra led to the postulation
of half-integer angular momentum quantum numbers and eventually to the
concept of an electron spin.

The Normal Zeeman Effect
Let us first consider the normal Zeeman effect, which applies to transi-

tions between electronic states with zero total spin magnetic moment, so-
called singlet states. Like the projection MS of ~S in the Stern–Gerlach experi-
ment, the projection ML of the spatial angular momentum ~L is space quantized
in the external magnetic field. We shall describe the quantization of the spatial
angular momentum by means of quantum mechanical methods in detail later.
Suffice it to say that each state with spatial angular momentum quantum num-
ber L splits into 2Lþ 1 components, i.e., a P state (L ¼ 1) splits into three
components with

ML ¼ þ1 ML ¼ 0 ML ¼ �1 ½3	

and Zeeman potential energies of

Eþ1 ¼ mB Bz E0 ¼ 0 E�1 ¼ �mB Bz ½4	

An electronic singlet S state (L ¼ 0) does not interact at all with a magnetic
field. In Figure 2, the Zeeman effect on an electronic transition between an
atomic S state and a P state with zero spin is sketched. Radiative electric dipole
transitions can occur between all three Zeeman sublevels of the P state and the
S state, thus giving rise to three (closely spaced) spectral lines.

Let us compare the spectral pattern of a Zeeman-split 1P–1S transition
with the Zeeman effect on an electronic transition between an atomic singlet
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P and a D state, sketched in Figure 3. In an external magnetic field, an atomic
D state splits into five components with

ML ¼ þ2 ML ¼ þ1 ML ¼ 0 ML ¼ �1 ML ¼ �2 ½5	

and Zeeman potential energies of

Eþ2 ¼ 2mB Bz Eþ1 ¼ mB Bz E0 ¼ 0

E�1 ¼ �mB Bz E�2 ¼ �2mB Bz ½6	

Since electric dipole transitions alter the ML quantum number by at most one
unit

�ML ¼ 0;
1 ½7	

and the energy separations between two neighboring levels in P and D states
are equal, the same pattern of three lines results as in the 1P–1S spectrum.

+1

0

−1

spectrum

field off field on

ML

1P

1S

Figure 2 Normal Zeeman effect on a 1P---1S transition. The Zeeman splitting is not
drawn to scale.
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The Anomalous Zeeman Effect
Much more interesting and informative than Zeeman spectroscopy on

atoms with zero electronic spin is the Zeeman effect on electric dipole transi-
tions between states with a nonzero electronic spin moment. For historical rea-
sons, this is called the anomalous Zeeman effect.

An example for the Zeeman effect on a spectrum of an alkali metal is
sketched in Figure 4. Here is a brief modern interpretation of this term scheme.
On the very left of Figure 4, a hypothetical level scheme is drawn that would
result if there were no magnetic interactions at all for a single electron in an s
orbital (‘ ¼ 0, lower state) and in a p orbital (‘ ¼ 1, upper state). In this case,
the upper electronic state is sixfold degenerate, the lower one is twofold. How-
ever, even in the absence of an external magnetic field, two transitions can be
observed—in sodium these are the famous yellow D lines. In the alkali metal
atoms, this zero-field splitting is caused by spin–orbit coupling. The state
labeled 2P3=2 is electronically fourfold degenerate; 2P1=2 and 2S1=2 are twofold
each. If we switch on an external magnetic field, the degeneracies are lifted

field off field on
ML

spectrum

1D

1P 0

+1

0

−1

−2

+2

+1

−1

Figure 3 Normal Zeeman effect on a1D---1P transition. The Zeeman splitting is not
drawn to scale.
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completely. In a weak or medium field, the internal magnetic interactions
between the electronic spin and orbital angular momenta are still larger
than their interactions with the external magnetic field. Because of the spin–
orbit coupling, it is not possible to assign separate quantum numbers for the
projections m‘ and ms of the orbital and spin angular momentum, respectively;
only their sum m‘ þms ¼ mj is conserved. If the external field is increased to a
strength such that its interaction with the electronic spin and orbital angular
momenta exceeds the internal coupling between ‘ and s, m‘ and ms become
space-quantized separately with respect to the external field (Paschen–Back
effect). Figure 4 shows that the splitting pattern of the upper electronic state
has changed (i.e., five equidistant levels are obtained). In particular, it is note-
worthy that the middle one (shown on the far right in Figure 4) is doubly
degenerate and has exactly the same energy as the hypothetical 2P state with-
out magnetic interaction (shown to the very left in Figure 4). Because of the
same energies, it follows that the total magnetic moment of these levels on
the far right must be zero. Since neither the orbital angular momentum nor
the spin magnetic momentum are zero, their separate interactions with the
external field must compensate. Let us for a moment concentrate on just
one of these levels: its m‘ and ms values amount to �1 and þ 1

2, respectively.

spectrum

2S

2P

2P3/2

2P1/2

2S1/2

−1/2

−1/2

−1/2

optical transitions

−3/2
−1/2

−1/2

−1/2

+1/2

mj = +3/2

+1/2

+1/2

+1/2

−1

+1

0

−1

+1/2

+1/2

0

+1

field off
spin−orbit coupling

weak field on strong field onfield off
no spin interaction

ml ms

Figure 4 Anomalous Zeeman effect on a 2P---2S transition (weak field). The strong-field
limit is called the Paschen–Back effect. The splitting of the levels is not drawn to scale.
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For their interactions with the external field to be equal, the proportionality
constant between the spin angular momentum and the associated magnetic
moment must be twice as large as for the angular momentum. More precisely,
this ratio amounts to 2.0023; the deviation from the value of 2, predicted by
Dirac theory, is mainly caused by radiative corrections explainable in the
framework of quantum field theory.

Now, let us forget about spin and go back in history again. In 1921,
Landé had been successful in deducing the energy separations of the atomic
term levels from the complicated splitting of spectral lines.6–8 The most funda-
mental of his results was that he introduced half-integer magnetic quantum
numbers for the description of the doublet structure of the alkali spectra.
[An integer value of the angular momentum quantum number j always gives
rise to an odd number of Zeeman sublevels (2jþ 1); since the electronic states
of the alkali atoms split into an even number of sublevels, a half-integer value
has to be postulated for j.] Even though it had become possible then to
describe the observed phenomena by means of mathematical formulas, they
were far from understood. At the beginning of the twentieth century, it was
generally believed that the doublet splitting had its origin in a nonzero angular
momentum of the nucleus. Indeed, the natural isotope of the Na nucleus has a
nonzero angular momentum (i.e., a nuclear spin I ¼ 3

2), which gives rise to a
nuclear Zeeman effect. This splitting is much smaller, by a factor of about
2000, than the effect discussed here. It was Pauli who postulated in 1925
that the anomalous Zeeman effect in the spectra of alkali atoms was solely
due to the valence electron and a strange, classically not describable ambiguity
of its quantum theoretical properties:9

‘‘Die abgeschlossenen Elektronenkonfigurationen sollen
nichts zum magnetischen Moment und zum Impulsmoment
des Atoms beitragen. Insbesondere werden bei den Alkalien
die Impulswerte des Atoms und seine Energieänderungen in
einem äußeren Magnetfeld im wesentlichen als eine alleinige
Wirkung des Leuchtelektrons angesehen, das auch als der Sitz
der magneto-mechanischen Anomalie betrachtet wird. Die
Dublettstruktur der Alkalispektren, sowie die Durchbrechung
des Larmortheorems kommt gemäß diesem Standpunkt durch
eine eigentümliche, klassisch nicht beschreibbare Art von
Zweideutigkeit der quantentheoretischen Eigenschaften des
Leuchtelektrons zustande.’’a

aEnglish translation: The closed electron configurations shall not contribute to the magnetic
moment and to the linear momentum of the atom. In particular, the (angular) momentum
values of the alkali atoms and the changes of the atomic energies in an external magnetic
field are regarded to be essentially solely due to the ‘‘Leuchtelekton’’ (valence electron),
which is considered to be also the origin of the magnetomechanic anomaly. According to this
view, the doublet structure of the alkali spectra as well as the violation of the Larmor
theorem is caused by a strange, classically not describable kind of ambiguity in the quantum
theoretical properties of the valence electron.
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Carrying on the investigation of the anomalous Zeeman effect and the
Paschen–Back effect on the spectra of the alkali atoms, Pauli postulated that
an electron in an external magnetic field has to be described by four indepen-
dent quantum numbers. Moreover, in order to justify the Bohr–Sommerfeld
Aufbau (building-up) principle of the periodic system of the elements, he
came up with his famous exclusion principle (Ausschließungsprinzip). In its
original formulation it reads:10

‘‘Es kann niemals zwei oder mehrere äquivalente Elektronen
im Atom geben, für welche in starken Feldern die Werte aller
Quantenzahlen n, k1, k2, m1 (oder, was dasselbe ist, n, k1,
m1, m2) übereinstimmen. Ist ein Elektron in Atom vorhan-
den, für das diese Quantenzahlen (im äußeren Felde) be-
stimmte Werte haben, so ist dieser Zustand ‘besetzt’ ’’.b

The four quantum numbers n, k1, k2, m1 are related to the quantum numbers
in our modern terminology, that is, n (principal quantum number), ‘ (orbital
angular momentum), j (total angular momentum of an electron), and mj (pro-
jection of j on the quantization axis), by

n ¼ n k1 ¼ ‘þ 1 k2 ¼ jþ 1

2
m1 ¼ mj ½8	

The postulate of a fourth independent quantum number was difficult to under-
stand, since electrons were assumed to have only three—the spatial—degrees
of freedom.

Shortly after the formulation of the exclusion principle, Goudsmit and
Uhlenbeck elegantly interpreted Pauli’s fourth independent electronic quan-
tum number by postulating a fourth (spin) electron degree of freedom, an
intrinsic angular momentum that is quantized and can adopt two orientations
in an external magnetic field.3,4 Assuming that the spin quantum number s of
an electron is 1

2 and that the ratio of the spin magnetic moment and the spin
angular momentum is twice as large as for the orbital angular momentum, the
anomalous Zeeman effect of the alkali atoms is easily explained.

Spin Is a Quantum Effect

Although the electron spin is often referred to as an intrinsic angular
momentum, it should be emphasized that spin has no classical analog. In par-
ticular, one should not imagine a spinning electron as a particle rotating about
an inner axis (e.g., like the earth does). Spin has to be regarded as a pure

bEnglish translation: There are never two or more electrons in an atom for which, in strong
fields, the values of all quantum numbers n; k1; k2; m1 (or equivalently n; k1; m1; m2)
agree. If in an atom an electron exists for which these quantum numbers (in an external field)
have definite values, then this state is ‘‘occupied.’’
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quantum effect. Sometimes we may try to simplify the description of its inter-
actions by using the classical picture of a bar magnet, but we have to keep in
mind that the rigorous treatment requires (relativistic) quantum theory. Con-
trary to what we find in many textbooks, electron spin does not automatically
follow from relativistic invariance. Particles with different spin (0, 1

2, 1, 3
2, etc.)

are described by different relativistic equations. A proper (and the most com-
mon) relativistic equation for a spin 1

2 particles is the Dirac equation.11 The
most compelling definition, at least known to the author, for the spin of a par-
ticle with rest mass m 6¼ 0 is the following:12

Spin is the angular momentum of a particle at rest.

ANGULAR MOMENTA

Orbital Angular Momentum

Relation to an Infinitesimal Rotation
Imagine a particle with position vector ~ra in a three-dimensional (3D)

orthonormal coordinate system with axes ~x, ~y, ~z and a wave function
�ð~raÞ ¼ �ðxa; ya; zaÞ. If the particle is rotated about one of the axes ~x, ~y, or
~z through an infinitesimal angle dj, the new position coordinates~r 0a are given
in first order by

x axis: x0a ¼ xa y0a ¼ ya � djxza z0a ¼ za þ djxya

y axis: x0a ¼ xa þ djyza y0a ¼ ya z0a ¼ za � djyxa

z axis: x0a ¼ xa � djzya y0a ¼ ya þ djzxa z0a ¼ za

½9	

To arrive at these equations, we have made use of the addition rules for the
trigonometric functions and have set cosðdjÞ � 1 and sinðdjÞ � dj. An
example for a rotation about the z axis is shown in Figure 5. This result can
be generalized, if we interpret djx, djy, and djz as the components of an infi-
nitesimal rotation vector ~dj. As indicated in Figure 6, ~dj points in the direc-
tion of the rotation axis; its length is equal to the angle dj. Now, making use
of the definition of the cross (vector) product, we can write the x component of
the new position vector as

x0a ¼ xa þ djyza � djzya ¼ xa þ ~dj�~ra

� �
x

½10	

Similar relations are obtained for y0a and z0a. Thus, if the particle with position
vector~ra is rotated about a general axis through dj, its new position coordi-
nates are given by

~r 0a ¼~ra þ d~ra ¼~ra þ ~dj�~ra ½11	
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To first order, any function �ð~raÞ is transformed under this coordinate rota-
tion into

�ð~ra þ ~draÞ ¼ �ð~raÞ þ ~dra � ~ra�ð~raÞ ½12	
¼ �ð~raÞ þ ð ~dj�~raÞ � ~ra�ð~raÞ ½13	

¼ 1þ ~dj � ð~ra � ~raÞ
� �

�ð~raÞ ½14	

The expression

1þ ~dj � ð~̂ra � ~raÞ ½15	

Figure 5 Rotation about~z through
djz.

ra

r ′

δra

δϕ
→

→

→

a

Figure 6 An infinitesimal rotation.
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is the infinitesimal rotation operator. Since an infinitesimal rotation conserves
the energy of a system, it must commute with the Hamiltonian. Because ~dj is a
constant vector, this condition can be formulated as

ð~̂ra � ~raÞĤ� Ĥð~̂ra � ~raÞ ¼ 0 ½16	

On the other hand, the entity conserved in a closed system due to the isotropy
of space is the orbital angular momentum of the system. Apart from a constant
factor, the operator ~̂ra � ~ra must therefore correspond to the orbital angular
momentum. Further, the angular momentum is an observable (i.e., real
valued). Thus the corresponding operator ought to be Hermitian. An operator
Ô is said to be Hermitian if it obeys the turn-over rule, that is,

ð
��ðÔ�Þdt ¼

ð
ðÔ��Þ�dt

� ��
¼
ð
��ðÔ��Þdt ½17	

where the asterisk indicates complex conjugation. (Hermitian operators have
only real eigenvalues.) Like ~r itself, ~̂r� ~r is an antisymmetric operator, that
is, the exchange of the two wavefunctions � and � in

Ð
��ð~̂ra � ~raÞ�dt

changes the sign of the integral. The requirement of antisymmetry and Hermi-
ticity can be fulfilled, if the operator is purely imaginary. In vector notation,
the angular momentum operator of a particle is given by

~̂
‘ ¼ ~̂r� ~̂p ¼ �i�hð~̂r� ~rÞ ½18	

or in form of its Cartesian components by

‘̂x ¼ ŷp̂z � ẑp̂y ‘̂y ¼ ẑp̂x � x̂p̂z ‘̂z ¼ x̂p̂y � ŷp̂x ½19	

The corresponding many-particle operators are obtained by summing over the
indices of the individual particles

~̂
L ¼

X
a

~̂
‘a ½20	

In the following, we shall denote the angular momentum operator of a single
particle by a lower case letter and use a capital letter for the angular momen-
tum operator of the total system.

In addition to the linear angular momenta, we introduce their square
moduli

‘̂2 ¼ ~̂
‘ �~̂‘ ¼ ‘̂2

x þ ‘̂2
y þ ‘̂2

z ½21	
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and

L̂2 ¼ ~̂
L � ~̂L ¼ L̂2

x þ L̂2
y þ L̂2

z

¼
X

a

‘̂ax

X
b

‘̂bx þ
X

a

‘̂ay

X
b

‘̂by þ
X

a

‘̂az

X
b

‘̂bz ½22	

For later convenience, it is useful to rewrite the infinitesimal rotation operator
in terms of the angular momentum operator. If the rotation axis happens to
coincide with one of the Cartesian axes, say the z axis, we can write

1þ
X

a

~dj ð~̂ra � ~raÞz ¼ 1þ i

�h
dj L̂z ½23	

Analogously, for an infinitesimal rotation through dj about a general axis ~n,
one obtains

1þ i

�h
dj~n � ~̂L ½24	

where ~n � ~̂L denotes the scalar product between ~n and ~̂
L (i.e., the projection

of ~̂
L on the rotation axis ~n).

Spherical Harmonics
In principle, knowledge of Eqs. [18]–[22] is sufficient to set up differen-

tial equations for the orbital angular momentum operators and to solve for
eigenvalues and eigenfunctions. The solutions are most easily obtained
employing spherical coordinates r; y;f (see Figure 7). The solutions, called
spherical harmonics, can be found in any introductory textbook of quantum
chemistry and shall be given here only for the sake of clarity.

Y‘mðy;fÞ ¼ ð�1ÞðmþjmjÞ=2ei‘p=2 2‘þ 1

4p
ðl � jmjÞ!
ðl þ jmjÞ!

� 	1=2

P
jmj
‘ ðcosyÞeimf ½25	

x

y

z

P

r
θ

φ

o

Figure 7 Polar coordinates r, y, f of a point P.
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The spherical harmonics Y‘m are simultaneously eigenfunctions of ‘̂2 with
eigenvalue ‘ð‘þ 1Þ and of ‘̂z with eigenvalue m. They do not depend on the
radial coordinate r, but are solely functions of the azimuthal angle y and the
polar angle f. Although their functional form looks rather complicated, they
are well known to chemists. In combination with specific radial functions, they
constitute the solutions of the Schrödinger equation for the hydrogen atom,
that is, Y00 is the angular part of an s orbital; p orbitals involve Y10 or
Y1
1; the y and f dependence of d orbitals is contained in Y20, Y2
1, or
Y2
2; the analytical expressions for f orbitals contain Y30, � � �, or Y3
3, and
so on.

Commutation Relations
The eigenvalues and eigenfunctions of the orbital angular momentum

operators can also be derived solely on the basis their commutation relations.
This derivability is particularly attractive because the spin operators and the
total angular momentum obey the same commutation relations.

The commutation relations of the orbital angular momentum operators
can be derived from those between the components of~̂r and ~̂p. If we denote the
Cartesian components by the subindices i, k, and l, we can use the short-hand
notation

½p̂i; r̂k	 ¼ �i�hdik ½26	

where dik is the Kronecker delta. This means that the diagonal elements are

½p̂x; x̂	 ¼ �i�h ½p̂y; ŷ	 ¼ �i�h ½p̂z; ẑ	 ¼ �i�h ½27	

and all off-diagonal elements are zero. By using these relations, we find

½‘̂x; x̂	 ¼ 0 ½‘̂x; ŷ	 ¼ i�hẑ ½‘̂x; ẑ	 ¼ �i�hŷ

½‘̂y; ŷ	 ¼ 0 ½‘̂y; ẑ	 ¼ i�hx̂ ½‘̂y; x̂	 ¼ �i�hẑ

½‘̂z; ẑ	 ¼ 0 ½‘̂z; x̂	 ¼ i�hŷ ½‘̂z; ŷ	 ¼ �i�hx̂

½28	

Similar relations are obtained for the components of ½‘̂i; p̂k	. From these com-
mutation relations, one directly derives

½‘̂x; ‘̂y	 ¼ i�h‘̂z ½‘̂y; ‘̂z	 ¼ i�h‘̂x ½‘̂z; ‘̂x	 ¼ i�h‘̂y ½29	

The same results are obtained for the operators L̂x, L̂y, and L̂z since the
angular momentum operators for different particles commute.

½L̂x; L̂y	 ¼ i�hL̂z ½L̂y; L̂z	 ¼ i�hL̂x; ½L̂z; L̂x	 ¼ i�hL̂y ½30	
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From Eqs. [30], we conclude that the three components of the angular momen-
tum cannot be determined simultaneously—with the trivial exception when all
three components are zero.

By contrast, the square modulus of the orbital angular momentum (see

Eq. [22]) commutes with all three components of ~̂
L, that is,

½L̂x; L̂
2	 ¼ 0 ½L̂y; L̂

2	 ¼ 0 ½L̂z; L̂
2	 ¼ 0 ½31	

General Angular Momenta

As mentioned above, the definition of an angular momentum is a direct
consequence of the isotropy of space, and this property leads directly to the
commutation relations. Instead of relying on the special properties of the orbi-
tal angular momentum, we shall solve the eigenvalue problem of the angular
momentum solely based on the commutation relations that are common to all
types of angular momenta. This approach has the advantage that cases with
half-integer angular momentum quantum numbers are included; these are
related to spin and do not occur for pure orbital angular momenta.

Step/Shift/Ladder and Tensor Operators
For the determination of matrix elements, it is often more convenient to

use linear combinations of the Cartesian components of the angular momen-
tum operator instead of the Cartesian components themselves. In the litera-
ture, two different kinds of operators are employed. The first type is defined by

Ĵþ ¼ Ĵx þ iĴy Ĵ0 ¼ Ĵz Ĵ� ¼ Ĵx � iĴy ½32	

Ĵþ and Ĵ� are called step-up and step-down operators, respectively, or shift
operators for reasons to become clear soon. These operators are also denomi-
nated ladder operators. Ĵþ and Ĵ� are not self-adjoint, that is, ðĴþÞ

� 6¼ Ĵþ
and so on; instead Ĵþ is the complex conjugate of Ĵ� and vice versa. Together

with Ĵz they form a linear independent set of components of
~̂
J. In terms of the

shift operators, Ĵ2 can be expressed as

Ĵ2 ¼ ĴþĴ� þĴ2
z � �hĴz ½33	

¼ Ĵ�Ĵþ þĴ2
z þ �hĴz ½34	

¼ 1

2
ðĴþĴ� þĴ�ĴþÞ þĴ2

z ½35	

Each of these forms will be used later.
A second set of operators, the so-called tensor operators, differ only

slightly from the ladder operators. They are introduced here without further
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explanation. Cartesian and spherical tensor components are related by

Ĵþ1 ¼ �
Ĵx þ iĴyffiffiffi

2
p Ĵ0 ¼ Ĵz Ĵ�1 ¼

Ĵx � iĴyffiffiffi
2
p ½36	

or conversely

Jx ¼
J�1 �Jþ1ffiffiffi

2
p Jz ¼ J0 Jy ¼

iðJ�1 þJþ1Þffiffiffi
2
p ½37	

Phase conventions have been chosen to be consistent with those of Condon

and Shortley.13 In terms of tensor operators, the square modulus of
~̂
J becomes

Ĵ2 ¼ �Ĵþ1Ĵ�1 �Ĵ�1Ĵþ1 þĴ2
0 ½38	

We shall come back to these operators after learning what a tensor is.

Commutation Relations
As for the orbital angular momentum, the commutation relations

between the Cartesian components of a general angular momentum
~̂
J and

its square modulus Ĵ2 read

½Ĵx;Ĵy	 ¼ i�hĴz ½Ĵy;Ĵz	 ¼ i�hĴx ½Ĵz;Ĵx	 ¼ i�hĴy ½39	

and

½Ĵx;Ĵ
2	 ¼ 0 ½Ĵy;Ĵ

2	 ¼ 0 ½Ĵz;Ĵ
2	 ¼ 0 ½40	

Using Eq. [39] and the definition of the step-up and step-down operators
(Eq. [32]), one easily obtains their commutation relations

½Ĵþ;Ĵ�	 ¼ 2�hĴz ½41	

and

½Ĵz;Ĵ
	 ¼ 
�hĴ
 ½42	

From the latter, the useful relation

½Ĵz;Ĵ
n

	 ¼ 
n�hĴ
 ½43	

can be derived.
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Like the Cartesian components, the shift operators also commute withĴ2

½Ĵ
;Ĵ2	 ¼ 0 ½44	

The same is true for the tensor operators.

½Ĵ
1;Ĵ
2	 ¼ 0 ½45	

The commutation relations among their components differ slightly from those
of the shift operators. From Eqs. [36] and [39], it follows that

½Ĵþ1;Ĵ�1	 ¼ ��hĴ0 ½46	

and

½Ĵ0;Ĵ
1	 ¼ 
�hĴ
1 ½47	

The Eigenvalues of Ĵ2 and Ĵz

Because Ĵ2 and Ĵz commute, they must have common eigenvectors that
we shall denote by jui. The eigenvectors satisfy the equations

Ĵ2jui ¼ a�h2jui ½48	
Ĵzjui ¼M�hjui ½49	

Applying Eqs. [42] to the eigenvectors jui

ĴzĴ
jui ¼ Ĵ
Ĵzjui 
 �hĴ
jui ¼ ðM
 1Þ�hĴ
jui ½50	

we see that Ĵ
jui are also eigenvectors of Ĵz, but with eigenvalue ðM
 1Þ�h.

Moreover, Ĵ
jui is also an eigenvector of Ĵ2 with eigenvalue a�h2 because

Ĵ2Ĵ
jui ¼ Ĵ
Ĵ
2jui ¼ a�h2

Ĵ
jui ½51	

This means that the action of Ĵþ on an eigenvector of Ĵz and Ĵ2 is to step up
the eigenvalue of Ĵz by one unit while remaining within the subset of functions
belonging to the eigenvalue a of Ĵ2. Ĵ� analogously steps down the eigenvalue
of Ĵz by one unit.

To set up a connection between a and M, we express Ĵ2 in the form Eq.
[35] and note that Ĵþ and J� are Hermitian conjugates. Applying the turn-
over rule (Eq. [17]) yields

hĴfjĴfi ¼ 1

2
hĴ�fjĴ�fi þ

1

2
hĴþfjĴþfi þ hĴzfjĴzfi ½52	

116 Spin–Orbit Coupling in Molecules



Each of these terms is always positive or zero—this follows from the fact that
the length of a vector is always positive or zero. The fact that each of the terms
in Eq. [52] is positive or zero leads us to the inequality

hfjĴ2jfi � hfjĴ2
z jfi � 0 ½53	

By identifying jfi with an eigenvector jui, we obtain from Eqs. [48] and [49]

a �M2 � 0 ½54a	

or

�
ffiffiffi
a
p
�M �

ffiffiffi
a
p

½54b	

which means that the eigenvalues M are limited from above and below; there
is a minimal value Mmin and a maximal value Mmax.

In particular, if we apply Eq. [50] to an eigenvector jumaxi belonging to
Mmax

ĴzĴþjumaxi ¼ ðMmax þ 1Þ�hĴþjumaxi ½56	

then this equation can only be satisfied, if

Ĵþjumaxi ¼ 0 ½57	

because Mmax was assumed to be the maximal M value. Using expression [34]
yields

Ĵ�Ĵþjumaxi ¼ ðĴ2 �Ĵ2
z � �hĴzÞjumaxi ¼ 0 ½58	

leading to

a�h2 �M2
max �h

2 �Mmax�h
2 ¼ 0 ½59	

From this, we obtain the relation between a and Mmax

a ¼MmaxðMmax þ 1Þ ½60	

Analogously, application of expression [33] to jumini yields

a ¼MminðMmin � 1Þ ½61	
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Finally, stepping down jumaxi repeatedly by applying Eq. [43]

ĴzĴ
n
�jumaxi ¼ ðMmax � nÞ�hĴn

�jumaxi ½62	

we can always find a positive integer n (the largest possible) such that

Mmax � n ¼Mmin ½63	

leading to

MmaxðMmax þ 1Þ ¼MminðMmin � 1Þ ¼ ðMmax � nÞðMmax � n� 1Þ ½64	

or

Mmax ¼
n

2
½65	

In the following, we shall denote this maximal value Mmax by J. This maxi-
mum J can only be an integer or a half-integer

J ¼ 0;
1

2
; 1;

3

2
; � � � ½66	

The eigenvalue a from Eq. [48] adopts the values JðJ þ 1Þ and Mmin ¼ �J. For
M, we thus obtain the values

M ¼ J; J � 1 � � � � J ½67	

Finally, if we denominate the corresponding eigenvectors by juM
J i, the eigen-

value equations of the angular momentum operators read

Ĵ2juM
J i ¼ JðJ þ 1Þ�h2juM

J i ½68	
ĴzjuM

J i ¼M�hjuM
J i ½69	

Because Ĵz is Hermitian and each juM
J i belongs to a different eigenvalue, the

eigenvectors juM
J i are orthogonal; after normalization we obtain

huM
J juM0

J0 i ¼ dJJ0d
MM0 ½70	

The Action of Ĵ
, Ĵx, and Ĵy on Eigenvectors of Ĵ2 and Ĵz

According to Eqs. [50] and [51], Ĵ
juM
J i is both an eigenvector of Ĵz

with eigenvalue ðM
 1Þ�h and an eigenvector of Ĵ2 with eigenvalue
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JðJ þ 1Þ�h2. Thus Ĵ
juM
J i and juM
1

J i are parallel, and we can determine the
proportionality constants from the normalization constraint:

hĴ
uM
J jĴ
uM

J i ¼ huM
J jĴ�Ĵ
 juM

J i ½71	

¼ huM
J jðĴ2 �Ĵ2

z � �hĴzÞjuM
J i ½72	

¼ JðJ þ 1Þ �M2 �M
� �

�h2 ½73	

Up to an arbitrary phase factor, this yields

Ĵ
juM
J i ¼ �h

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
JðJ þ 1Þ �MðM
 1Þ

p
juM
1

J i ½74	

Accordingly, by inverting the definition of the ladder operators in
terms of the Cartesian components, we can determine the actions of Ĵx and
Ĵy on juM

J i:

ĴxjuM
J i ¼

1

2
�h

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
JðJ þ 1Þ �MðMþ 1Þ

p
juMþ1

J i
n

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
JðJ þ 1Þ �MðM� 1Þ

p
juM�1

J i
o
½75	

ĴyjuM
J i ¼ �

i

2
�h

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
JðJ þ 1Þ �MðMþ 1Þ

p
juMþ1

J i
n

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
JðJ þ 1Þ �MðM� 1Þ

p
juM�1

J i
o

½76	

Matrix Elements
By using the results of the last two subsections, the matrix elements of

the angular momentum operators are easily determined. The juM
J i are eigen-

vectors of Ĵ2 and Ĵz. Therefore, nonvanishing integrals of Ĵ2 and Ĵz are con-
fined to the diagonal of the matrix.

huM
J jĴ2juM0

J0 i ¼ �h2JðJ þ 1ÞdJJ0d
MM0 ½77	

and

huM
J jĴzjuM0

J0 i ¼ �hMdJJ0d
MM0 ½78	

In the Ĵ2, Ĵz representation, the shift operators Ĵ
 have only off-diagonal
matrix elements

huM
J jĴ
juM0

J0 i ¼ �h
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
JðJ þ 1Þ �M0ðM0 
 1Þ

p
dJJ0d

MM0�1 ½79	
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The same is true for the Cartesian Ĵx and Ĵy

huM
J jĴxjuM0

J0 i ¼
1

2
�h
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
JðJ þ 1Þ �M0ðM0 þ 1Þ

p
dJJ0d

MM0�1

þ 1

2
�h
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
JðJ þ 1Þ �M0ðM0 � 1Þ

p
dJJ0d

MM0
1 ½80	

huM
J jĴyjuM0

J0 i ¼ �
i

2
�h
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
JðJ þ 1Þ �M0ðM0 þ 1Þ

p
dJJ0d

MM0�1

þ i

2
�h
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
JðJ þ 1Þ �M0ðM0 � 1Þ

p
dJJ0d

MM0
1 ½81	

In particular, for J ¼ 1
2 states we obtain

huM
J jĴ2juM0

J i ¼

M M0 1
2 � 1

2

1
2

3
4 �h

2 0

� 1
2 0 3

4 �h
2

½82	

huM
J jĴzjuM0

J i ¼

M M0 1
2 � 1

2

1
2

1
2 �h 0

� 1
2 0 � 1

2 �h

½83	

huM
J jĴþjuM0

J i ¼

M M0 1
2 � 1

2

1
2 0 �h

� 1
2 0 0

½84	

huM
J jĴ�juM0

J i ¼

M M0 1
2 � 1

2

1
2 0 0

� 1
2 �h 0

½85	

huM
J jJx juM0

J i ¼

M M0 1
2 � 1

2

1
2 0 1

2 �h

� 1
2

1
2 �h 0

½86	

huM
J jĴyjuM0

J i ¼

M M0 1
2 � 1

2

1
2 0 � i

2 �h

� 1
2

i
2 �h 0

½87	
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A Pictorial Representation
In the previous sections, we learned that the modulus of the angular

momentum j~̂Jj amounts to
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
JðJ þ 1Þ

p
�h and that the eigenvalues of Ĵ2 are

ð2J þ 1Þ-fold degenerate. Thus, if we measure the modulus of the angular
momentum, we know that the state vector is located somewhere in the
2J þ 1 dimensional vector space uJ of Ĵ2. If we determine also the component

of
~̂
J along a direction (which we call the z axis), we will find values of M�h.

Unlike the components of the linear momentum, not all components of the
angular momentum can be determined simultaneously. Thus, it is not possible
to represent the measured values of the quantum mechanical angular momen-
tum as an arrow. Conveniently, the angular momentum is visualized as a cone
(see Figure 8) with the axis oriented along the direction of the measured com-
ponent (z axis), height M�h, and radius

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
JðJ þ 1Þ �M2

p
�h. All that we can say

is that the angular momentum vector lies somewhere on this cone; its x and y
components remain undetermined.

We shall frequently encounter cases with angular momentum values of
J ¼ 1

2 and J ¼ 1. For J ¼ 1
2, such as for electron spin, there are only two possible

orientations of the angular momentum; they are depicted in Figure 9.
Commemorative of the old Bohr–Sommerfeld theory, we say that the angular
momentum is oriented parallel to the z axis in the case of M ¼ þ 1

2 and anti-
parallel for M ¼ � 1

2.
In the case of J ¼ 1, three possibilities arise (Figure 10): an upward cone

for M ¼ 1, a downward cone for M ¼ �1, and a cone with height 0—thus
reducing to a disk—for M ¼ 0.

Spin Angular Momentum

As mentioned earlier, we cannot make use of the correspondence princi-
ple to derive quantum mechanical spin operators, because spin has no classical
analog. Instead, the spin eigenfunctions jsmsi may be identified with ju
1=2

1=2 i

J(J+1) h

M h

z

Figure 8 The cone of an angular momen-
tum vector.
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and Eqs. [82]–[87] are then employed to define a matrix representation of the
spin operators.

Spinors and Spin Operators
Obviously, the spin eigenfunction jsmsi is not a function of the spatial

coordinates; mathematically it is known as a spinor. Different notations are

M = 1/2

z

M = −1/2

Figure 9 The two possible orientations of
J ¼ 1

2.

z

M = 0

M = 1

M = −1

Figure 10 The three possible orientations
of J ¼ 1.
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in common usage:

jsmsi ¼
j 12 1

2i �
1

0

� �
� a

j 12 � 1
2i �

0

1

� �
� b

8>>><
>>>: ½88	

The symbols a and b are the ones most familiar to chemists. For the definition
of spin operators, it is convenient to utilize the representation of the spin eigen-
functions as the orthonormal basis vectors of a two-dimensional (2D) vector
space. In this representation, the spin operators may be written as matrices

Ŝ 2 ¼ �h2
3
4 0

0 3
4

 !
½89	

Ŝ0 ¼ �h
1
2 0

0 � 1
2

 !
Ŝþ ¼ �h

0 1

0 0

� �
Ŝ� ¼ �h

0 0

1 0

� �
½90	

Ŝx ¼ �h
0 1

2
1
2 0

 !
Ŝy ¼ �h

0 � i
2

i
2 0

 !
Ŝz ¼ �h

1
2 0

0 � 1
2

 !
½91	

acting on the column vectors ð10Þ and ð01Þ by means of the usual matrix-vector
product.

For later convenience, we also define the irreducible tensor operators

Ŝ0 ¼ �h
1
2 0

0 � 1
2

 !
Ŝþ1 ¼ �h

0 � 1ffiffi
2
p

0 0

 !
Ŝ�1 ¼ �h

0 0
1ffiffi
2
p 0

 !
ð92Þ

Pauli Spin Matrices
Pauli introduced slightly different spin operators known as the Pauli

spin matrices. They are defined by

sx ¼
0 1

1 0

� �
sy ¼

0 �i
i 0

� �
sz ¼

1 0
0 �1

� �
½93	

Apart from the numerical factor 2�h, they are in fact identical with the Carte-

sian spin operators in Eq. [91]. The difference between ~s and
~̂
S appears to be

trivial; nevertheless, it is important to recognize that the operator ~s does not
qualify as an angular momentum operator because it does not fulfill the usual
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commutation relations Eq. [39]. Instead of

~̂S � ~̂S ¼ i�h
~̂S ½94	

the commutation relations for ~s are given by

~s�~s ¼ 2i~s ½95	

A very useful equation employing the Pauli spin matrices is the so-called
Dirac relation. For any pair of vector operators ~u and ~v

ð ~suÞð ~svÞ ¼~u~vþ i~sð~u�~vÞ ½96	

Further, it is easily seen that the square modulus of ~s equals the unit matrix in
two dimensions 12

~s �~s ¼ 12 ½97	

Repeated application of the dot product yields

~sn ¼ 12 for even n
~s for odd n

�
½98	

SPIN–ORBIT HAMILTONIANS

Spin–orbit coupling arises naturally in Dirac theory, which is a fully rela-
tivistic one-particle theory for spin 1

2 systems.11 In one-electron atoms, spin s
and orbital angular momentum ‘ of the electron are not separately conserved;
they are coupled and only the resulting total electronic angular momentum j is
a ‘‘good’’ quantum number.

The construction of relativistic two-body equations is an area of current
research in relativistic field theory.14 To the author’s knowledge, a fully Lo-
rentz invariant multielectron Hamiltonian (i.e., a multielectron Hamiltonian
with correct relativistic transformation properties) has not yet been derived.
In molecular applications approximate two-particle Hamiltonians are there-
fore utilized. The so-called Dirac–Coulomb–Breit operator contains a sum
of Dirac terms representing the kinetic energy and the one-electron interac-
tions. In nonrelativistic theories, a Coulomb term describes the instantaneous
interaction of two electrons. One can imagine this interaction as being
mediated by an exchange of ‘‘interaction particles’’, the so-called virtual
photons. In relativistic theories, an instantaneous process cannot take place;
even the exchange of virtual photons is limited by the speed of light. This
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slowed exchange of virtual photons is taken into account by means of the so-
called retardation term.15 At the same level of approximation, a magnetic
interaction term appears, first introduced by Gaunt in 1929.16 Together, these
two correction terms are named the Breit interaction. The resulting many-
particle four-component Hamiltonian—the Dirac–Coulomb–Breit Hamilto-
nian—is frequently used as a starting point for deriving more approximate
Hamiltonians that are suited for chemical applications.

Full One- and Two-Electron Spin–Orbit Operators

Spin–orbit interaction Hamiltonians are most elegantly derived by redu-
cing the relativistic four-component Dirac–Coulomb–Breit operator to two
components and separating spin-independent and spin-dependent terms.
This reduction can be achieved in many different ways; for more details refer
to the recent literature (e.g., Refs. 17–21).

The Breit–Pauli Spin–Orbit Hamiltonian
The most renowned one- and two-electron spin–orbit Hamiltonian is given by

ĤBP
SO ¼

e2

2m2
e c2

X
i

�~ri

X
I

ZI

r̂iI

 !
� ~̂pi

 !
�~̂si

(
½99	

þ
X

i

X
j 6¼i

~ri
1

r̂ij

� �
� ~̂pi

� �
�~̂si ½100	

þ
X

i

X
j 6¼i

~rj
1

r̂ij

� �
� ~̂pj

� �
�~̂si ½101	

þ
X

j

X
i 6¼j

~ri
1

r̂ji

� �
� ~̂pi

� �
�~̂sj

)
½102	

where I labels nuclei and i and j electrons, and where ZI is the charge of
nucleus I, e and me are the charge and the mass of an electron, respectively,
and c is the speed of light. The so-called Breit–Pauli spin–orbit operator was
derived originally by Pauli in 1927,22 one year before the advent of four-com-
ponent Dirac theory.11 Pauli started from the Schrödinger equation of a mole-
cule in an external electric and magnetic field. The Breit-Pauli operator is then
obtained by assuming that the scalar potential is purely Coulombic and the
magnetic field arises from the electronic spin associated with a magnetic
moment ~me ¼ 2ðe�h=2mecÞ~S. Terms [99] and [100] constitute the spin–same-
orbit part. Herein, the one-electron operator [99] describes the interaction
of the spin magnetic moment of an electron i with the magnetic moment
that arises from its orbiting in the field of the nucleus I. Term [100] is the
two-electron analog relating to the motion of electron i in the field of electron
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j. Operators [101] and [102] are usually called spin–other-orbit terms. They
describe the coupling between the spin magnetic moment of electron i and
the orbital magnetic moment of electron j and vice versa.

From the four-component Dirac–Coulomb–Breit equation, the terms
[99]–[102] can be deduced without assuming external fields. A Foldy–
Wouthuysen transformation23 of the electron-nuclear Coulomb attraction
and collecting terms to order v2=c2 yields the one-electron part [99]. Similarly,
the two-electron part [100] of the spin–same–orbit operator stems from the
transformation of the two-electron Coulomb interaction. The spin–other-orbit
terms [101] and [102] have a different origin. They result, among other terms,
from the reduction of the Gaunt interaction.

The Breit-Pauli spin–orbit Hamiltonian is found in many different forms
in the literature. In expressions [101] and [102], we have chosen a form in
which the connection to the Coulomb potential and the symmetry in the par-
ticle indices is apparent. Mostly ĤBP

SO is written in a short form where spin–
same- and spin–other-orbit parts of the two-electron Hamiltonian have been
contracted to a single term, either as

ĤBP
SO ¼

e2

2m2
e c2

X
i

X
I

ZI

~̂riI

r̂3
iI

� ~̂pi

 !
~̂si

(

�
X
j 6¼i

~̂rij

r̂3
ij

� ~̂pi

 !
� ð~̂si þ 2~̂sjÞ

)
½103	

or

ĤBP
SO ¼

e2

2m2
e c2

X
i

X
I

ZI

~̂riI

r̂3
iI

� ~̂pi

 !(

�
X
j 6¼j

~̂rij

r̂3
ij

� ð~̂pi � 2~̂pjÞ
)
�~̂si ½104	

The Breit-Pauli spin–orbit operator has one major drawback. It implic-
itly contains terms coupling electronic states (with positive energy) and posi-
tronic states (in the negative energy continuum) and is thus unbounded from
below. It can be employed safely only in first-order perturbation theory.

The No-Pair Spin–Orbit Hamiltonian
A more appropriate spin–orbit coupling Hamiltonian can be derived if

electron–positron pair creation processes are excluded right from the begin-
ning (no-pair approximation). After projection on the positive energy states,
a variationally stable Hamiltonian is obtained if one avoids expansion in reci-
procal powers of c. Instead the Hamiltonian is transformed by properly chosen
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unitary operators. If closed expressions cannot be obtained, one rather
expands in the coupling strength Ze2.24–26

Ĥþ
SO ¼ e2�hc

X
i

X
I

ZI
Âi

Êi þmec2

~̂riI

r̂3
iI

� ~̂pi

 !
~̂si

Âi

Êi þmec2

(

�
X
j6¼i

Âi Âj

Êi þmec2

~̂rij

r̂3
ij

� ~̂pi

 !
ð~̂si þ 2~̂sjÞ

" #
ÂiÂj

Êi þmec2

)
½105	

Herein, Êi denotes the relativistic kinetic energy operator

Êi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p̂2

i c2 þm2
e c4

q
½106	

and the factors Âi or Âj are defined as

Âi ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Êi þmec2

2Êi

s
½107	

As may be seen by comparing Eqs. [103] and [105], the no-pair spin–orbit
Hamiltonian has exactly the same structure as the Breit-Pauli spin–orbit
Hamiltonian. It differs from the Breit-Pauli operator only by kinematical fac-
tors that damp the 1=r̂3

iI and 1=r̂3
ij singularities.

Valence-Only Spin–Orbit Hamiltonians

The computational effort of a molecular calculation can be reduced sig-
nificantly, if only a few electrons are taken into account explicitly and the
interaction with the rest is approximated by means of effective Hamiltonians.
The first step in the hierarchy of approximations is the so-called frozen-core
approximation.

The Spin-Free Frozen-Core Approximation
In electron correlation treatments, it is a common procedure to divide the

orbital space into various subspaces: orbitals with large binding energy (core),
occupied orbitals with low-binding energy (valence), and unoccupied orbitals
(virtual). One of the reasons for this subdivision is the possibility to ‘‘freeze’’
the core (i.e., to restrict excitations to the valence and virtual spaces). Conse-
quently, all determinants in a configuration interaction (CI) expansion share a
set of frozen-core orbitals. For this approximation to be valid, one has to
assume that excitation energies are not affected by correlation contributions
of the inner shells. It is then sufficient to describe the interaction between
core and valence electrons by some kind of mean-field expression.
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Let us first become familiar with the spin-free (sf) case: we have a pair of
Slater determinants interacting via Ĥsf

þ (i.e., a sum of spin-independent one-
and two-electron operators, ĥ1 and ĝ12). Their matrix element is given by (Sla-
ter–Condon rules):

1. Diagonal case:

h�jĤsf
þj�i ¼

X
i

ið1Þh jĥ1 ið1Þj i þ
X

i

X
j> i

f ið1Þjð2Þh jĝ12 ið1Þjð2Þj i

� ið1Þjð2Þh jĝ12jjð1Þið2Þig ½108	

The summation indices i and j run over all occupied spin orbitals in the
determinant �.

2. Single excitations: � and �j
i differ by one pair of spin orbitals i; j.

h�jĤsf
þj�

j
ii ¼ hið1Þjĥ1j jð1Þi þ

X
k

fhið1Þkð2Þjĝ12j jð1Þkð2Þi

� hið1Þkð2Þjĝ12jkð1Þjð2Þig ½109	

Here the summation index k runs over all common spin orbitals.
3. Double excitations: � and �

jl
ik differ by two pairs of spin orbitals ij; kl.

h�jĤsf
þj�

jl
iki ¼ hið1Þkð2Þjĝ12jjð1Þlð2Þi � hið1Þkð2Þjĝ12jlð1Þjð2Þi ½110	

For convenience, let us separate core and valence (val) contributions in
these expressions and use the short-hand bra–ket notation hij ji for the one-
electron integral hið1Þjĥ1j jð1Þi, and hikj jli is defined as hið1Þkð2Þjĝ12j jð1Þlð2Þi.
If core excitations are not allowed, one obtains:

1. Diagonal case:

h�jĤsf
þj�i ¼

Xval

i

hijii þ
Xval

j> i

fhijjiji � hijjjiig
(

½111	

þ
Xcore

j

fhijjiji � ijjjiih g
)

½112	

þ
Xcore

i

hijii þ
Xcore

j>i

fhijjiji � hijjjiig
( )

½113	
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2. Single excitations: � and �
j
i differ by one pair of valence spin orbitals i; j.

h�jĤsf
þj�

j
ii ¼ hij ji þ

Xval

k

fhikjjki � hikjkjig ½114	

þ
Xcore

k

fhikj jki � hikjkjig ½115	

3. Double excitations: � and �
jl
ik differ by two pairs of valence spin orbitals

ij; kl.

h�jĤsf
þj�

jl
iki ¼ hikjjli � ikjljih ½116	

We see that integrals with core indices contribute solely to the diagonal
and the single excitation cases. Because frozen-core orbitals are common to all
determinants by definition, we may interchange the sums over determinants
and core orbitals. The pure core terms [113] are constant and are conveniently
added to the nuclear repulsion. After summing over the core indices, the mixed
core–valence integrals, [112] and [115], can be added to the corresponding
one-electron integrals hijii and hij ji, respectively. One has to be aware, how-
ever, that this summation includes an integration over the spin of the core elec-
trons. For a Coulomb integral hikj jki, the same rule applies as for the
corresponding one-electron integral hijji; it survives if the spin of orbitals i
and j are equal, whatever the spin of k may be. Because each spatial core orbi-
tal is occupied by two electrons, it contributes two Coulomb integrals.
Exchange integrals hikjkji, on the other hand, integrate to zero if the spin of
k differs from the spin of i and j. Therefore only one of the exchange integrals
will survive. Since the Hamiltonian is spin-independent, the spin part inte-
grates to one, irrespective whether it amounts to haajaai or hbbjbbi.

The Frozen-Core Spin–Orbit Hamiltonian
The frozen-core (fc) approach is not restricted to spin-independent elec-

tronic interactions; the spin–orbit (SO) interaction between core and valence
electrons can be expressed by a sum of Coulomb- and exchange-type opera-
tors. The matrix element formulas can be derived in a similar way as the Sla-
ter–Condon rules.27 Here, it is not important whether the Breit-Pauli spin–
orbit operators or their no-pair analogs are employed as these are structurally
equivalent. Differences with respect to the Slater–Condon rules occur due to
the symmetry properties of the angular momentum operators and because of
the presence of the spin–other-orbit interaction. It is easily shown by partial
integration that the linear momentum operator ~̂p is antisymmetric with respect

to orbital exchange, and the same applies to
~̂
‘ ¼ ~̂r� ~̂p. Therefore, spin–orbit
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Hamiltonians do not have diagonal matrix elements in a basis of real (Carte-
sian) orbitals. Further, the use of two-electron operators of the forms [103] or
[105] requires a symmetrization in the particle indices

ĝ12 !
1

2
ðĝ12 þ ĝ21Þ ½117	

thus doubling the number of two-electron contributions. Combined with the
above mentioned integral matrix properties, this leads to the following expres-
sions for a spin–orbit matrix element between a pair of Slater determinants
built from real spin orbitals:

1. Diagonal case:

h�jĤSOj�i ¼ 0 ½118	

2. Single excitations: � and �j
i differ by one pair of spin orbitals i; j.

Contributions come from the one-electron spin–orbit integral and three-
index two-electron integrals

h�jĤSOj�j
ii ¼ hið1ÞjĥSOð1Þj jð1Þi þ

1

2

X
k

ið1Þkð2ÞjĤSOð1; 2Þj jð1Þkð2Þ
� ��

� kð1Þið2ÞjĤSOð1;2Þjjð1Þkð2Þ
� �
� ið1Þkð2ÞjĤSOð1;2Þjkð1Þjð2Þ
� �

g ½119	

The summation index k runs over common spin orbitals. The second
Coulomb-type integral hkð1Þið2ÞjĤSOð1; 2Þjkð1Þjð2Þi vanishes because Ĥ

is linear in ~̂p1.
3. Double excitations: � and �

jl
ik differ by two pairs of spin orbitals ij; kl.

Only four-index two-electron integrals contribute to the spin–orbit cou-
pling matrix element:

h�jĤSOj�jl
iki¼

1

2
f ið1Þkð2ÞjĤSOð1; 2Þj jð1Þlð2Þ
� �

þ kð1Þið2ÞjĤSOð1; 2Þjlð1Þjð2Þ
� �

� kð1Þið2ÞjĤSOð1; 2Þjjð1Þlð2Þ
� �

� ið1Þkð2ÞjĤSOð1; 2Þjlð1Þjð2Þ
� �

g
½120	

In these formulas, a spin integration has not yet been performed.
Core excitation processes, of course, rule out the possibility of applying a

frozen-core approximation. Otherwise the indices i and j represent valence
orbitals. The same applies to k and l in the double excitation case. The only
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core contributions occur for singly excited determinants—and they are by far
the largest terms in the sum over k in Eq. [119]. Summing up all core contri-
butions to a given index pair i; j, one is left with an effective one-electron inte-
gral that may be contracted with the proper one-electron term hijĥsoj ji.

Spin integration is more elaborate than for a spin-free Hamiltonian.28

Assume for the moment that i and j represent a orbitals. According to Table 1
the one-electron spin integral amounts to 1

2. The frozen-core orbitals are dou-
bly occupied and contribute with both a and b spin parts. From Table 2, we
see that the spin parts of the Coulomb-type integral ið1Þkð2ÞjĤSOð1; 2Þj

�
jð1Þkð2Þi, haajaai and habjabi, integrate to 3

2 and � 1
2, respectively, yielding

2
2 in total. Because the effective one-electron integral will later be multiplied
by 1

2, the prefactor of the Coulomb-type integral has to be 2. The first exchange
integral ið1Þkð2ÞjĤSOjkð1Þjð2Þ

� �
is connected to the spin integrals haajaai and

habjbai. The former amounts to 3
2, whereas the latter one vanishes, thus yield-

ing a prefactor of �3 for this exchange integral. The same is true for the sec-
ond exchange integral. Contrary to the matrix elements of a spin-independent
Hamiltonian, spin–orbit coupling matrix elements do not automatically vanish
if i and j represent orbitals with different spins, say a and b. The spatial one-
electron integral is then to be multiplied by a spin factor of �1=

ffiffiffi
2
p

. The spin
parts of the Coulomb-type integral, haajbai and habjbbi, are equal in this case
and add up to a total of �2=

ffiffiffi
2
p

. This value is again twice that of the one-
electron spin integral. The spin parts of the exchange integrals yield �3=

ffiffiffi
2
p

;
thus, like in the previous case, �3 times the spatial exchange integral must be
added to the effective one-electron integral. By continuing with the case
studies, we find that the prefactor of the spatial Coulomb-type integral always
amounts to 2, whereas it assumes a value of �3 for the exchange integrals. A
matrix element of the effective frozen-core spin–orbit Hamiltonian is therefore

Table 1 One-Electron Spin Integrals ½�h	 for the ~̂s1

Tensor Operator

jað1Þi jbð1Þi
hað1Þj 1=2 �1=

ffiffiffi
2
p

hbð1Þj 1=
ffiffiffi
2
p

�1=2

Table 2 Two-Electron Spin Integrals ½�h	 for the ~̂s1 þ 2~̂s2 Operator

jað1Það2Þi jað1Þbð2Þi jbð1Það2Þi jbð1Þbð2Þi
hað1Það2Þj 3=2 �2=

ffiffiffi
2
p

�1=
ffiffiffi
2
p

0
hað1Þbð2Þj 2=

ffiffiffi
2
p

�1=2 0 �1=
ffiffiffi
2
p

hbð1Það2Þj 1=
ffiffiffi
2
p

0 1=2 �2=
ffiffiffi
2
p

hbð1Þbð2Þj 0 1=
ffiffiffi
2
p

2=
ffiffiffi
2
p

�3=2
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given by

hið1ÞjĤfc
SOj jð1Þi ¼ hið1ÞjĥSOð1Þj jð1Þi þ

1

2

Xfc

k

f2 ið1Þkð2ÞjĤSOð1; 2Þj jð1Þkð2Þ
� �

� 3 kð1Þið2ÞjĤSOð1; 2Þj jð1Þkð2Þ
� �

� 3 ið1Þkð2ÞjĤSOð1; 2Þjkð1Þ jð2Þ
� �

g ½121	

Frozen-core orbitals are doubly occupied and a spin integration has been
performed for the core electrons. The summation index k therefore runs
over spatial orbitals only. Employing the frozen-core approximation consider-
ably shortens the summation procedure in single excitation cases. Double
excitation cases are left unaltered at this level of approximation. The computa-
tional effort can be substantially reduced further if one manages to get rid of
all explicit two-electron terms.

Effective One-Electron Spin–Orbit Hamiltonians

Since spin–orbit coupling is very important in heavy element compounds
and the structure of the full microscopic Hamiltonians is rather complicated,
several attempts have been made to develop approximate one-electron spin–
orbit Hamiltonians. The application of an (effective) one-electron spin–orbit
Hamiltonian has several computational advantages in spin–orbit CI or pertur-
bation calculations: (1) all integrals may be kept in central memory, (2) there is
no need for a summation over common indices in singly excited Slater deter-
minants, and (3) matrix elements coupling doubly excited configurations do
not occur. In many approximate schemes, even the tedious four-index trans-
formation of two-electron integrals ceases to apply. The central question that
comes up in this context deals with the accuracy of such an approximation, of
course.

Empirical One-Electron Operators
One of the simplest and least demanding approaches is to take the

electron–electron interactions into account through screening of the nuclear
potential.

Ĥeff
SO ¼

e2

2m2
e c2

X
I

X
i

0 Zeff
I;‘

r3
IiI

~̂
‘IiI

~̂siI ½122	

In this one-electron one-center spin–orbit operator, I denotes an atom and iI an

electron occupying an orbital located at center I. Likewise,
~̂
‘IiI labels the angu-

lar momentum of electron iI with respect to the orbital origin at atom I. The
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prime on the second summation (over electrons) indicates that it includes only
the open shell of an atom I with azimuthal quantum number ‘.

The effective nuclear charge Zeff
I;‘ is parameterized to fit experimental

fine-structure splittings of one or more electronic states on atom I. Frequently,
this is achieved by estimating a spin–orbit coupling parameter on the basis of
the Landé interval rule (see the later subsection on this rule). This procedure
has serious drawbacks, however. Open-shell electronic states of heavy atoms,
in particular, are often not well separated energetically and may interact via
spin–orbit coupling. In these cases, the multiplet splitting does not follow
the Landé pattern, according to which neighboring fine-structure levels ought
to be separated by EðJÞ � EðJ � 1Þ ¼ ASOJ in first order. Furthermore, in light
atoms spin–spin coupling contributes to the deviation of the atomic splitting
from the Landé interval rule.

Higher-order spin–orbit effects can be determined by quasi–degenerate
perturbation theory (see the section on Computational Aspects). In this
approach, an interaction matrix is set up including all electrostatic and
spin–orbit coupling matrix elements between the states under consideration.
Diagonalization of this matrix directly yields the fine-structure splitting. The
reverse procedure may be used for fitting the effective nuclear charge in expres-
sion [122]. In principle, the interaction matrix can be diagonalized for various
coupling strengths, and the spin–orbit parameter is then fitted to reproduce the
splitting in a least-squares sense. However, the deperturbation of an experi-
mental spectrum is complicated by the fact that higher-order spin–orbit shifts
depend both on the location of fictitious spin-free states and the spin–orbit
coupling parameter. If the spin–orbit splitting is small compared to the term
energy separation by Coulombic repulsion, a weighted average of the term
energies may serve as zero-order energies.29 For heavy atoms, the latter
approximation is not applicable; instead excitation energies are determined
from correlated ab initio calculations employing a spin-free Hamiltonian.
Examples for the latter procedure may be found in Refs. 30–32.

Blume and Watson33 showed in 1962 that only parts of the two-electron
spin–orbit interaction may be expressed in the form [122]. According to these
authors, the neglect of the remaining terms leads to a dependence of the effec-
tive nuclear charge from a particular state. For dn configurations, for example,
they found that Zeff

I;‘ can vary by as much as 20%.34

Pseudo-Potential Spin–Orbit Operators
Most common among the approximate spin–orbit Hamiltonians are

those derived from relativistic effective core potentials (RECPs).35–38 Spin–
orbit coupling operators for pseudo-potentials were developed in the
1970s.39,40 In the meantime, different schools have devised different proce-
dures for tailoring such operators. All these procedures to parameterize the
spin–orbit interaction for pseudo-potentials have one thing in common: The
predominant action of the spin–orbit operator has to be transferred from
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the region close to the nucleus to the valence region. The reason for this relo-
cation is simply the fact that amplitudes of pseudo-orbitals are small in the
proximity of the nucleus. If the original 1=r3 dependence is left untouched
as in the semiempirical expression [122], huge effective charges may result.

Teichteil et al.41 fit a spin–orbit pseudo-operator such that its action on a
pseudo-orbital optimally reproduces the effect of the true spin–orbit operator
on the corresponding all-electron orbital. Ermler, Ross, Christiansen, and co-
workers42–49 and Titov and Mosyagin50 define a spin–orbit operator as the
difference between the ‘ and j dependent relativistic effective pseudo-
potentials (REPs)51

ĤSOðrÞ ¼
X‘max

‘¼1

�V‘ðrÞ
‘

2‘þ 1

Xj

mj¼�j

j‘; j;mjih‘; j;mjj

0
@

� ‘þ 1

2‘þ 1

Xj 0

mj
0¼�j 0
j‘; j 0;m0jih‘; j 0;m0jj

1
A ½123	

with

j ¼ ‘þ ð1=2Þ; j 0 ¼ ‘� ð1=2Þ ½124	

and

�V‘ðrÞ ¼ V‘;‘þ1=2ðrÞ � V‘;‘�1=2ðrÞ ½125	

This latter difference is generally fitted to a linear combination of a few basis
functions. According to Pitzer and Winter,52 the operator [123] can be written
equivalently as

ĤSOðrÞ ¼
X‘max

‘¼1

2�V‘ðrÞ
2‘þ 1

~‘ �~s
Xþ‘

m‘¼�‘
j‘;m‘ih‘;m‘j ½126	

¼
X‘max

‘¼1

x‘ðrÞ~‘ �~s
Xþ‘

m‘¼�‘
j‘;m‘ih‘;m‘j ½127	

Stoll, Dolg, and co-workers53–58 also make use of this form to define an effec-
tive spin–orbit Hamiltonian. However, they fit the parameters in expression
[127] directly to atomic fine-structure splittings. Seijo,59 on the other hand,
determines the parameters through least-squares fitting to the radial parts of
the numerical Wood–Boring spin–orbit operators and introduces a correction
through a change of AO basis set contraction coefficients.

Spin–Orbit Mean-Field Operator
One of the most rigorous approaches toward the definition of an effec-

tive one-electron spin–orbit operator appears to be the recently proposed

134 Spin–Orbit Coupling in Molecules



spin–orbit mean-field Hamiltonian.60 It constitutes an extension of the frozen-
core approximation.

In our effort to get rid of all explicit two-electron terms, we may in most
cases neglect four-index spin–orbit integrals (case 3, Eq. [120]), since they
make a minor contribution to the total spin–orbit coupling matrix element
between two CI wave functions. However, unacceptable errors result—in par-
ticular for molecules built from light constituents—if also all three-index two-
electron valence integrals (case 2, Eq. [119]) are set to zero. A much better
effective one-electron spin–orbit Hamiltonian is obtained when the frozen-
core summation over k in ansatz [121] is extended to the valence space and
an average valence orbital occupation—corresponding, for instance, to the
Hartree–Fock configuration—is assumed. Partially filled orbitals are taken
into account through occupation numbers nk, ranging from 0 to 2. Further,
the two-electron spin–orbit interaction of partially filled orbitals k is averaged
over a and b spin orientations before spin-integration. A matrix element of this
effective one-electron spin–orbit mean-field (mf) Hamiltonian is given by

hið1ÞjĤmf
SOj jð1Þi¼ ið1ÞjĥSOð1Þj jð1Þ

D E
þ 1

2

X
k

nkf2 ið1Þkð2ÞjĤSOð1; 2Þjjð1Þkð2Þ
� �

� 3 kð1Þið2ÞjĤSOð1; 2Þjjð1Þkð2Þ
� �

� 3 ið1Þkð2ÞjĤSOð1; 2Þjkð1Þjð2Þ
� �

g ½128	

The summation index k now runs over all spatial molecular orbitals.
The molecular spin–orbit mean-field Hamiltonian appears to approxi-

mate very well the full one- and two-particle operator. For the platinum
atom, a deviation from the full operator result of less than 4 cm�1 out of a total
of 4000 cm�1 was observed (i.e., the error amounts to less than 0:1%).60 Even
light molecules, where the two-electron contributions to the total matrix ele-
ment are in the order of 50%, may be treated in this approximation if the lead-
ing configurations of the considered electronic states are singly excited with
respect to each other. The singlet–triplet transition matrix element of ethene
and the ground-state splitting of HC6Hþ, NC5Hþ, and NC4Nþ fall into this
class;61,62 here errors did not exceed 1%.

Like all effective one-electron approaches, the mean-field approximation
considerably quickens the calculation of spin–orbit coupling matrix elements.
Nevertheless, the fact that the construction of the molecular mean-field neces-
sitates the evaluation of two-electron spin–orbit integrals in the complete AO
basis represents a serious bottleneck in large applications. An enormous speed-
up can be achieved if a further approximation is introduced and the molecular
mean field is replaced by a sum of atomic mean fields. In this case, only two-
electron integrals for basis functions located at the same center have to be
evaluated. This idea is based on two observations: first, the spin–orbit
Hamiltonian exhibits a 1=r3 radial dependence and falls off much faster
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than the Coulomb interaction, and second, the largest two-electron contribu-
tions stem from the molecular core orbitals that are fairly localized and closely
resemble their atomic counterparts. The two-electron one-center approxima-
tion works very well for heavy element compounds.60 Larger percentage errors
result for molecules built up from light elements. Thorough investigations on a
variety of light molecules show that multicenter one- and two-electron contri-
butions partially compensate in a systematic manner.62,63 In these cases, it
appears to be advantageous either to neglect all multicenter contributions, if
demanded by the problem size, or to take into account all of them, if high
accuracy is required.

The one-center approximation allows for an extremely rapid evaluation
of spin–orbit mean-field integrals if the atomic symmetry is fully exploited.64

Even more efficiency may be gained, if also the spin-independent core-valence
interactions are replaced by atom-centered effective core potentials (ECPs). In
this case, the inner shells do not even emerge in the molecular orbital optimi-
zation step, and the size of the atomic orbital basis set can be kept small. A
prerequisite for the use of the all-electron atomic mean-field Hamiltonian in
ECP calculations is to find a prescription for setting up a correspondence
between the valence orbitals of the all-electron and ECP treatments.65–67

SYMMETRY

All the terms in the molecular Hamiltonian transform as the totally sym-
metric irreducible representation (irrep) of the molecular point group. Sym-
bolically,


ðĤSOÞ ¼ 
1 ½129	

For a matrix element of the spin–orbit operator to be different from zero, it is
in principle sufficient that the direct products of the irreps of space and spin
functions on both sides of the matrix element be equal. Thus,

h�ajĤSOj�bi 6¼ 0 if 
ðSpaceaÞ � 
ðSpinaÞ ¼ 
ðSpacebÞ � 
ðSpinbÞ ½130	

Representation theory of molecular point groups tells us how a rotation or a
reflection of a molecule can be represented as an orthogonal transformation in
3D coordinate space. We can therefore easily determine the irreducible repre-
sentation for the spatial part of the wave function. By contrast, a spin eigen-
function is not a function of the spatial coordinates. If we want to study the
transformation properties of the spinors

a ¼ 1
0

� �
b ¼ 0

1

� �
½131	
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under symmetry operations of some molecular point group, we will have to
find a mapping between the transformation matrices R in 3D coordinate space
and corresponding matrices u in a properly chosen 2D vector space.

The fact that the magnetic interaction Hamiltonians are compound ten-
sor operators can be exploited to derive more specific selection rules than the
one given above. Furthermore, as we shall see later, the number of matrix ele-
ments between multiplet components that actually have to be computed can be
considerably reduced by use of the Wigner–Eckart theorem.

Transformation Properties of the Wave Function

We are not going to review here the transformation properties of spatial
wave functions under the symmetry operations of molecular point groups. To
prepare the discussion of the transformation properties of spinors, we shall put
some effort, however, in discussing the symmetry operations of O(3)þ, the
group of proper rotations in 3D coordinate space (i.e., orthogonal transforma-
tions with determinant þ1). Reflections and improper rotations (orthogonal
transformations with determinant �1) will be dealt with later.

Rotations in Three-Dimensional Coordinate Space
Any rotation in 3D space can be composed of successive rotations

through the three Euler angles (see Figure 11):

z,z′

x

y y′

y′′

z′′

x′

x′′

θ

ψ
φ

Figure 11 Definition of the three Euler angles.
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1. Rotation about the z axis through an angle f (0 � f � 2p).
2. Rotation about the new position of the y axis (y 0 in Figure 11) through an

angle y (0 � y � p).
3. Rotation about the new position of the z axis (z00 in Figure 11) through an

angle c (0 � c � 2p).

Alternatively, we can view the angles y and f as defining the orientation of a
general rotation axis z00, about which a rotation through c is to be performed,
relative to a space-fixed coordinate system x; y; z.

The first and the third of the Euler angles, f and c, refer to rotations
about z axes. The corresponding transformation matrices in 3D coordinate
space read

RzðfÞ ¼
cosf sinf 0
�sinf cosf 0

0 0 1

0
@

1
A Rz00 ðcÞ ¼

cosc sinc 0
�sinc cosc 0

0 0 1

0
@

1
A ½132	

A rotation through the Euler angle y refers to the y 0 axis and is represented by

Ry0 ðyÞ ¼
cosy 0 siny

0 1 0
�siny 0 cosy

0
@

1
A ½133	

These three rotations do in general not commute, that is, the product depends
on the order in which the matrices are multiplied. The representation matrix of
the complete transformation can be composed from these individual rotation
matrices as

Rðf; y;cÞ ¼ Rz00 ðcÞRy0 ðyÞRzðfÞ ½134	

In the earlier section relating to an infinitesimal rotation, we introduced a rela-
tion between the operator for an infinitesimal rotation through dj about a

general axis~n and the angular momentum operator ~̂
L. We can carry this con-

nection further and find a corresponding expression for a finite rotation
through a finite angle g

�ð~rþ ~drÞ ¼ ÛR~nðgÞ�ð~rÞ ½135	

To this end, we develop �ð~rþ ~drÞ into a Taylor series.

�ð~rþ ~drÞ ¼ �ð~rÞ þ ~dr � ~r�ð~rÞ þ 1

2
ð~dr � ~rÞ2�ð~rÞ þ � � �

¼ 1þ~g � ð~r� ~rÞ þ 1

2
ð~g � ð~r� ~rÞÞ2 þ � � �

� �
�ð~rÞ ½136	
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or after introducing the projection of the angular momentum operator on the
rotation axis

�ð~rþ ~drÞ ¼ 1þ i

�h
g~n � ~̂Lþ 1

2

i

�h
g~n � ~̂LÞ

� �2

þ � � �
 !

�ð~rÞ ½137	

The term in parentheses is the desired operator for finite rotations. It is often
written in a short form as

ÛR~nðgÞ ¼ exp
i

�h
g~n � ~̂L

� �
½138	

where the exponential of an operator or a matrix is defined via its Taylor
expansion. The operator for the three successive finite rotations through the
Euler angles can therefore be expressed as

ÛRðf;y;cÞ ¼ exp
i

�h
cL̂z00

� �
exp

i

�h
yL̂y0

� �
exp

i

�h
fL̂z

� �
½139	

Spinor Transformations
We can employ an analog of the spatial transformation operator [138]

for analyzing the transformation properties of a spinor under coordinate rota-
tions. The evaluation of the corresponding 2D transformation matrices is
simplified if we rewrite

ÛunðgÞ ¼ exp
i

�h
g~n �~̂s

� �
½140	

by making use of the relation between the spin operators and the Pauli
matrices ~̂s ¼ �h~s=2

ÛunðgÞ ¼ exp ig~n �~s=2ð Þ ½141	

In expanding the Taylor series, we exploit Eq. [98]:

ÛunðgÞ ¼ 12 þ
i

1!
~n �~s g

2

� �
� 1

2!
12

g
2

� �2
� i

3!
~n �~s g

2

� �3
þ 1

4!
12

g
2

� �4
þ � � �

¼ 12 cos
g
2

� �
þ i~n �~ssin

g
2

� �
½142	
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For a rotation about the Cartesian axes through an angle g, we obtain

x axis:

ÛuxðgÞ ¼ 12 cos
g
2

� �
þ isx sin

g
2

� �
¼

cosðg2Þ isinðg2Þ
isinðg2Þ cosðg2Þ

 !
½143	

y axis:

ÛuyðgÞ ¼ 12 cos
g
2

� �
þ isy sin

g
2

� �
¼

cosðg2Þ sinðg2Þ
�sinðg2Þ cosðg2Þ

 !
½144	

z axis:

ÛuzðgÞ ¼ 12 cos
g
2

� �
þ isz sin

g
2

� �
¼

expðig2Þ 0

0 expð�ig
2 Þ

 !
½145	

The matrix uðf; y;cÞ corresponding to the Euler rotation matrix Rðf; y;cÞ is
thus found to be

uðf; y;cÞ ¼
expðic2 Þcosðy2Þexpðif2 Þ expðic2 Þsinðy2Þexpð�if

2 Þ

�expð�ic
2 Þsinðy2Þexpðif2 Þ expð�ic

2 Þcosðy2Þexpð�if
2 Þ

0
@

1
A ½146	

It has to be noted that the relation between the elements of O(3)þ (also called
SO(3), the group representing proper rotations in 3D coordinate space) and
SU(2) (the special unitary group in two dimensions) is not a one-to-one corre-
spondence. Rather, each R matches two matrices 
u. Molecular point groups
including symmetry operations for spinors therefore exhibit two times as many
elements as ordinary point groups and are dubbed double groups.

Double Groups
In ordinary space, a rotation through 2p is identical to unity. The matrix

u representing this operation in spinor space is not equal to the unit matrix in
two dimensions, but rather �12 is obtained. The identity corresponds to a
rotation through 4p instead. The distinction between a rotation through 2p,
denoted by the symbol �̂E, and the identity operation Ê leads to a reduplication
of the number of molecular point group operations. Irreducible representa-
tions (irreps) of double groups can be subdivided into two types: boson irreps
and fermion irreps. The boson irreps, corresponding to the normal molecular
point group irreps, exhibit real positive characters for the �̂E operation. All spa-
tial wave functions as well as spin functions for an even number of electrons
transform according to one of the boson irreps. Spin functions for an odd
number of electrons belong to one of the fermion irreps.

140 Spin–Orbit Coupling in Molecules



We exemplify the procedure of determining the spinor transformation
properties under molecular point group operations for the �C2v double group.
Other double groups can be treated analogously. The character tables of the
32 molecular double groups may be found, e.g., in Ref. 68.

The C2v molecular point group is of order four with symmetry opera-
tions:

Ê the identity, also corresponding to a rotation through 2p.

Ĉ2ðzÞ rotation about the z axis through p.

ŝxz reflection in the xz plane.

ŝyz reflection in the yz plane.

Please, note that in this context ŝ denotes a reflection and not one of the Pauli
matrices. The group has four one-dimensional (1D) irreducible representa-
tions. For convenience, its character table is displayed in Table 3.

The corresponding double group �C2v comprises eight symmetry opera-
tions:

Ê the identity, also corresponding to a rotation through 4p.
�̂E a rotation through 2p.

Ĉ2ðzÞ rotation about the z axis through p.
�̂C2ðzÞ ¼ �̂E � Ĉ2ðzÞ.
ŝxz reflection in the xz plane.

�̂sxz ¼ �̂E � ŝxz.

ŝyz reflection in the yz plane.

�̂syz ¼ �̂E � ŝyz.

Let us set up a 2D unitary matrix representation for the transformation
of the spin functions a and b in �C2v. So far, we have established only a relation
between O(3)þ and SU(2). The matrix representations of reflections or impro-
per rotations do not belong to O(3)þ because their determinants have a value
of �1. To find out how a and b behave under reflections, we notice that any
reflection in a plane can be thought of as a rotation through p about an axis
perpendicular to that plane followed by the inversion operation. For instance,
ŝxz may be constructed as ŝxz ¼ Ĉ2ðyÞ � î. Herein, it is not necessarily required

Table 3 Character Table of the C2v Point Group

C2v Ê Ĉ2ðzÞ ŝxz ŝyz

A1 1 1 1 1
A2 1 1 �1 �1
B1 1 �1 1 �1
B2 1 �1 �1 1
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that this particular rotation and the inversion are contained separately in the
considered point group. Further, the fact that angular momenta are invariant
with respect to inversion can be exploited. By utilizing this prescription, we
obtain a 2D representation of �C2v (Table 4), which is equivalent to the E1=2

irreducible representation.
The character table of �C2v (Table 5) is easily constructed considering that

in this group the barred and unbarred symmetry operations belong to the same
class, with the exception of Ê and �̂E, which always represent a class of their own.

The spin functions a and b (i.e., the components of a spin doublet)
belong to the E1=2 irrep of �C2v. But what about singlet and triplet spin func-
tions? For this purpose, we look at the action of the symmetry operators on
typical two-electron spin functions such as aa and ab. The results, displayed
in Table 6, are easily verified.

A look at Table 6 tells us that the MS ¼ þ1 (aa) and MS ¼ �1 (bb) com-
ponents of the triplet spin function do not separately transform according to
one of the irreps of �C2v. Their positive linear combination, aaþ bb, exhibits
B1 character, the negative one, aa� bb, belongs to the B2 irrep. These linear
combinations closely resemble expressions [37] for Cartesian tensor compo-
nents. In accordance with the tensor normalization and phase conventions,
we choose Ty ¼ iffiffi

2
p ðaaþ bbÞ and Tx ¼ 1ffiffi

2
p ðbb� aaÞ. Among the MS ¼ 0

two-electron functions, the singlet function S0 ¼ 1ffiffi
2
p ðab� baÞ behaves totally

symmetrically (A1), whereas the MS ¼ 0 component of the triplet, T0 ¼ Tz ¼
1ffiffi
2
p ðabþ baÞ, transforms according to A2.

Table 4 The E1=2 Representation of �C2v

Ô E1=2 Representation Ô E1=2 Representation

Ê uð4pÞ ¼ 1 0
0 1

� �
�̂E uð2pÞ ¼ �1 0

0 �1

� �
Ĉ2 uzðpÞ ¼

i 0
0 �i

� �
�̂C2 uzð3pÞ ¼

�i 0
0 i

� �
ŝxz uyðpÞ ¼

0 1
�1 0

� �
�̂sxz uyð3pÞ ¼

0 �1
1 0

� �
ŝyz uxðpÞ ¼

0 i
i 0

� �
�̂syz uxð3pÞ ¼

0 �i
�i 0

� �

Table 5 Character Table of the �C2v Double Group

�C2v Ê �̂E ðĈ2ðzÞ; �̂C2ðzÞÞ ðŝxz; �̂sxzÞ ðŝyz; �̂syzÞ
A1 1 1 1 1 1
A2 1 1 1 �1 �1
B1 1 1 �1 1 �1
B2 1 1 �1 �1 1
E1=2 2 �2 0 0 0
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As already mentioned, every spin function corresponding to an even
number of electrons transforms according to a representation of the usual
molecular point group—the boson representations—whereas the spin func-
tions with an odd number of electrons belong to the representations added
in the double group—the fermion representations. Further, for all molecules
with a center of inversion, the spin functions transform according to one of
the gerade (g) (even) representations. The transformation properties of fre-
quently occurring spin functions are shown in Table 7 for some of the most
common molecular double groups. A more complete list is found, e.g., in
Ref. 69 (p. 569).

Transformation Properties of the Hamiltonian

Tensor Operators
An irreducible tensor operator T̂ðkÞ

q of rank k is an operator with the
property that it transforms under rotations according to

ÛðRÞT̂ðkÞ
q ÛðRÞ�1 ¼

X
q0

D
ðkÞ
qq0 ðRÞT̂

ðkÞ
q0 ½147	

Table 6 Action of the Symmetry Operators of �C2v on
Two-Electron Spin Functions

E aa ¼ aa Ê ab ¼ ab
�̂E aa ¼ aa �̂E ab ¼ ab

Ĉ2ðzÞ aa ¼ �aa Ĉ2ðzÞ ab ¼ ab
ŝxz aa ¼ bb ŝxz ab ¼ �ba
ŝyz aa ¼ �bb ŝyz ab ¼ �ba

Ê bb ¼ bb Ê ba ¼ ba
�̂E bb ¼ bb �̂E ba ¼ ba

Ĉ2ðzÞ bb ¼ �bb Ĉ2ðzÞ ba ¼ ba
ŝxz bb ¼ aa ŝxz ba ¼ �ab
ŝyz bb ¼ �aa ŝyz ba ¼ �ab

Table 7 Transformation Properties of Spin Functions in Frequently Occurring
Molecular Double Groupsa

S ¼ 0 1
2 1 3

2

�Cs A0 E1
2

A0 � 2A00 2E1
2

�C2v A1 E1
2

A2 � B1 � B2 2E1
2

�D2ð �D2hÞ AðgÞ E1
2ðgÞ B1ðgÞ � B2ðgÞ � B3ðgÞ 2E1

2ðgÞ
�C3v= �D3ð �D3dÞ AðgÞ E1

2ðgÞ A2ðgÞ � EðgÞ E1
2ðgÞ � E3

2ðgÞ
�C1vð �D1hÞ �þðgÞ E1

2ðgÞ ��ðgÞ ��ðgÞ E1
2ðgÞ � E3

2ðgÞ

aThe symbol � indicates a direct sum in group theory. The parenthetical gerade subscripts refer
to the point groups in parentheses in the first column.
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that is, the components of T̂ðkÞ are transformed among themselves upon a
coordinate rotation. The coefficients D

ðkÞ
qq0 ðRÞ are elements of a 2kþ 1 dimen-

sional irreducible matrix representation DðkÞ of the full rotation group in three
dimensions, Oþð3Þ or SOð3Þ. Equivalently, it can be stated that the 2kþ 1
components T̂ðkÞ

q with q ranging from �k to k form a basis for the irreduci-
ble representation DðkÞ of Oþð3Þ. Actually, the coefficients D

ðkÞ
qq0 ðRÞ are the

same as those obtained from a rotation operation transferring the spherical
harmonic Ykqðy;fÞ (see Eq. [25]) to Ykq0 ðy;fÞ.

The simplest example is a scalar operator T̂
ð0Þ
0 with the transformation

property

ÛðRÞT̂ð0Þ
0 ÛðRÞ�1 ¼ T̂

ð0Þ
0 ½148	

This means that scalar operators are invariant with respect to rotations in
coordinate or spin space. An example for a scalar operator is the Hamiltonian,
i.e., the operator of the energy.

A first-rank tensor operator T̂ð1Þ is also called a vector operator. It has
three components, T̂

ð1Þ
0 and T̂

ð1Þ

1. Operators of this type are the angular

momentum operators, for instance. Relations between spherical and Cartesian
components of first-rank tensor operators are given in Eqs. [36] and [37].

Operating with the components of an arbitrary vector operator P̂ð1Þ on
an eigenfunction juMP

P i of the corresponding operators ðP̂ð1ÞÞ2 and P̂
ð1Þ
0 yields

the following results:

P̂
ð1Þ
0 ju

MP

P i ¼ �hMPjuMP

P i ½149	

P̂
ð1Þ

1ju

MP

P i ¼ ��h
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
2 ½PðPþ 1Þ � ðMP 
 1ÞMP	

q
juMP
1

P i ½150	

P̂
ð1Þ
0 conserves the projection MP of P on the z axis, P̂

ð1Þ
þ1 increases MP by one

unit, and P̂
ð1Þ
�1 decreases MP by one unit. The prefactors in Eq. [150] differ

slightly from those obtained in Eq. [74] by operating with step operators on
juM

J i (see the earlier section on step/shift/ladder and tensor operators).
A general Cartesian second-rank tensor operator is represented by a

3� 3 matrix.

T̂ ð2Þðx; y; zÞ ¼
T̂ð2Þ

xx T̂ð2Þ
xy T̂ð2Þ

xz

T̂ð2Þ
yx T̂ð2Þ

yy T̂ð2Þ
yz

T̂ð2Þ
zx T̂ð2Þ

zy T̂ð2Þ
zz

0
BB@

1
CCA ½151	

If the Cartesian representation corresponds to an irreducible second-rank
tensor, its nine entries are not independent: The four conditions T̂

ð2Þ
ij ¼ T̂

ð2Þ
ji

and
P

i T̂
ð2Þ
ii ¼ 0 with i; j 2 fx; y; zg reduce the number of independent
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components to five. Spherical and Cartesian components of a second-rank irre-
ducible tensor are related by

T̂
ð2Þ

2 ¼ ðT̂

ð2Þ
xx � T̂ð2Þ

yy 
 2iT̂ð2Þ
xy Þ=2 ½152	

T̂
ð2Þ

1 ¼ � T̂ð2Þ

xz 
 iT̂ð2Þ
yz

� �
½153	

T̂
ð2Þ
0 ¼ 2T̂ð2Þ

zz � T̂ð2Þ
xx � T̂ð2Þ

yy

� �
=
ffiffiffi
6
p

½154	

Symmetric, but reducible, second-rank tensor operators (T̂
ð2Þ
ij ¼ T̂

ð2Þ
ji andP

i T̂
ð2Þ
ii 6¼ 0) with six independent components are widespread: the polariz-

ability and the hyperfine coupling tensors are well-known representatives.

Compound Tensor Operators
In a tensor product fP̂ðkÞ � Q̂ð jÞg, each component of P̂ðkÞ is to be multi-

plied with each component of Q̂ð jÞ. The resulting 2ðkþ 1Þ � 2ð jþ 1Þ-dimen-
sional tensor is in general not irreducible. Reduction yields irreducible
tensor operators with ranks ranging from kþ j, jkþ j� 1j; � � � ; jk� jj.

As an example, consider the product of two arbitrary first-rank tensor
operators P̂ð1Þ and Q̂ð1Þ. It is nine-dimensional and can be reduced to a sum
of compound irreducible tensor operators of ranks 2, 1, and 0, respectively.
Operators of this type play a role in spin–spin coupling Hamiltonians. In terms
of spherical and Cartesian components of P̂ and Q̂, the resulting irreducible
tensors are given in Tables 8 and 9, respectively.70

We are mainly interested in compound tensor operators of rank zero
(i.e., scalar operators such as the Hamiltonian). To form a scalar from two ten-
sor operators P̂ðkÞ and Q̂ð jÞ, their ranks k and j have to be equal. Further, the
þq component of P̂ðkÞ has to be combined with the �q component of Q̂ðkÞ and

Table 8 Irreducible Spherical Compound Tensor Operators Resulting from a Product
of Two First-Rank Tensor Operators P̂ð1Þ and Q̂ð1Þ

Compound Tensor m Spherical Component

fP̂ð1Þ � Q̂ð1Þgð2Þm þ2 P̂
ð1Þ
þ1Q̂

ð1Þ
þ1

þ1 ðP̂ð1Þþ1Q̂
ð1Þ
0 þ P̂

ð1Þ
0 Q̂

ð1Þ
þ1Þ=

ffiffiffi
2
p

0 ðP̂ð1Þ�1Q̂
ð1Þ
þ1 þ 2P̂

ð1Þ
0 Q̂

ð1Þ
0 þ P̂

ð1Þ
þ1Q̂

ð1Þ
�1Þ=

ffiffiffi
6
p

�1 ðP̂ð1Þ�1Q̂
ð1Þ
0 þ P̂

ð1Þ
0 Q̂

ð1Þ
�1Þ=

ffiffiffi
2
p

�2 P̂
ð1Þ
�1Q̂

ð1Þ
�1

fP̂ð1Þ � Q̂ð1Þgð1Þm þ1 ðP̂ð1Þþ1Q̂
ð1Þ
0 � P̂

ð1Þ
0 Q̂

ð1Þ
þ1Þ=

ffiffiffi
2
p

0 ðP̂ð1Þþ1Q̂
ð1Þ
�1 � P̂

ð1Þ
�1Q̂

ð1Þ
þ1Þ=

ffiffiffi
2
p

�1 ðP̂ð1Þ0 Q̂
ð1Þ
�1 � P̂

ð1Þ
�1Q

ð1Þ
0 Þ=

ffiffiffi
2
p

fP̂ð1Þ � Q̂ð1Þgð0Þm 0 ðP̂ð1Þ�1Q̂
ð1Þ
þ1 � P̂

ð1Þ
0 Q̂

ð1Þ
0 þ P̂

ð1Þ
þ1Q̂

ð1Þ
�1Þ=

ffiffiffi
3
p
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vice versa. Two notations are found in the literature for these tensor products
differing only in normalization constants and phase factors. The properly nor-
malized product of two tensor operators forming a scalar operator reads71

fP̂ðkÞ � Q̂ðkÞgð0Þ0 ¼ ð2kþ 1Þ�1=2
Xþk

q¼�k

ð�1Þk�qP̂ðkÞ�q Q̂
ðkÞ
q ½155	

Instead, we utilize the simplified expression that differs from Eq. [155] by a
factor of

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2kþ 1
p

:

ðP̂ðkÞ � Q̂ðkÞÞ ¼
Xþk

q¼�1

ð�1Þk�qP̂ðkÞ�q Q̂
ðkÞ
q ½156	

Tensor Properties of Magnetic Interaction Terms
The operators ĤSO and ĤSS are compound tensor operators of rank

zero (scalars) composed of vector (first-rank tensor) operators and matrix (sec-
ond-rank tensor) operators. We will make use of this tensorial structure when
it comes to selection rules for the magnetic interaction Hamiltonians and
symmetry relations between their matrix elements. Similar considerations
apply to the molecular rotation Ĥrot and hyperfine splitting interaction
Hamiltonians Ĥhfs.

Spin–Orbit Coupling For the derivation of selection rules, it is sufficient
to employ a simplified Hamiltonian. To this end, we rewrite each term in the
microscopic spin–orbit Hamiltonians in form of a scalar product between an

appropriately chosen spatial angular momentum ~̂
L and a spin angular

momentum
~̂S

ĤSO ¼ ASOðrÞ ~̂L � ~̂S ½157	

Table 9 Irreducible Cartesian Compound Tensor Operators Resulting from a Product
of Two First-Rank Tensor Operators P̂ð1Þ and Q̂ð1Þ

Compound Tensor m Cartesian Component

fP̂ð1Þ � Q̂ð1Þgð2Þm þ2 ðP̂ð1Þx Q̂ð1Þx � P̂ð1Þy Q̂ð1Þy þ iP̂ð1Þx Q̂ð1Þy þ iP̂ð1Þy Q̂ð1Þx Þ=2

þ1 �ðP̂ð1Þx Q̂ð1Þz þ P̂ð1Þz Q̂ð1Þx þ iP̂ð1Þy Q̂ð1Þz þ iP̂ð1Þz Q̂ð1Þy Þ=2

0 ð2P̂ð1Þz Q̂ð1Þz � P̂ð1Þx Q̂ð1Þx � P̂ð1Þy Q̂ð1Þy Þ=
ffiffiffi
6
p

�1 ðP̂ð1Þx Q̂ð1Þz þ P̂ð1Þz Q̂ð1Þx � iP̂ð1Þy Q̂ð1Þz � iP̂ð1Þz Q̂ð1Þy Þ=2

�2 ðP̂ð1Þx Q̂ð1Þx � P̂ð1Þy Q̂ð1Þy � iP̂ð1Þx Q̂ð1Þy � iP̂ð1Þy Q̂ð1Þx Þ=2

fP̂ð1Þ � Q̂ð1Þgð1Þm þ1 �ðP̂ð1Þx Q̂ð1Þz � P̂ð1Þz Q̂ð1Þx þ iP̂ð1Þy Q̂ð1Þz � iP̂ð1Þz Q̂ð1Þy Þ=2

0 iðP̂ð1Þx Q̂ð1Þy � P̂ð1Þy Q̂ð1Þx Þ=
ffiffiffi
2
p

�1 ðP̂ð1Þz Q̂ð1Þx � P̂ð1Þx Q̂ð1Þz � iP̂ð1Þz Q̂ð1Þy þ iP̂ð1Þy Q̂ð1Þz Þ=2

fP̂ð1Þ � Q̂ð1Þgð0Þm 0 �ðP̂ð1Þx Q̂ð1Þx þ P̂ð1Þy Q̂ð1Þy þ P̂ð1Þz Q̂ð1Þz Þ=
ffiffiffi
3
p
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The operator [157] is a phenomenological spin–orbit operator. In addition to
being useful for symmetry considerations, Eq. [157] can be utilized for setting
up a connection between theoretically and experimentally determined fine-
structure splittings via the so-called spin–orbit parameter ASO (see the later
section on first-order spin–orbit splitting). In terms of its tensor components,
the phenomenological spin–orbit Hamiltonian reads

ĤSO ¼ ASOðrÞ ~̂L � ~̂S ½158	

¼ ASOðrÞðL̂0Ŝ0 � L̂þ1Ŝ�1 � L̂�1Ŝþ1Þ ½159	

¼ ASOðrÞðL̂xŜx þ L̂yŜy þ L̂zŜzÞ ½160	

The phenomenological spin–orbit Hamiltonian ought not to be used for
computing spin–orbit matrix elements, though. An example for a failure of
such a procedure will be discussed in detail in the later subsection on a word
of caution.

Spin–Spin Coupling Although we focus on spin–orbit coupling (SOC),
we need to consider the tensorial structure of electronic spin–spin coupling:
Second-order SOC mimics perfectly first-order spin–spin coupling and vice
versa, so that they cannot be told apart (see the later section on second-order
spin–orbit splitting).

The dipolar spin–spin coupling operators are scalar operators of the form
P̂ð1Þ � T̂ð2Þ � Q̂ð1Þ. The tensorial structure of ĤSS becomes apparent if we write
the Breit–Pauli spin–spin coupling operator as

ĤBP
SS ¼

e2�h2

2m2
e c2

X
i6¼j

� 8p
3
dð~̂rijÞ~̂si

~̂sj þ
~̂si
~̂sj

r̂3
ij

�
~̂sið3~̂rij �~̂rijÞð2Þ~̂sjÞ

r̂5
ij

( )
½161	

¼ e2�h2

2m2
e c2

X
i6¼j

� 8p
3
dð~̂rijÞ~̂si

~̂sj þ ~̂siD
ð2Þ
ij
~̂sj

� �� )
½162	

The first term is a tensor of rank zero involving only spin variables. It does not
contribute to the multiplet splitting of an electronic state but yields only a
(small) overall shift of the energy and is, henceforth, neglected. The operator
D̂
ð2Þ
ij is a traceless (irreducible) second-rank tensor operator, the form of which

in Cartesian components is

D̂
ð2Þ
ij ¼

1

r̂5
ij

r̂2
ij � 3x̂2

ij �3x̂ijŷij �3x̂ijẑij

�3x̂ijŷij r̂2
ij � 3ŷ2

ij �3ŷijẑij

�3x̂ijẑij �3ŷijẑij r̂2
ij � 3ẑ2

ij

0
BB@

1
CCA ½163	
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For the definition of a phenomenological electronic spin–spin operator, one
makes use of this tensorial structure

ĤSS ¼ Ŝð1ÞD̂ð2ÞSS Ŝ
ð1Þ

n oð0Þ
½164	

An overall coupling to a scalar poses again certain conditions on the combina-
tion of the tensor components. All products P̂

ð1Þ
p T̂

ð2Þ
t Q̂ð1Þq , which fulfill the con-

dition that pþ t þ q ¼ 0, may contribute to the compound scalar operator.
Actual prefactors of the terms depend on the order in which the three tensor
operators are coupled. In general there is no unique way to combine three
angular momenta j1, j2, and j3 to a total angular momentum J. The 6j symbols
allow a conversion between two possible coupling schemes involving direct
products, for example, between ffj1 � j2g � j3g ¼ J and fj1 � fj2 � j3gg ¼
J.72–74 In the electronic spin–spin Hamiltonian, the two spin operators are
coupled first to form a second-rank tensor operator, which is then combined
with D̂

ð2Þ
ij to form a scalar, that is,

ff~̂si �~̂sjgð2Þ � D̂
ð2Þ
ij g

ð0Þ ½165	

Matrix Elements

The Wigner–Eckart Theorem
The main reason for working with irreducible tensor operators stems

from an important theorem, known as the Wigner–Eckart Theorem
(WET)75,76 for matrix elements of tensor operators:

ha0j 0m0jT̂ðkÞ
q jajmi ¼ ð�1Þj

0�m0 j 0 k j

�m0 q m

� �
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl} ha0j 0kT̂ðkÞkaji|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl} ½166	

geometrical part: physical part:

3j symbol reduced matrix element

Here, j and j 0 represent angular momentum quantum numbers of the initial
and final wave functions related to the tensor T̂ðkÞ, and m and m0 denote
the corresponding magnetic quantum numbers. Note that a and a0 do not
mean spin states in this context but stand for all other quantum numbers.

From the WET, Eq. [166], it is obvious that the reduced matrix element
(RME) depends on the specific wave functions and the operator, whereas it is
independent of magnetic quantum numbers m. The 3j symbol depends only
on rotational symmetry properties. It is related to the corresponding vector
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addition coefficient or Clebsch–Gordan (CG) coefficient by77

j 0 k j

�m0 q m

� �
¼ ð�1Þj

0�k�mffiffiffiffiffiffiffiffiffiffiffiffiffi
2jþ 1

p h j 0km0qj j 0kjmi ½167	

The general selection rules emerging from the properties of the 3j symbols are

m ¼ m0 þ q 4ð jkj 0Þ ½168	

where the triangle condition 4ð jkj 0Þ is fulfilled if jþ j 0 � k � j j� j 0j.
Specifically, for tensor operators of rank 0, 1, or 2, one obtains:

ha0j 0m0jT̂ð0Þ
0 jajmi ¼ 0 unless

�j ¼ 0

�m ¼ 0

(
½169	

ha0j 0m0jT̂ð1Þ
q jajmi ¼ 0 unless

�j ¼ 0;
1

�m ¼ 0;
1

jþ j 0 � 1

8><
>: ½170	

ha0j 0m0jT̂ð2Þ
q jajmi ¼ 0 unless

�j ¼ 0;
1;
2

�m ¼ 0;
1;
2

jþ j 0 � 2

8><
>: ½171	

The condition jþ j 0 � 1 for a matrix element of a first rank tensor operator
implies, e.g., that there is no first-order SOC of singlet wave functions. Two
doublet spin wave functions may interact via SOC, but the selection rule
jþ j 0 � 2 for T̂ð2Þ

q (Eq. [171]) tells us that electronic spin–spin interaction
does not contribute to their fine-structure splitting in first order.

Besides providing us with selection rules, the WET can be employed to
considerably reduce the computational effort: if a single matrix element
ha0j 0m0jT̂ðkÞ

q jajmi is known, all possible ð2j 0 þ 1Þð2kþ 1Þð2jþ 1Þ matrix ele-
ments ha0j 0m000jT̂ðkÞ

q jajm00i can be calculated with the aid of 3j symbols:

ha0j 0m000jT̂ðkÞ
q0 jajm00i¼ð�1Þm

000�m0

j 0 k j
�m000 q0 m00

� �
j 0 k j
�m0 q m

� � � ha0j 0m0jT̂ðkÞ
q jajmi ½172	

Equation [172] or related expressions (Table 10) are applied extensively when
evaluating the spin part of spin–orbit matrix elements, for configuration inter-
action (CI) wave functions. The latter are usually provided for a single MS

component only.
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Numerical values for the 3j symbols can be looked up in tables.72,77

Alternatively, they can be computed using analytic formulas revised by
Roothaan.78,79 Here, only some of their symmetry properties shall be men-
tioned.

even permutations:
j1 j2 j3

m1 m2 m3

� �
¼

j3 j1 j2

m3 m1 m2

� �
½173	

odd permutations: ¼ ð�1Þj1þj2þj3
j2 j1 j3

m2 m1 m3

� �
½174	

interchange of rows: ¼
m1 m2 m3

j1 j2 j3

� �
½175	

m changed to �m: ¼ ð�1Þj1þj2þj3
j1 j2 j3

�m1 �m2 �m3

� �
½176	

For the special case of a first-rank tensor operator and m0 ¼ j 0 and m ¼ j, ana-
lytical formulas for the symmetry related factors in Eq. [172] have been
worked out by McWeeny70 and by Cooper and Musher.80 Note, however,
that the formulas in both publications contain typos concerning a sign or a
square root.

The WET can in principle be applied to both the spatial and spin parts of
a spin–orbit coupling matrix element. In molecular applications, however, the
question arises how to use the WET, since L is not a good quantum number.c

There is a way out: We can work with Cartesian spatial functions and spher-
ical spin functions and apply relations [36] and [37] for transforming back and
forth!

Table 10 Spin-Coupling Coefficients

�S M0
S MS ð�1ÞS

0�M0
S

S0 1 S
�M0

S q0 MS

� �
S0 1 S
�S0 q S

� ��1

S0 ¼ S > 0 M M M � S�1

M
 1 M �ððS
Mþ 1ÞðS�MÞ=2Þ1=2 � S�1

S0 ¼ Sþ 1 M M ððS�Mþ 1ÞðSþMþ 1Þ=2Þ1=2�
ðð2Sþ 1ÞðSþ 1Þ=2Þ�1=2

M
 1 M ððS
Mþ 1ÞðS
Mþ 2Þ=4Þ1=2�
ðð2Sþ 1ÞðSþ 1Þ=2Þ�1=2

cIn quantum theory and spectroscopy, a ‘‘good’’ quantum number is one that is independent
of the theoretical model.
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Tips and Tricks
So far we know the selection rules for spin–orbit coupling. Further, given

a reduced matrix element (RME), we are able to calculate the matrix elements
(MEs) of all multiplet components by means of the WET. What remains to be
done is thus to compute RMEs. Technical procedures how this can be achieved
for CI wave functions are presented in the later section on Computational
Aspects. Regarding symmetry, often a complication arises in this step: CI
wave functions are usually determined only for a single spin component,
mostly MS ¼ S. The MS quantum numbers determine the component of the
spin tensor operator for which the spin matrix element hS0jŜqjSi does not van-
ish. The component q does not always match, however, the selection rules dic-
tated by the spatial part of the ME.

Given a molecule that possesses C2v symmetry, let us try to figure out
how to calculate h3A2jĤSOj3B1i from wave functions with MS ¼ 1. The cou-
pling of an A2 and a B1 state requires a spatial angular momentum operator of

B2 symmetry. From Table 11, we read that this is just the x component of ~̂
L. A

direct computation of h3A2;MS ¼ 1jL̂xŜxj3B1;MS ¼ 1i yields zero because the
integral of Ŝx with two MS ¼ 1 functions is zero. Instead, one calculates
ME ¼ h3A2;MS ¼ 1jL̂xŜ0j3B1;MS ¼ 1i, where L̂x stands symbolically for
the spatial part of the microscopic spin–orbit Hamiltonian with x symmetry

and Ŝ0 correspondingly for the zero-component of the spin tensor. This is
the only nonzero matrix element for the given wave functions.

The RME (only spin) is then given by

RME ¼ h
3A2;MS ¼ 1jL̂xŜ0j3B1;MS ¼ 1i

1 1 1
�1 0 1

� � ½177	

Table 11 Irreps of Singlet (S) and Triplet (T) Spin

Functions, the Angular Momentum Operators ð ~̂L and
~̂S), an Irreducible Second-Rank Tensor Operator D̂,
and the Position Operators X̂; Ŷ; Ẑ in C2v Symmetry

Function/Operator Irreducible Representation

SingletMS¼0ðS0Þ A1

TripletMS¼0ðT0Þ A2

TripletMS¼
1ðT
1Þ fB1;B2g
L̂x; Ŝx;Triplet Tx B2

L̂y; Ŝy;Triplet Ty B1

L̂z; Ŝz;Triplet Tz A2

D̂2z2�x2�y2 A1

D̂x2�y2 A1

D̂xy A2

D̂xz B2

D̂yz B1

X̂ B1

Ŷ B2

Ẑ A1
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with

1 1 1
�1 0 1

� �
¼ 1ffiffiffi

6
p

Since the spatial wave functions are coupled by L̂x, a spin operator of x sym-
metry has to be used also. The operator Ŝx contributes to both Ŝ�1 and Ŝþ1.
Thus, nonzero matrix elements are expected for hMS ¼ 1jŜxjMS ¼ 0i,
hMS ¼ 0jŜxjMS ¼ 1i, hMS ¼ 0jŜxjMS ¼ �1i, and hMS ¼ �1jŜxjMS ¼ 0i. The
3j symbols for the coupling of these spin functions by Ŝ�1 and Ŝþ1 are easily
evaluated as

�
1 1 1

�1 1 0

� �
¼

1 1 1

0 1 �1

� �

¼ �
1 1 1

0 �1 1

� �
¼

1 1 1

1 �1 0

� �
¼ 1ffiffiffi

6
p ½178	

Applying relations [37] and [172], the following interaction matrix for
h3A2jL̂xŜxj3B1i is obtained:

MS ¼ 1 0 �1

MS ¼ 1 0 þRME/
ffiffiffi
2
p

0
0 þRME/

ffiffiffi
2
p

0 þRME/
ffiffiffi
2
p

�1 0 þRME/
ffiffiffi
2
p

0

Note, that it is not possible to compute the nonvanishing MEs of a triplet–
triplet coupling by using MS ¼ 0 wave functions, because the spin part of

h�;MS ¼ 0j ~̂L � ~̂Sj�0;MS ¼ 0i is zero and cannot serve for determining the
RME.

A Word of Caution
Phenomenological operators should be utilized with great care. Do not

oversimplify!
As an example, let us look at the spin–orbit coupling between a 3�� and

a 1�þ state of a linear molecule. This example is of some importance for the
understanding of spin-forbidden transitions in the O2 molecule which exhibits
a 3��g ground state and a low-lying excited 1�þg state. The coupling is symme-

try allowed, that is, the matrix element h3��0 jHSOzj1�þ0 i is different from zero.

To see this, we may employ the phenomenological operator ASO
~̂
L
~̂S

(Eq. [157]) in the symmetry analysis (the spin–orbit parameter ASO was intro-
duced in the earlier section on tensor properties of magnetic interaction
terms):
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1. The L̂z transforms like ��ðgÞ in the symmetry group of a linear molecule and
thus allows an interaction between �� and �þ states.

2. The MS ¼ 0 component of a triplet has �� symmetry, Ŝz transforms like
��ðgÞ, and singlets are totally symmetric, resulting again in a symmetry-
allowed interaction.

However, if h3��0 jHSOzj1�þ0 i is evaluated using the phenomenological opera-
tor ([Eq. 157]) explicitly, we obtain ASOh��jL̂zj�þihT0jŜzjS0i ¼ 0:

1. Lz operating on a � state gives 0.
2. The same holds true for the action of S0 on a state with MS ¼ 0.

The resolution of this discrepancy is closely related to another question:

How is an operator such as
~̂S, when combined with ~̂

L, capable of coupling
electronic states of different multiplicities while, according to Eqs. [149] and

[150],
~̂S as a first rank tensor operator is only able to change the MS quantum

number of a state, but not its S value.
To understand these seemingly opposite facts, we have to leave the glo-

bal ~̂
L � ~̂S expression and rather write the spin–orbit Hamiltonian as a sum of

one-particle operators

~̂
L � ~̂S ¼ ~̂

‘ð1Þ~̂sð1Þ þ~̂‘ð2Þ~̂sð2Þ ½179	

As we shall see, it is the MS ¼ 0 level of the triplet state that couples to the
singlet state in this case, and the coupling is brought about by the z component
of the spin–orbit coupling operator. The wave functions of the 3��g and 1�þg
states of O2 can be written as

h1�þj ¼ 1

2
h½pxð1Þpxð2Þ þ pyð1Þpyð2ÞÞðað1Þbð2Þ � bð1Það2Þ	j ½180	

j3��i ¼ 1

2
j½pxð1Þpyð2Þ � pyð1Þpxð2ÞÞ að1Þbð2Þ þ bð1Það2Þ	ið ½181	

or in a short-hand notation

h1�þj ¼ 1

2
hpx�px � �pxpx þ py�py � �pypyj ½182	

j3��i ¼ 1

2
px�py þ �pxpy � py�px � �pypxi
// ½183	

where unbarred and barred entities denote a and b electrons, respectively, and
the particle label has been suppressed. The (one-electron part of the) spin–
orbit matrix element h3��0 jHSOzj1�þ0 i is given by

1

4
hpx�px � �pxpx þ py�py � �pypyj½‘0ð1Þs0ð1Þ þ ‘0ð2Þs0ð2Þ	

jpx�py þ �pxpy � py�px � �pypxi ½184	
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At this stage, all the way down at the integral level, we can finally exploit the

fact that
~̂
‘ and ~̂s act on different coordinates: we can split up the integrals into

space- and spin-dependent parts. In the above matrix element (expression
[184]), only eight terms are different from zero because ŝz does not change
a into b spin or vice versa. The remaining integrals are

hpx�pxj‘̂zð2Þŝzð2Þ px�py

// �
� �pxpxh j‘̂zð2Þŝzð2Þj�pxpyi � hpy�pyj‘̂zð2Þŝzð2Þjpy�pxi

þ h�pypyj‘̂zð2Þŝzð2Þ �pypxi � hpx�px

// //‘̂zð1Þŝzð1Þ py�px

// �
þ �pxpxh j‘̂zð1Þŝzð1Þ �pypxi

//
þ hpy�pyj‘̂zð1Þŝzð1Þ px�pyi � h�pypy

// //‘̂zð1Þŝzð1Þ �pxpyi
// ½185	

This expression can be reduced further by integrating over the spin and exploit-
ing the fact that electrons 1 and 2 are indistinguishable. Remembering that
haĵszjai ¼ �h

2 and hbĵszjbi ¼ � �h
2, one obtains

� �h

2
hpxj‘̂zjpyi �

�h

2
hpxj‘̂zjpyi þ

�h

2
hpyj‘̂zjpxi þ

�h

2
hpyj‘̂zjpxi

� �h

2
hpxj‘̂zjpyi �

�h

2
pxh j‘̂zjpyi þ

�h

2
hpyj‘̂zjpxi þ

�h

2
hpyj‘̂z pxij ½186	

‘̂z is a pure imaginary operator (see the earlier section on Angular Momenta).
Therefore,

�h

2
hpxj‘̂zjpyi ¼ �

�h

2
hpyj‘̂zjpxi ½187	

which finally yields (at this level of approximation)

h1�þjĤSO
3��
// �

¼ ��hhpxj‘̂zjpyi ½188	

It is the change of sign of individual integrals due to spin integration that lets
the matrix element survive. In other cases, where ŝþ1 or ŝ�1 are involved, spin
flips of individual orbitals occur in addition. Because of these individual spin
flips, the spin–orbit operator can alter not only the MS quantum number by
�MS ¼ 0;
1, but also may change the spin quantum number S by at most
one unit (i.e., �S ¼ 0;
1).

Examples

Nonlinear Molecules
For nonlinear molecules, no component of the orbital angular momen-

tum is conserved. Although formulas for use in highly symmetric molecules
such as octahedral and tetrahedral complexes have been worked out by
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Silver,71 we generally do not employ the WET for the spatial part of a spin–
orbit matrix element. In the Russell–Saunders (LS) coupling scheme, we still
assume, however, that S is a (fairly) good quantum numberd and that we

can expand the true electronic wavefunction in terms of
~̂S2

eigenfunctions.
Given two electronic states, we should like to know whether electronic
spin–orbit or spin–spin coupling is symmetry allowed and which of the spin
sublevels interact.

Methylene (CH2, Figure 12) is one of the rare molecules that exhibit a
triplet electronic ground state. Assume we are interested in its fine-structure
splitting. Apart from the ground statee X 3B1, three low-lying excited singlet
states exist: a 1A1, b 1B1, and c 1A1.

We should like to answer the following questions:

1. Is there any first-order fine-structure splitting in the electronic ground state,
due to either electronic spin–orbit or spin–spin coupling?

2. Which of the excited states, a 1A1 and c 1A1, or b 1B1 is by symmetry
allowed to contribute to the fine-structure splitting of X 3B1 in second
order?

3. If there is a second-order spin–orbit splitting, can we predict which of the
triplet sublevels is lowered in energy due to spin–orbit coupling?

For a matrix element to be nonzero, the direct products of the irreps of space
and spin functions on each side have to be equal. Let us check this out first.
Spatially, A1 and B1 states are involved. Table 11 presents the irreps according
to which singlet and triplet spin functions transform under symmetry opera-
tions of the C2v molecular point group.

C 

H H

z

y 

Figure 12 Ground-state equilibrium struc-
ture of methylene. The molecule is chosen
to lie in the yz plane with z as symmetry
axis. With this convention, the triplet
ground state is of 3B1 symmetry. If ~x and
~z span the molecular plane, B1 and B2 have
to be interchanged.

dA fairly good quantum number means that coupling between states of different multiplicity
is small, and the spin quantum number is close to zero (singlet), one (triplet), and so on.
eFollowing convention in spectroscopy, X labels the electronic ground state, A is the first
known excited state of the same spin symmetry as X, B the second, and so on; ‘‘a’’ labels the
first excited state of different spin symmetry, b the second, and so on. Symmetry labels for
each state are in italics.
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The direct product representations of the space and spin functions are in
this particular case given in Table 12. The overall symmetries of the electronic
states involved tell us that there is no coupling between b 1B1 and X 3B1,
whereas the 1A1 states may interact with X 3B1. However, we can give
much more specific answers:

1. Concerning spin–orbit coupling, no component of the angular momentum
operator is found in A1 symmetry. Therefore, there is no first-order
contribution of ĤSO to the fine-structure splitting of X 3B1. This statement
is true for all spatially nondegenerate electronic states.

2. On the contrary, both D2z2�x2�y2 and Dx2�y2 are totally symmetric. Hence,
the triplet is split by spin–spin coupling (SSC) into three distinct multiplet
levels.

3. The spatial parts of the {a, b} 1A1 states can couple to X 3B1 via the y
component of the spin–orbit operator. The operator Ŝy couples the singlet
spin function S0 (A1) to the B1 triplet function.

Summarizing, we find that spin–spin interaction is capable of splitting the
ground-state triplet spin multiplet into three distinct levels. Which of the mul-
tiplet levels is lowered in energy and which is raised due to spin–spin coupling
cannot be predicted by means of group theory. This raising or lowering in
energy depends on the specific electronic configuration in the considered state.
Among the low-lying states, only the 1A1 states are allowed to perturb the
X 3B1 ground state via spin–orbit coupling. One of the triplet components (Ty)
is lowered in energy due to this perturbation, the two others remain unaltered.

Linear Molecules
In systems with orbitally degenerate states, we can also exploit the

Wigner–Eckart theorem for the spatial part of the wave function. Use of the
WET further reduces the number of matrix elements that have to be computed
explicitly.

In linear molecules or atoms where the separate projection of the total
spatial and spin angular momenta on the z axis is meaningful (Russell–

Table 12 Direct Product Representations for the Spatial
and Spin Wave Functions of the Low-Lying Electronic
States of Methylene

Spatial Spin
State Symmetry Symmetry �
X 3B1 B1 A2 B2

B1 A1

B2 A2

b 1B1 B1 A1 B1

fa; cg 1A1 A1 A1 A1
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Saunders coupling), ML and MS quantum numbers can be changed by the
operator ĤSO by at most one unit each, while their sum MJ has to remain con-
stant. Employing the nomenclature specific to linear molecules (i.e., MJ ¼ �,
ML ¼ , and MS ¼ �), the selection rule for spin–orbit coupling reads:

�� ¼ 0 � ¼ 0;
1 �� ¼ 0;�1 ½189	

To determine the first-order spin–orbit splitting pattern of an orbitally degen-
erate electronic state, we shall make use of the energy expression obtained
from the phenomenological operator, which in this case reduces to ASO �  � �
because only the z component of the spin–orbit operator is involved.

Inspection of Table 13 shows that the MS ¼ 0 component of a triplet
state transforms like �� in C1v, and the MS ¼ 
1 components like the �
irrep. The direct product of space and spin functions is irreducible in the
case of the MS ¼ 0 component. For a 3� state, the direct product results in
an overall � symmetry. Reduction of the direct product for MS ¼ 
1 compo-
nents is readily carried out and gives �� � ¼ �þ � �� ��. More specifi-
cally, one obtains the splitting pattern shown in Table 14. From the entries
in Table 14, we read the following results:

" First-order SOC lifts certain degeneracies but not all of them. In the
particular example, the six components of a 3� state are split into

Table 13 Irreps of Singlet (S) and Triplet (T) Spin Func-

tions, the Angular Momentum Operators ( ~̂L and
~̂S),

an Irreducible Second-Rank Tensor Operator D̂, and
the Position Operators X̂ŶẐ in C1v ðD1hÞ Symmetry

Function/Operator Irrep.

TripletMS¼0 T0 ��ðgÞ
TripletMS¼
1 T
1 �ðgÞ
SingletMS¼0 S0 �þðgÞ
L̂z; Ŝz L̂0; Ŝ0 ��ðgÞ
L̂�ðx
iyÞ=

ffiffi
2
p ; Ŝ�ðx
iyÞ=

ffiffi
2
p L̂
1; Ŝ
1 �ðgÞ

D̂ð2z2�x2�y2Þ=
ffiffi
6
p D0 �þðgÞ

D̂�ðxzþzx
iðyzþzyÞÞ=2 D
1 �ðgÞ
D̂ðx2�y2
iðxyþyxÞÞ=2 D
2 �ðgÞ
Ẑ T̂0 �þðuÞ
�ðX̂
 iŶÞ=

ffiffiffi
2
p

T̂
1 �ðuÞ

Table 14 First-Order Spin–Orbit Splitting of a 3� State

Product State j�j ¼ jþ �j  � � E

� �þ1Tþ1; ��1T�1 2 þ1 þASO

� �þ1T0; ��1T0 1 0 0

�
 ð1=
ffiffiffi
2
p
Þ½�þ1T�1 ���1Tþ1	 0
 �1 �ASO
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three doubly degenerate levels. (We should point out that a degeneracy
of the 0
 levels is not required by group theory. The S�1Dþ2S�1 and
Sþ1D�2Sþ1 components of the electronic spin–spin coupling operator
and higher-order SOC lift their degeneracy. It requires a different type
of interaction, that is, either the coupling to an external magnetic field
or the rotation of the nuclear framework to split also the � ¼ 2 and
� ¼ 1 sublevels.)

" There is a first-order splitting pattern common to all 3� states,
independent of the physical content. All the molecule-dependent
physical information is contained in the parameter ASO. These facts
are, of course a consequence of the tensor properties expressed in the
Wigner–Eckart theorem.

Summary

1. Only in spatially degenerate states, ĤSO may cause a multiplet splitting in
first order.

2. The operator ĤSO couples states of different spin and space symmetries in
second order, independent of spatial degeneracies.

3. It is possible to use the Wigner–Eckart theorem for reducing the number of
matrix elements that have to be calculated. Symmetry rules can be obtained
from the tensorial structure of the interaction Hamiltonians.

4. As a consequence of the WET, there is a first-order splitting pattern
common to all states of a specific space þ spin symmetry, independent of
the physical content.

5. Double groups: For describing the transformation properties of the a and b
spin functions, it is necessary to augment the ordinary molecular point
group by symmetry operations that result from multiplying the original
symmetry operations by a rotation through 2p. The resulting enlarged
point groups are called double groups.

6. Many-particle spin functions:
Odd number of electrons ! Fermion irreps of the double group
Even number of electrons ! Boson irreps of the double group

7. Selection rules for ĤSO ( !: coupling allowed;  n!: no interaction; u
signifies ungerade states)
a. Systems with an inversion center strictly: g !g; u !u; g n! u
b. Atoms strictly: dJJ 0 , dMJM 0

J

LS coupling: Lþ L0 � 1 � jL� L0j; S0 þ S � 1 � jS0 � Sj
c. Linear molecules strictly: �� ¼ 0

LS coupling: � ¼ 0;
1; �� ¼ 0;�1; S0 þ S � 1 � jS0 � Sj
d. Nonlinear molecules strictly: refer to direct product representations of

the appropriate double group.
LS coupling: S; S0 as above
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COMPUTATIONAL ASPECTS

General Considerations

Various approaches can be pursued to compute spin–orbit effects. Four-
component ab initio methods automatically include scalar and magnetic rela-
tivistic corrections, but they put high demands on computer resources. (For
reviews on this subject, see, e.g., Refs. 18,19,81,82.) The following discussion
focuses on two-component methods treating SOC either perturbationally or
variationally. Most of these procedures start off with orbitals optimized for
a spin-free Hamiltonian. Spin–orbit coupling is added then at a later stage.
The latter approaches can be divided again into so-called one-step or two-
step procedures as explained below.

In light molecules, SOC predominantly affects spectral properties such as
fine-structure and transition probabilities. Fine-structure splittings originate
both from first- and higher-order spin–orbit contributions. In the language
of magnetic resonance, these are also dubbed diamagnetic and paramagnetic
contributions, respectively. The latter depend both on spin–orbit coupling
matrix elements and on spin-free energy differences. Independent of the
spin–orbit interaction scheme, it is therefore indispensable to employ methods
that take electron correlation into account.

In heavy element compounds, spin–orbit interaction is of concern also
for binding energies because the mutual spin–orbit interaction between mole-
cular states will in general be smaller than in the dissociation limit. (Sometimes
this is also addressed as quenching of SOC, although the interaction does not
disappear completely.) Those molecular states that correlate with the lower
spin–orbit component of a heavy element atomic state will therefore be
more loosely bound. In contrast, the states that dissociate to the upper atomic
spin–orbit level are stabilized by SOC.

Approximately from the 3d elements onward, it is necessary to add spin-
independent (scalar) relativistic corrections to the Hamiltonian.18 In early
works, the differential scalar relativistic effect to molecular excitation energies
was often estimated by adding mass–velocity and Darwin corrections14 pertur-
bationally. However, even for first- and second-row transition metals, it
turned out that scalar relativistic effects are preferably taken into account
during the orbital optimization,83,84 whereas this is mandatory for heavier ele-
ment compounds.85 In two-component methods, integrals including kinematic
relativistic corrections can be generated either by utilizing relativistic effective
core potentials (see, e.g., Refs. 35,37,38) or by employing a one-component
relativistic all-electron Hamiltonian that is bounded from below. An overview
over state-of-the-art one-component relativistic electronic structure methods
has recently been given by Hess and Marian.19

Different computational strategies ought to be pursued for heavy main
group elements and transition metals:

Computational Aspects 159



* In compounds containing heavy main group elements, electron correla-
tion depends on the particular spin–orbit component. The jj coupled
6p1=2 and 6p3=2 orbitals of thallium, for example, exhibit very different
radial amplitudes (Figure 13). As a consequence, electron correlation in
the p shell, which has been computed at the spin-free level, is not
transferable to the spin–orbit coupled case. This feature is named spin-
polarization. It is best recovered in spin–orbit CI procedures where
electron correlation and spin–orbit interaction can be treated on the same
footing—in principle at least. As illustrated below, complications arise
when configuration selection is necessary to reduce the size of the CI
space. The relativistic contraction of the thallium 6s orbital, on the other
hand, is mainly covered by scalar relativistic effects.

* The most critical part in electronic structure calculations on transition
metal compounds is the determination of electron correlation at the spin-
free level. Spin–orbit coupling in open d shells can be computed very
accurately by perturbational expansions.86 One reason for this behavior
lies in the fact that densities and radial expectation values of d3=2 and d5=2

orbitals do not differ dramatically. Spin-polarization effects are therefore
small. Another cause is related to the length of the perturbation
expansion. In transition metal atoms, roughly speaking, only terms with
equal d occupation interact via SOC. At the orbital level, an s! d
excitation or vice versa yields spin–orbit integrals of the type hsjĤSOjdi,
which are zero. As long as configurations of different d occupations do
not mix extensively at the spin-free level, perturbation sums can be
confined to a manifold of states with a particular d occupation.
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Figure 13 Nonrelativistic 6s and 6p radial wave functions (solid) versus relativistic 6s1=2

(dotted), 6p1=2 (dashed–dotted), 6p3=2 (dashed) radial wave functions of the thallium
atom calculated at the Hartree–Fock and Dirac–Fock levels, respectively.
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* Spin-polarization should also play a minor role in lanthanides and
actinides. Differential correlation between states of different f occupa-
tion and spin–orbit coupling within a given sldmf n manifold are huge,
however. Further, the number of electronic states that can be derived
from an sldmf n occupation is in general too large for an explicit
expansion of the spin–orbit coupled states in unperturbed ones. In spite
of these difficulties, good progress has been made in recent years.56

We confine the discussion in the remainder of this section to the treat-
ment of electronic wave functions. This confinement to electronic wave func-
tions is justified as long as no (sharply avoided) intersystem crossings are
present or other non-Born–Oppenheimer effects such as rovibronic (rota-
tional/vibrational/electronic) coupling are involved. Intersystem crossings
will be discussed in connection to nonradiative transitions.

Evaluation of Spin–Orbit Integrals

Early implementations of Breit-Pauli spin–orbit integrals were based on
Slater-type orbitals (STOs).63,87–90 All these programs involve numerical inte-
gration schemes that become prohibitively expensive in polyatomic molecules.
Kern and Karplus91 proposed a Gaussian transform for STOs, but explicit for-
mulas were only given for s functions. For a while, Gaussian lobe functions
were popular because they are composed only of s functions.92–94 Besides s
orbitals, p orbitals are easily described by linear combinations of lobe func-
tions, but the extension to higher angular momentum basis functions leads
to numerical problems. King and Furlani95 derived formulas for evaluating
Breit-Pauli (BP) integrals in the basis of Cartesian Gaussians numerically by
means of Rys quadrature techniques.

Actual computer codes for polyatomic molecules employ either Carte-
sian or Hermite Gaussian functions. The calculation of all-electron spin–orbit
integrals makes use of second derivatives of Coulomb integrals with respect to
nuclear coordinates.93,96–104 The relation between Coulomb and BP spin–obit
integrals is immediately apparent, if the BP operator is written as in expres-
sions [101] and [102]. Instead of acting with r on 1=r̂ in integrals of
rð1=r̂Þ � r, the r on the left can be applied to the bra vector and the other
one to the ket vector. The derivative of an s function is a p function; taking the
derivative of a p function yields an s and a d function, and so on. In this way,
the spatial parts of a BP integral can be written as a linear combination of
Coulomb integrals.

The no-pair spin–orbit Hamiltonian [105] differs from the correspond-
ing BP terms [103] by momentum dependent factors of the type Âi=ðÊi þ
mc2Þ or ðÂiÂjÞ=ðÊi þmec

2Þ, where Êi and Âi or Âj have been defined
in [106] and [107], respectively. There are essentially two ways of taking these
factors into account.
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* The first was pioneered by Samzow et al.103 and makes use of a method
proposed by Hess for spin-independent one-electron no-pair operators.25

This approach resembles a resolution-of-the-identity ansatz. As the
kinematical factors are functions of the momentum, they are most easily
evaluated in momentum space. The auxiliary basis set should span the
momentum space as completely as possible. If the set of uncontracted
functions is not sufficient for this purpose, it has to be augmented by
further primitives. First, the spatial auxiliary basis functions are
orthogonalized. The matrix of the nonrelativistic kinetic energy operator
p̂2

i =2me is diagonalized in a second step. Its eigenvectors form a discrete
representation of the (continuous) spectrum of the momentum operator.
If the basis were complete, then every other operator that can be written
as a polynomial of the momentum would be diagonal. In a finite basis,
this property is only approximately fulfilled. The eigenvectors of the
kinetic energy matrix are utilized to evaluate the momentum dependent
factors in the no-pair Hamiltonian. The last step is a transformation back
to the original auxiliary basis.

* The second way avoids transformations back and forth, which are
particularly time consuming for two-electron integrals. Almlöf and
co-workers105 noticed that kinematical factors such as Âi=ðÊi þmec

2Þ or
ðÂiÂjÞ=ðÊi þmec

2Þ can be turned over to the basis functions instead of
applying them to the BP operator. Under certain circumstances, the
modified basis functions can be reexpanded in the original basis so that
only the contraction coefficients change. In this way, any program that
evaluates BP integrals can be utilized to compute approximate no-pair
integrals.

Effective core-potential [127] and atomic mean-field spin–orbit opera-
tors [128] are in essence one-center operators. Only the projectors contain
multicenter terms, but these yield merely overlap integrals. One-center spin–
orbit integrals are therefore most easily evaluated in the basis of spherical
Gaussians.64 The computation reduces then to a 1D radial integration and
multiplication by analytically determined factors from the angular part.
Exploiting the spherical symmetry of the one-center terms thus appreciably
speeds up the integral evaluation time and appears to be the only tractable
way to perform all-electron spin–orbit calculations in large molecules. For
further usage in a molecular code, a basis set transformation to a Cartesian
or so-called real spherical Gaussian basis is performed.f Atomic mean-field

fReal spherical Gaussian basis functions are not proper ‘̂z eigenfunctions. They are linear
combinations of spherical Gaussians expð�ar2Þ � ðamY‘

m þ b�mY‘
�mÞ with coefficients am

and b�m chosen such that real basis functions result.
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integrals for ab initio model potentials (AIMPs) are evaluated in an all-electron
basis first and are transferred then to the AIMP basis.65 A prerequisite for this
procedure to work is an approximate matching of the respective valence orbi-
tal exponents and contraction coefficients. Therefore, this approach should
only be applied in connection with generalized contracted basis sets of the Raf-
fenetti or atomic natural orbital types.106,107

Perturbational Approaches to Spin–Orbit Coupling

As in all perturbational approaches, the Hamiltonian is divided into an
unperturbed part Hð0Þ and a perturbation V. The operator Hð0Þ is a spin-free,
one-component Hamiltonian and the spin–orbit coupling operator takes the
role of the perturbation. There is no natural perturbation parameter l in
this particular case. Instead, ĤSO is assumed to represent a first-order pertur-
bation Hð1Þ. The perturbational treatment of fine structure is an inherent two-
step approach. It starts with the computation of correlated wave functions and
energies for pure spin states—mostly at the CI level. In a second step, spin–
orbit perturbed energies and wavefunctions are determined.

Rayleigh–Schrödinger Expansion
In Rayleigh–Schrödinger perturbation theory, perturbed wave functions

are expanded in the infinite set of eigenfunctions �ð0Þ of the unperturbed
Hamiltonian. In practical applications, the sum over states is truncated to a
finite number, of course. In principle, the eigenstates �ð0Þ could be constructed
from determinants using separate sets of molecular orbitals. Mutually non-
orthogonal orbital bases add a complication to the evaluation of matrix ele-
ments, in particular for two-electron operators, as the Slater–Condon rules
[119] and [120] are not applicable right away. Formulas for self-consistent
field wave functions have been worked out by Bearpark et al.104 These involve
bi-orthogonalization of the orbital sets and cofactors resulting from nonunity
overlaps. Employing different orbitals for different states (DODS) is desirable
in many cases and certainly yields more accurate excitation energies than the
use of a common set of molecular orbitals (MOs), but the evaluation of spin–
orbit matrix elements for general CI expansions is prohibitively expensive. In
most cases, a common set of MOs is used as a one-particle basis for the con-
struction of the determinants. Further, the order of the perturbation expansion
is often confined to second order in the energy and to first order in the wave
function.

A first-order contribution to the energy is obtained only for spatially
degenerate states. Let us assume that the unperturbed state j�ð0Þk i has a
d-fold degenerate eigenvalue, including both spin and space degeneracies.
According to the rules of degenerate perturbation theory, the first-order
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energies E
ð1Þ
k;a are obtained by diagonalizing the interaction matrix in a basis

spanned by the d components j�ð0Þk;bi of j�ð0Þk i, where b is an index from 1 to d.

h�ð0Þk;1jĤSOj�ð0Þk;1i h�
ð0Þ
k;2jĤSOj�ð0Þk;1i . . . h�ð0Þk;djĤSOj�ð0Þk;1i

h�ð0Þk;1jĤSOj�ð0Þk;2i h�
ð0Þ
k;2jĤSOj�ð0Þk;2i . . . h�ð0Þk;djĤSOj�ð0Þk;2i

..

. ..
. . .

. ..
.

h�ð0Þk;1jĤSOj�ð0Þk;di h�
ð0Þ
k;2jĤSOj�ð0Þk;di . . . h�ð0Þk;djĤSOj�ð0Þk;di

0
BBBBBB@

1
CCCCCCA ½190	

Only one of the matrix elements needs to be evaluated explicitly. All others
can be obtained from the reduced matrix element by means of the Wigner–
Eckart theorem, Eq. [166]. The eigenvectors

j�ð0Þk;ai ¼
Xd

b¼1

jcð0Þk;a;bj�
ð0Þ
k;bi ½191	

are zeroth-order wave functions adapted to this particular perturbation.
If the degeneracy is lifted completely in first-order or if at least second-

order effects do not introduce an additional splitting of degenerate levels, the
second-order energy E

ð2Þ
k;l can be expressed as

E
ð2Þ
k;a ¼

X1
i 6¼k

Xd 0
b0¼1

h�ð0Þk;ajĤSOj�ð0Þi;b0 ih�
ð0Þ
i;b0 jĤSOj�ð0Þk;ai

E
ð0Þ
i � E

ð0Þ
k

½192	

The corresponding first-order perturbed wave function reads

j�ð1Þk;ai ¼
X1
i 6¼k

Xd0
b0¼1

h�ð0Þi;b0 jĤSOj�ð0Þk;ai

E
ð0Þ
i � E

ð0Þ
k

j�ð0Þi;b0 i ½193	

If these conditions are not fulfilled, an auxiliary condition is necessary to deter-
mine the proper linear combinations of the j�ð0Þk;ai: although each set of ortho-
gonal eigenfunctions qualifies as a proper wave function as long as the
degeneracy pertains, the wave function coefficients are required to change
smoothly when the additional perturbation is switched on adiabatically. Sym-
metry properties of the involved states and operators may aid in predetermin-
ing these linear combinations. In general, this procedure is too complicated,
however, and one resorts to quasi-degenerate perturbation theory.

Moreover, first and second orders of perturbation theory are not defined
in a stringent way in a molecule. Consider, for instance, all potential energy
curves of a diatomic molecule that correspond to a specific dissociation
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channel. Near the equilibrium geometry, the low-lying electronic states are
usually well separated. Their mutual interaction is then described properly
by second-order perturbation theory. In the separated atom limit, first-order
degenerate perturbation theory applies. In between, but still close to the disso-
ciation limit, the states are nearly degenerate—or quasi-degenerate as we
might say. Neither of the procedures is then strictly applicable and orders of
perturbation theory are not well defined.

Quasi-Degenerate Perturbation Theory
An often chosen way out of this dilemma is to set up a so-called pertur-

bation matrix in the basis of eigenvectors of a spin-free secular equation, mul-
tiplied by an appropriate spin function. In this basis, matrix elements of the
spin-free Hamiltonian occur only in the diagonal, of course. Due to symmetry,
diagonal spin–orbit matrix elements come along only with complex wave
functions. In a Cartesian basis, the integrals of the electrostatic Hamiltonian
and the y component of ĤSO are real, whereas x and z integrals exhibit an
imaginary phase. (The spatial parts of the integrals are imaginary for all Car-
tesian components. It is the choice of an imaginary phase for Ŝy that makes the
matrix elements of the y component of ĤSO real.) As before, matrix elements
are computed only for one representative of a spin multiplet; all other matrix
elements are generated by use of the WET.

Similar to first-order degenerate perturbation theory, perturbed energies
and wave functions are obtained by matrix diagonalization. This approach has
therefore been named quasi-degenerate perturbation theory. In spite of this
designation, the procedure is also applicable to states with large energy separa-
tions. Other authors prefer to call it LS contracted spin–orbit configuration
interaction (SOCI) in order to stress its relation to configuration interaction
procedures in the limit of a complete set of eigenvectors.108 The perturbation
matrix is in most cases small enough for the application of standard complex
Hermitian eigenvalue and eigenvector solvers. Otherwise one can resort to the
same methods as in SOCI.

One of the great advantages of quasi-degenerate and Rayleigh–Schrödin-
ger perturbation theories over SOCI procedures is that different levels of
sophistication can easily be mixed. For reasons of efficiency or technical lim-
itations, it is in general not possible to a perform a full CI calculation that
yields the exact solution within a given basis set. Instead, configurations are
selected according to some criterion such as excitation class or energy. Unfor-
tunately, electron correlation contributions are slowly convergent. Further-
more, truncated CI expansions are not size extensive, that is, the correlation
energy does not scale properly with the number of electrons. For spin-free
states, long-standing experience exists on how to estimate correlation contri-
butions from discarded configurations or excitation classes.109–115 These
extrapolated energies or the eigenvalues of correspondingly dressed Hamilto-
nians can be taken as diagonal elements combined with spin–orbit matrix
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elements of single excitation CI or smaller single and double excitation CI
expansions.41,108,116

A weakness of these methods lies in the limited number of zeroth-order
states that are used for an expansion of the first-order perturbed wave func-
tion. In particular, it has been demonstrated that probabilities of spin-forbid-
den radiative transitions converge slowly with the length of the perturbation
expansion.92

Variational Perturbation and Response Theory
As an alternative to sum-over-states methods, the perturbation equations

can be solved directly. In the context of spin–orbit coupling, reviews on this
subject have recently been given by Yarkony117 and by Ågren et al.118

Hess et al.119 utilized a Hamiltonian matrix approach to determine the
spin–orbit coupling between a spin-free correlated wave function and the con-
figuration state functions (CSFs) of the perturbing symmetries. Havriliak and
Yarkony120 proposed to solve the matrix equation

ðHð0Þ � E
ð0Þ
i 1Þ�ð1Þi ¼ HSO�

ð0Þ
i ½194	

directly for �
ð1Þ
i in the basis of CSFs. The direct solution of such a perturbation

equation is generally known as Hylleraas (or variational) perturbation th-
eory.121,122 Yarkony123 developed this approach further by introducing a sym-
bolic matrix element method, thereby extending the limits relating to the
dimensionality of the Hamiltonian matrix.

Also in response theory the summation over excited states is effectively
replaced by solving a system of linear equations. Spin–orbit matrix elements
are obtained from linear response functions, whereas quadratic response func-
tions can most elegantly be utilized to compute spin-forbidden radiative tran-
sition probabilities. We refrain from going into details here, because an
excellent review on this subject has been published by Ågren et al.118 While
these authors focus on response theory and its application in the framework
of CI and multiconfiguration self-consistent field (MCSCF) procedures, an
analogous scheme using coupled-cluster electronic structure methods was pre-
sented lately by Christiansen et al.124

Variational Procedures

For compounds containing heavy atoms, spin–orbit and electron correla-
tion energies are approximately of the same size, and one cannot expect these
effects to be independent of each other. A variational approach that treats
both interactions at the same level is then preferable to a perturbation expan-
sion. Special care is advisable in the choice of the spin–orbit operator in this
case. The variational determination of spin–orbit coupling requires a spin–orbit
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operator that is bounded from below such as the no-pair Hamiltonian,103 the
zeroth-order regular approximation Hamiltonian (ZORA),125–127 or the ECP
spin–orbit operators.39,40,52 Otherwise one has to constrain the basis set (e.g.,
by an energy selection) to prevent a variational collapse.

jj Coupling Methods
Two-component approaches employing one-particle spinors as basis

functions are referred to as jj coupling methods. They are typical one-step pro-
cedures that take electron correlation and spin–orbit coupling into account
simultaneously. Kramers-restricted two-component calculations at the Har-
tree–Fock, second-order Møller-Plesset, singles and doubles CI, and coupled
cluster levels have been reported for atoms and diatomic molecules.128,129

Technically Lee and co-workers utilized modified versions of four-component
programs.130 Two-component wave function approaches that include SOC
right away at the orbital optimization stage are rarely applied to molecules
with more than two atoms. Possible reasons are the complications that
arise from a formulation of subsequent correlation treatments due to
complex-valued orbital coefficients. Among the most widely used two-
component methods in the field of chemistry are spin density functional meth-
ods.131–133 In the Kohn–Sham approximation, complex orbital coefficients
emerge, but this is not problematic due to the restriction to a single
determinant.

Intermediate Coupling Procedures
Most of the variational treatments of spin–orbit interaction utilize one-

component MOs as the one-particle basis. The SOC is then introduced at the
CI level. A so-called SOCI can be realized either as a one- or two-step proce-
dure. Evidently, one-step methods determine spin–orbit coupling and electron
correlation simultaneously. In two-step procedures, typically different matrix
representations of the electrostatic and magnetic Hamiltonians are chosen.

In a one-step SOCI, a Hamiltonian matrix is set up in the basis of CSFs
or determinants. It contains simultaneously matrix elements of the usual elec-
trostatic Hamiltonian and of the spin–orbit operator and is complex in general.
Since spin–orbit coupling mixes spin and spatial degrees of freedom, there are
fewer possibilities of blocking the Hamiltonian matrix than for a spin-inde-
pendent operator. To this end, one makes use of double group symmetries
and transforms the Cartesian basis functions to so-called Kramers pairs.52,134

By a special choice of phases, the matrix can even be made real in some cases.
In general, however, very large complex eigenvalue problems have to be solved
in a SOCI.

Due to its dimensionality, a complete diagonalization of the CI matrix is
not feasible. One usually looks only for a few roots by means of an iterative
procedure. For quantum chemical purposes, the Davidson algorithm or
modifications thereof have proven to be well suited.135–137 In its original
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formulation, the Davidson method is applicable to real symmetric matrices
only. With some care, it can nevertheless be applied also to a complex eigen-
value problem. Every complex Hermitian matrix C can be written as

C ¼ Aþ iB ½195	

where A and B are real matrices. Since C is Hermitian, A is a symmetric
matrix, and B is skew symmetric.g Similarly, the eigenvectors ~Zi of C can be
divided into a real part ~Ui and an imaginary part i~Vi, where ~Vi itself is real.
The complex eigenvalue problem

C~Zi ¼ Ei
~Zi ½196	

can then be replaced by a real symmetric eigenvalue problem of two times its
original dimension.138

A �B

B A

� �
~Ui

~Vi

 !
¼ Ei

~Ui

~Vi

 !
½197	

All eigenvalues Ei of the real eigenvalue problem [197] are doubly degenerate.
This degeneracy is of purely technical origin and should not be confused with
Kramers degeneracy,139,140 which may occur in addition. (For instance, four
degenerate roots are obtained for a doublet state, i.e., two for each Kramers
level.) In addition to the transposed eigenvector ð~Ui

~ViÞt, a second one with
structure ð�~Vi

~UiÞt is obtained. One of these solutions can be discarded. Alter-
natively, root-homing procedures can be employed to avoid its evaluation
right from the beginning.136,137

Older versions of SOCI programs are very I/O intensive because they
used to store the Hamiltonian matrix on disk and read it in every iteration
step.52,141 Integral-driven direct methods for spin–orbit coupling came up in
the mid 1980s123,142 following the original fomulation of direct CI methods
for spin-independent Hamiltonians.143–146 Modern direct SOCI programs
can easily handle several million determinants.108,147–151

The convergence of the iterative determination of eigenvalues and eigen-
vectors is accelerated appreciably if spin–orbit CI and quasi-degenerate pertur-
bation theory procedures are combined. To this end, the perturbation matrix is
set up in the basis of the most important LS contracted CI vectors j�ð0;1Þm i. The
solutions of this small eigenvalue problem

j�ð1;1Þk i ¼
Xsf CI states

m

c
ð1;1Þ
km j�

ð0;1Þ
m i ½198	

are then used to start up the Davidson iteration.

gA matrix B is said to be skew-symmetric if Bij ¼ �Bji.
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As the number of electrons increases, the dimension of the CI space
becomes increasingly large, even if excitations are restricted to single and dou-
ble replacements. Many approximate schemes to restrict the number of config-
urations in a SOCI have been devised. The selected intermediate coupling CI
(SICCI) code is an extension of the original COLUMBUS DGCI program and
utilizes electrostatic and magnetic interactions as a selection criterion.152 The
SPDIAG program141 within the BNSOC package153 is based on the MRD-CI
approach. The latter makes use of a correlation energy criterion for configura-
tion selection and estimates the contribution of the discarded configurations to
the spin-free correlated energy E

ð0;1Þ
m by means of Epstein–Nesbet perturbation

theory.111 If one assumes that the expansion [198] represents a decent approx-
imation to the SOCI solution, the MRD-CI extrapolation scheme can easily be
extended to the spin–orbit coupled case.154,155 Also other approaches toward
a balanced treatment of spin–orbit interaction and electron correlation are
based on a manipulation of the spin-free energies and wave functions. A
pure shift of excitation energies in the Davidson135 start-up matrix is not suf-
ficient, because the original eigenvalues of Ĥð0Þ are restored during the iterative
process.141 In the so-called spin-free state shifted (SFSS) SOCI method, this
problem is circumvented by introducing a projector on the set of �

ð0;1Þ
m .156

Ĥsfss
SO ¼ ĤSO þ

Xsf CI states

m

Emj�ð0;1Þm ih�ð0;1Þm j ½199	

with

Em ¼ ðEm � EXÞ � ðEð0;1Þm � E
ð0;1Þ
X Þ ½200	

The Em quantities shift the spin-free excitation energies ðEð0;1Þm � E
ð0;1Þ
X Þ, calcu-

lated at a lower level of correlation treatment, to the exact values ðEm � EXÞ
or at least to higher accuracy estimates. Herein, X denotes a common refer-
ence state, in general the electronic ground state.

Due to the structure of the spin–orbit Hamiltonian, off-diagonal blocks
of the CI matrix are dominated by single excitations. On the other hand, for
electron correlation effects (diagonal blocks) double and higher excitations are
decisive. In many approximate schemes, this fact is exploited. One of the first
of these approaches was the relativistic CI (RCI) algorithm by Balasubrama-
nian.157 This is a two-step procedure. In a first step, large-scale multiconfigura-
tion SCF and multireference singles and doubles CI (MRSDCI) calculations
are carried out for a spin-free Hamiltonian to determine a set of natural orbi-
tals (NOs). In the second step, spin–orbit interaction integrals are transformed
to the NO basis and added to the one-electron Hamiltonian matrix elements of
a smaller, truncated MRSDCI in relativistic symmetries. DiLabio and Chris-
tiansen158 studied the separability of spin–orbit and correlation energies for
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sixth-row main group compounds. They propose to determine the energy shift
DSO

s due to spin–orbit coupling as the difference between spin-free and inter-
mediate coupling single excitation CI calculations. The energy of the corre-
lated spin–orbit coupled states is then estimated by summing DSO

s into the
spin-free correlated energies Els

sd . Rakowitz et al.159 employed a SFSS SOCI
approach on the Irþ ion. They demonstrated that the heavily spin–orbit per-
turbed spectrum of this ion can be obtained in good accord with experiment at
the single excitation level, if higher level correlated electrostatic energies are
used to determine the shifts Em. Recently Vallet et al.160 extended the effective
Hamiltonian approach, originally implemented in the CIPSO code at the level
of quasi-degenerate perturbation theory,41 to be used in intermediate coupling
calculations. Instead of representing Heff

el þ ĤSO in the basis of LS contracted
states, the new effective and polarized spin–orbit CI (EPCISO) operates in a
determinantal model space. This model space is chosen as the union of the
separate reference spaces in nonrelativistic symmetries augmented by the
most significant configurations contributing to either the correlation energy
or spin–orbit coupling.

COMPARISON OF FINE-STRUCTURE SPLITTINGS
WITH EXPERIMENT

Spectroscopic parameters of a molecule are derived from experimentally
determined spectra by fitting term values to a properly chosen model
Hamiltonian.161 Usually, the model Hamiltonian is an effective one-state
Hamiltonian that incorporates the interactions with other electronic states
parametrically. In rare cases, experimentalists have used a multistate ansatz
like the supermultiplet approach162 to fit the rovibronic spectra of strongly
interacting near-degenerate electronic states. The safest way of comparing the-
oretical data to experiment is to compute the spectrum and to fit the calculated
term energies to the same model Hamiltonian as the experimentalists use.

The vibrational dependence of an effective molecular parameter A is
usually expressed as

Avi
¼ Ae þ

X
k

ak vi þ
di

2

� �k

½201	

where Ae is the value of the property at the equilibrium distance, and di is the
degeneracy of the vibrational mode vi. The vibrational dependence is caused
by the anharmonicity of the potential energy surface and by the variation of A
with the vibrational coordinate Q. Such information can in practice be
obtained from a quantum chemical treatment only for diatomic and triatomic
molecules. To this end, A is fitted to a function of Q—mostly a polynomial or
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a cubic spline—and vibrationally averaged, that is, AðQÞ is weighted with the
probability density of a particular vibrational state wvi

ðQÞ and integrated over
the vibrational coordinate Q

Avi
¼ hwvi

ðQÞjAðQÞjwvi
ðQÞi ½202	

Alternatively, expectation values computed at the equilibrium geometry of a
given electronic state can be directly compared with experimental parameters
extrapolated from rovibrational branches.

In many instances, the ‘‘fine-structure’’ splitting caused by (first-order)
spin–orbit coupling is considerably larger than the energy separation between
adjacent rotational levels—at least for low values of the total angular momen-
tum J—and rotational excitations can thus be neglected in a first approxima-
tion. Hydrides are exceptional in this respect because of their low reduced
masses and the resulting large rotational constants B. Methods for computing
rovibrational spectra of diatomic molecules from ab initio data including spin–
orbit and rotational coupling were proposed among others by Yarkony117 and
by the author163 employing Hund’s case ðbÞ and ðaÞ basis functions, respec-
tively.161 For a review on the theoretical determination of rovibronic spectra
of triatomic molecules, please refer to the work of Perić et al.164 A general
expression for the rotational dependence of a spectroscopic parameter cannot
be given. Its functional form varies with the type of basis functions chosen for
describing the actual rotation of the nuclear frame; the choice of basis func-
tions in turn depends on the order in which the angular momenta are coupled
(Hund’s cases in linear molecules) and the type of rotor [spherical top, sym-
metric top (prolate, oblate), asymmetric top]. Looking at these particular cases
in detail goes far beyond the scope of the present chapter. For additional read-
ing, see, for example, Refs. 165–167.

First-Order Spin–Orbit Splitting

Only spatially degenerate states exhibit a first-order zero-field splitting.
This condition restricts the phenomenon to atoms, diatomics, and highly sym-
metric polyatomic molecules. For a comparison with experiment, computed
matrix elements of one or the other microscopic spin–orbit Hamiltonian
have to be equated with those of a phenomenological operator. One has to
be aware of the fact, however, that experimentally determined parameters
are effective ones and may contain second-order contributions. Second-order
SOC may be large, particularly in heavy element compounds. As discussed in
the next section, it is not always distinguishable from first-order effects.

A phenomenological spin–orbit Hamiltonian, formulated in terms of
tensor operators, was presented already in the subsection on tensor operators.
Few experimentalists utilize an effective Hamiltonian of this form (see
Eq. [159]). Instead, shift operators are used to represent space and spin angular
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momentum operators in their tensorial forms. Employing shift operator con-
ventions and making use of the Russell–Saunders (LS) coupling scheme, the
phenomenological spin–orbit Hamiltonian reads

ASO
~̂
L � ~̂S ¼ akL̂0Ŝ0 þ

1

2
a?ðL̂þŜ� þ L̂�ŜþÞ ½203	

For the sign of the spin–orbit parameter ASO, the following conventions
apply:

* A positive ASO denotes a regular state (Figure 14). In regular states the
sublevel with smallest J or � quantum number is lowest in energy.

* A negative ASO denotes an inverted state (Figure 15). In inverted states
the sublevel with largest J or � quantum number is lowest in energy.

Typically, states with less than half-filled shells (particle states) are regular,
whereas states with more than half-filled shells (hole states) are inverted.

Atoms: The Landé Interval Rule
To determine the first-order splitting pattern of an atomic state in terms

of the phenomenological spin–orbit parameter ASO [Eq. 203], we utilize

A SO > 0

A SO

Ω = 3/2

Ω = 1/2
Figure 14 Spin–orbit splitting pattern of a
(regular) 2�r state. (The dashed line marks
the position of the unperturbed state.)

2A SO

2A SO

Ω = 1

Ω = 2

Ω = 3

A SO < 0
Figure 15 Spin–orbit splitting pattern of an
(inverted) 3�i state.
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Russell–Saunders coupling, that is,
~̂
J ¼ ð ~̂Lþ ~̂S Þ. From

~̂
J 2 ¼ ð ~̂Lþ ~̂S Þ2 ¼

~̂
L

2 þ 2L̂ � ~̂S þ Ŝ, we obtain

~̂
L � ~̂S ¼ 1

2
ðĴ2 � L̂2 � Ŝ2Þ ½204	

Exploiting the fact that in first-order perturbation theory all sublevels exhibit
identical L̂2 and Ŝ2 eigenvalues, respectively, yields a spin–orbit splitting of

EðJÞ � EðJ � 1Þ ¼ ASOJ ½205	

for two neighboring atomic fine-structure levels with quantum numbers J and
J � 1. This expression is the famous Landé interval rule.

As an example where this rule can be applied favorably to determine an
atomic spin–orbit parameter, consider the first excited state of atomic copper,
2Dgðd9s2Þ. The 2Dg state of copper is well separated from other electronic
states that are allowed by symmetry to couple in second order. A 2D state gives
rise to two fine-structure levels with total angular momentum quantum num-
bers J ¼ 3

2 and J ¼ 5
2. The d9s2 configuration corresponds to a hole state, and

we therefore expect an inverted splitting pattern (Figure 16). From Landé’s
interval rule, we determine a splitting of 5

2 ASO. ASO may thus be calculated
directly from the experimentally determined splitting168 of 2042 cm�1 by mul-
tiplying with � 2

5, yielding ASO ¼ �816:8 cm�1; this value is in good agreement
with the theoretically determined spin–orbit parameter of ASO ¼ �802:4
cm�1.169

Things are not as easy for the 3Dgðd9s1Þ ground state of nickel. From a
3D atomic state, three fine-structure levels originate with total angular momen-
tum quantum numbers J ¼ 1, J ¼ 2, and J ¼ 3 (Figure 17). The ratio of the
measured fine-structure splittings ½Eð2Þ � Eð1Þ	=½Eð3Þ � Eð2Þ	 amounts to
1.234 instead of 2

3 as expected from the Landé interval rule. The main cause
for this deviation is an energy shift of the J ¼ 2 level due to the interaction
with neighboring states of the same angular momentum quantum number.
The J ¼ 3 and J ¼ 1 levels of 3Dg are only weakly perturbed and their energy
separation, EðJ ¼ 3Þ � EðJ ¼ 1Þ ¼ 5ASO, may be taken to extract an
experimental value for ASO ¼ �301:6 cm�1. The experimental spin–orbit
constant is in excellent agreement with the theoretical value of �301 cm�1.

5/2A SO

J = 3/2

J = 5/2
Figure 16 Spin–orbit splitting pattern of an
inverted 2D atomic state.
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As the calculations show, the downward shift of the J ¼ 2 level with respect to
its ideal value is well described by taking into account the second-order inter-
action with a single perturber, the 1Dgðd9s1Þ state.116

Unfortunately, the Landé rule is not obeyed very well in heavy atoms;
extraction of an atomic spin–orbit parameter from purely experimental data
may be tricky in these cases or even impossible.

Linear Molecules
For a linear molecule, only the z component of ĤSO is involved in the

evaluation of diagonal matrix elements. In a Hund’s case (a) basis,161 the
fine-structure parameter Ae at the equilibrium geometry Qe can be obtained
from

Ae ¼
1

�
h�ð0Þn ð~r; ~QeÞjĤSOj�ð0Þn ð~r; ~QeÞi~r ½206	

where the subscript~r indicates that the integration is confined to the electronic
degrees of freedom, and where  and � denote the projections of the total spa-
tial and spin angular momenta on the internuclear axis, respectively.

Vibrational averaging is performed by multiplying the Q-dependent elec-
tronic integral by the appropriate vibrational wave functions wvi

ðQÞ and inte-
grating over the vibrational coordinate Q, that is,

Avi ¼
1

�
hwvi
ðQÞj h�ð0Þn ð~r; ~QÞjĤSOj�ð0Þn ð~r; ~QÞi~r|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl} jwvi

ðQÞiQ

ASOðQÞ
½207	

Typically, Hund’s case (b)161 applies to molecules with  ¼ 0, to which spin–
orbit effects do not contribute in first order. For states with a nonzero  value
and a rotational parameter Bv of the same order-of-magnitdue as the spin–
orbit parameter Av, rotational coupling cannot be neglected. In this case, it

3|ASO|

2|ASO|

Landé interval rule

J = 1

J = 2

J = 3

J = 1

J = 2

J = 3

675 cm−1

833 cm−1

Experiment 

Figure 17 Spin–orbit splitting of the first excited 3D atomic state of nickel. Experimental
data (right) are from Ref. 168.
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appears most convenient to calculate the rovibrational spectrum in a Hund’s
case (a) basis and to fit the fine-structure splittings to a function of the form
g ~N � ~S, where ~N represents the total angular momentum save for the spin and
g is a proportionality factor. Examples for such a procedure may be found in a
study on the a3�þ state of NOþ by Hutter et al.170 and in the work by
Kleinschmidt et al.171,172 who treat the fine-structure splitting of the X 2�
state of the CH radical in this way. Alternatively, Hund’s case (b) can be
employed.173

The strong coupling limit, Hund’s case (c)161, cannot be dealt with in
first order. Rather, it requires the inclusion of higher-order (at least second-
order) spin–orbit coupling in the calculations.

Second-Order Spin–Orbit Splitting

Every electronic state of whatever spin or spatial symmetry may experi-
ence an energy shift due to second-order spin–orbit effects. Singlet states are
merely shifted in one or the other direction depending on the relative energetic
location of the perturber. In doublet states, second-order spin–orbit splitting
just adds to the first-order effect—in an atom or a nonrotating molecule
they cannot be distinguished experimentally. In triplets or higher multiplicity
states, second-order SOC causes deviations from the regular first-order split-
ting patterns. These have been briefly addressed already in the section on Sym-
metry and the section on First-Order Spin–Orbit Splitting. Unfortunately, it is
not possible to identify second-order SOC effects unambiguously solely on the
basis of experimental data, because second-order SOC and first-order electro-
nic spin–spin coupling (SSC) have identical tensorial structures. To see this, we
rewrite the spin–orbit perturbation sum

X1
n¼1

h�ð0Þ0 jĤSOj�nih�njĤSOj�ð0Þ0 i
En � E0

¼ h�ð0Þ0 jĤSO

X1
n¼1

j�nih�nj
En � E0

 !
ĤSOj�ð0Þ0 i

½208	

Further, ĤSO may be expressed formally as ĤSO ¼
P

i
~̂
Q
ð1Þ
i �~̂si where the ~̂si

are the usual one-electron spin operators and the first rank tensor operators
~̂
Q
ð1Þ
i denote the spatial part of ĤSO related to electron i. (In the BP Hamil-

tonian (Eq. [104]), for example, ~̂
Q
ð1Þ
i corresponds to the terms in braces.)

One then obtains

h�ð0Þ0 j
X

i

~̂si
~̂
Q
ð1Þ
i

X1
n¼1

j�nih�nj
En � E0

 !X
j

~̂
Q
ð1Þ
j
~̂sjj�ð0Þ0 i

¼ h�ð0Þ0 j
X

i

X
j

~̂si
~̂
Q
ð1Þ
i

X1
n¼1

j�nih�nj
En � E0

 !
~̂
Q
ð1Þ
j|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
~̂sjj�ð0Þ0 i ½209	

~D
ð2Þ
ij
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The effective operator in Eq. [209] has exactly the same structure as the second
term of the Breit-Pauli SSC operator in Eq. [162]. The fine-structure tensor of
rank two Dð2Þ has thus two major contributions

Dð2Þ ¼ D
ð2Þ
SS þD

ð2Þ
SO ½210	

In spatially nondegenerate states of light molecules such as the X 3�� ground
state of O2, first-order SSC and second-order SOC have the same order of
magnitude. However, spin–spin coupling involves only valence orbitals; con-
tributions of closed-shell core orbitals cancel. This situation is not the case for
spin–orbit coupling (see the section on Computational Aspects). As a conse-
quence, SSC contributions remain nearly constant with growing nuclear
charge, whereas SOC increases considerably. In heavy element components,
second-order SOC by far outweighs first-order SSC.

For a comparison with experimentally determined parameters, the calcu-
lated total (SO and SS) Dð2Þ is equated with D

ð2Þ
SS as used in the phenomeno-

logical electronic spin–spin operator, Eq. [164].
In low-symmetry molecules, diagonal and off-diagonal matrix elements

of the electronic dipolar coupling tensor may contribute to h�ð0Þ0 jĤSSj�ð0Þ0 i.
Therefore, they are specified mostly in terms of their Cartesian components.
If symmetry is C2v or higher, the off-diagonal matrix elements of the tensor
operator in Eq. [163] vanish (i.e., the principal axes diagonalizing the SCC ten-
sor coincide with the inertial axes). For triplet and higher multiplicity states,
one then obtains

h�ð0Þ0 jĤSSj�ð0Þ0 i ¼ �DxxS2
x �DyyS2

y �DzzS2
z ½211	

Reordering and making use of the traceless property Dxx þDyy þDzz ¼ 0
gives

h�ð0Þ0 jĤSSj�ð0Þ0 i ¼ D S2
z �

1

3
S2

� �
þ EðS2

x � S2
yÞ ½212	

where D and E are defined as

D ¼ � 3

2
Dzz ½213	

E ¼ 1

2
ðDyy �DxxÞ ½214	

Usually, experimentalists fit spin–spin splittings in terms of these parameters D
and E. For linear molecules, E ¼ 0 by symmetry, since Dyy ¼ Dxx. In the
experimental literature, a different notation (lSS) is sometimes used in this
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case, related to D by lSS ¼ 1
2 D. For similar reasons, atoms in S states do not

show a fine-structure splitting caused by electronic SSC at all.
For triplets, it follows from Eq. [213] that D is positive/negative, if Tz is

the lowest/highest component. Likewise E is positive/negative, if Tx is located
energetically below/above Ty. Schematically, the fine-structure splitting of a
spatially nondegenerate triplet state is shown in Figure 18.

SPIN-FORBIDDEN TRANSITIONS

Besides fine-structure splitting, the occurrence of spin-forbidden transi-
tions is the most striking feature in which spin–orbit interaction manifests
itself. Radiative spin-forbidden transitions in light molecules usually take place
at the millisecond time scale, if the transition is dipole allowed. A dipole- and
spin-forbidden transition is even weaker, with lifetimes of the order of sec-
onds. Proceeding down the periodic table, spin-forbidden transitions become
more and more allowed due to the increase of spin–orbit coupling. For mole-
cules containing elements with principal quantum number 5 or higher (and the
late first-row transition metals Ni and Cu), there is hardly any difference
between transition probabilities of spin-allowed and spin-forbidden processes.

For radiationally long-lived excited states, other, nonradiative, depopu-
lation mechanisms are often the lifetime determinating processes. Nonradia-
tive transitions occur between states of similar energy. Under collision-free
conditions—which we consider here—a nonradiative transition between dif-
ferent states requires a nonvanishing electronic coupling matrix element and
a sufficient overlap of the vibrational and rotational wave functions. [Experi-
ments are performed at finite pressure (gas phase) or dilution (solution), of
course. Collision induced self-quenching rates are usually eliminated by linear
extrapolation of measurements at finite concentrations to an infinitely dilute
solution or zero pressure (Stern–Volmer plot174).] The overlap requirement
is usually fulfilled, if the potential surfaces intersect or undergo an avoided

E 

D

y

x

z

Figure 18 Fine-structure splitting
(D > 0; E > 0) in a triplet state, spatially
nondegenerate. (The dashed line is located
half-way between Tx and Ty. It is used here
merely to illustrate the definition of D. Its
position does not indicate the location of the
unperturbed triplet.)
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crossing, but this is not a necessary condition. Spin-allowed nonradiative tran-
sitions are called internal conversion (IC). They are mentioned here only for
the sake of completeness. We rather focus on their spin-forbidden counter-
parts, that is, intersystem crossings (ISC).

An overview of the energetics and possible depletion mechanisms of
excited electronic states is named a Jablonski diagram. Herein, singlet states
are symbolized by S0, S1, S2, and so on, and triplets by T0, T1, T2, and so
on, where the index labels their energetic order and should not be confused
with tensor components. A typical Jablonski diagram for an organic molecule
is shown in Figure 19.

Transition probabilities W for concurrent processes are additive and
independent of the type of decay mechanism:

Wtotal ¼
1

g

Xchannels

i

Wi ½215	

The number g is the degeneracy of the excited state, and the summation is over
all possible ways of depletion. The probability Wi refers to any (radiative or

E
ne

rg
y

S1

T1

S0

IC ISC

ISC

Figure 19 Jablonski diagram (schematic) showing the energetic location of the first
excited singlet S1 and triplet states T1 with respect to the electronic singlet ground state
S0 and possible transitions between them. Radiative transitions are indicated by straight
arrows, nonradiative processes by curly ones. Solid arrows represent spin-allowed
transitions, dashed–dotted lines spin-forbidden ones.
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nonradiative) depletion mechanism. Since lifetime and transition probabilities
are related by t ¼ 1=W, the total lifetime of an excited state is given by

1

ttotal
¼ g

Xchannels

i

1

ti
½216	

This relationship means that the fastest process dominates the decay rate of an
excited state, and the fastest is very often a nonradiative transition.

Whether transitions from the spin–orbit split components of an electro-
nic state can be observed individually depends on the size of the fine-structure
splitting and on the temperature. For large splittings and very low tempera-
tures (usually below 10 K), transition probabilities are determined separately
for the multiplet components. In this case, the components are treated as non-
degenerate levels (g ¼ 1). For closely spaced fine-structure levels, spin–lattice
relaxation mechanisms cause a spin-depolarization at elevated temperatures.
In the high-temperature limit—for organic molecules the temperature of liquid
nitrogen (77 K) is usually sufficient—all fine-structure components are equally
populated. Their individual transition probabilities have to be averaged then
(degeneracy g ¼ 2Sþ 1). In between, a Boltzmann distribution can be used to
estimate the population of the individual levels.

Radiative Transitions

A typical spin–forbidden radiative transition is the phosphorescence
from the first excited triplet state to the singlet ground state of an organic
molecule. Another well-known example for a spin-forbidden radiative transi-
tion concerns singlet oxygen. Singlet oxygen is long-lived and can be consid-
ered as metastable with respect to the triplet ground state. Spin-forbidden
radiative transitions may occur also between doublet and quartet states.
Chemists are less aware of those transitions because only a few stable mole-
cules such as NO exist with an unpaired number of electrons.

Spin–Orbit Perturbed Wave Functions
To work out the fundamentals, we employ Rayleigh–Schrödinger pertur-

bation theory and restrict ourselves to a few terms in the (in principle) infinite
perturbation sums [193] because things are more transparent in this way. In
an actual calculation, it is more advantageous to use methods that avoid an
explicit summation over states, such as spin–orbit CI,41,52,117,141,147,160 varia-
tional perturbation theory,119,120,123 or response theory.118,124,175 Excellent
reviews on the latter two subjects have been given by Yarkony117 and by Ågren
et al.118 We therefore refrain from going into the details of these methods.

As an example, we investigate the spin-forbidden transition from an
excited triplet (a) to a singlet electronic ground state (X). The resulting expres-
sions can easily be extended to other cases, however. Let � denote a spin–orbit
coupled state and � a pure LS state. We express the unperturbed wave
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function of the electronic ground state as a bra vector.

h�ð0ÞX j ¼ h
1�
ð0Þ
X j ½217	

Because of the spin–orbit selection rules, only triplet zeroth-order states con-
tribute to the first-order perturbation correction of a singlet wave function. In
Rayleigh–Schrödinger perturbation theory, the expansion coefficient a�i of a
triplet zeroth-order state h3�ð0Þi j is determined by its spin–orbit matrix element
with the electronic ground state (in the numerator) and its energy difference
with respect to the latter (in the denominator).

h�ð1ÞX j ¼
Xtriplets

i

a�i h
3�
ð0Þ
i j ¼

Xtriplets

i

h1�ð0ÞX jĤSOj3�ð0Þi i
3E
ð0Þ
i � 1E

ð0Þ
X

h3�ð0Þi j ½218	

The three multiplet components of an excited triplet state are degenerate in
zeroth order. We have therefore, in principle, the freedom of choosing these
in their spherical or Cartesian forms. On the other hand, the spin–orbit split
triplet levels will transform according to the irreps of the molecular point
group. For a smooth variation of the wave function gradient with respect to
the perturbation parameter l, we employ Cartesian triplet spin functions also
in the unperturbed case and express them as ket vectors:

j�ð0Þa ;Txi ¼ j3�ð0Þa ;Txi ½219	
j�ð0Þa ;Tyi ¼ j3�ð0Þa ;Tyi ½220	
j�ð0Þa ;Tzi ¼ j3�ð0Þa ;Tzi ½221	

Accordingly, the first-order spin–orbit perturbation of a triplet wave function
may be written as a linear combination of unperturbed singlet, triplet, and
quintet states with expansion coefficients defined in a similar way as those
in Eq. [218].

j�ð1Þa ;Txi ¼
Xsinglets

i

bij1�ð0Þi i þ
Xtriplets

j

b0jj3�
ð0Þ
j i þ

Xquintets

k

b00kj5�
ð0Þ
k i

¼
Xsinglets

i

h1�ð0Þi jĤSOj3�ð0Þa ;Txi
1E
ð0Þ
i � 3E

ð0Þ
a

j1�ð0Þi i þ � � � ½222	

j�ð1Þa ;Tyi ¼
Xsinglets

i

cij1�ð0Þi i þ
Xtriplets

j

c0jj3�
ð0Þ
j i þ

Xquintets

k

c00kj5�
ð0Þ
k i

¼
Xsinglets

i

h1�ð0Þi jĤSOj3�ð0Þa ;Tyi
1E
ð0Þ
i � 3E

ð0Þ
a

j1�ð0Þi i þ � � � ½223	
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j�ð1Þa ;Tzi ¼
Xsinglets

i

dij1�ð0Þi i þ
Xtriplets

j

d0jj3�
ð0Þ
j i þ

Xquintets

k

d00kj5�
ð0Þ
k i

¼
Xsinglets

i

h1�ð0Þi jĤSOj3�ð0Þa ;Tzi
1E
ð0Þ
i � 3E

ð0Þ
a

j1�ð0Þi i þ � � � ½224	

Electric Dipole Transitions
In terms of the first-order perturbed wave functions, the matrix element

for an electric dipole transition moment is given by

mel ¼ h�
ð0Þ
X þ�

ð1Þ
X j

X
j

e~rjj�ð0Þa þ�ð1Þa i ½225	

We disregard here the triplet and quintet contributions to the perturbed triplet
wave functions j�ð1Þa i, because they are not connected directly to the singlet
ground state by dipole transition elements. (This approximation is not valid,
if the perturbing triplet or quintet state is similar in energy to the perturbed
triplet.) Further, the higher-order term h�ð1ÞX j

P
j e~rjj�ð1Þa i is usually neglected.

(Higher-order terms are of importance, if the perturbing state is energetically
near degenerate with one of the perturbed states and has a large coefficient in
the perturbation expansion. In this case, a sum-over-states method cannot be
employed.) We now express the electric dipole transition moment

mel ¼ h�
ð0Þ
X j
X

j

e~rjj�ð1Þa i þ h�
ð1Þ
X j
X

j

e~rjj�ð0Þa i ½226	

in terms of contributions from the zeroth-order states. For the Tx component
of the excited triplet state, one finds

melðax;XÞ ¼
Xsinglets

i

bih1�ð0ÞX j
X

j

e~rjj1�ð0Þi i þ
Xtriplets

i

a�i h
3�
ð0Þ
i ;Txj

X
j

e~rjj3�ð0Þa ;Txi

¼
Xsinglets

i

h1�ð0Þi jĤSOj3�ð0Þa ;Txi
1E
ð0Þ
i � 3E

ð0Þ
a

h1�ð0ÞX j
X

j

e~rjj1�ð0Þi i

þ
Xtriplets

i

h1�ð0ÞX jĤSOj3�ð0Þi ;Txi
3E
ð0Þ
i � 1E

ð0Þ
X

h3�ð0Þi ;Txj
X

j

e~rjj3�ð0Þa ;Txi ½227	

Similar expressions are obtained for the other two multiplet components. The
restriction to Tx levels of perturbing triplet states in Eq. [227] is a consequence
of the fact that the electric dipole operator does not contain spin-dependent
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terms and thus may couple only equal spin components. This is different for
magnetic dipole transitions as discussed below.

There is no restriction as to the phase of the coefficients: they can take
positive or negative, real or imaginary values. Computing oscillator strengths f
or transition probabilities W, one first has to perform the summation in
Eq. [227] before multiplying mel by its complex conjugate.

Welða;XÞ ¼
4e2

3c3�h4
ðEa � EXÞ3melða;XÞm�elða;XÞ ½228	

Expressing W in units of reciprocal seconds (s�1), �E in reciprocal centi-
meters (cm�1), and mel in atomic units (ea0), the numerical value of the prefac-
tor becomes 2:0261� 10�6.

In the picture of spin–orbit perturbed Russell–Saunders states, the dipole
transition moment of a spin-forbidden radiative transition is thus a sum of
spin-allowed dipole transitions weighted by spin–orbit coupling coefficients
(e.g., the expansion coefficients in Eq. [218]). The fact that the transition
dipole moment of a spin-forbidden radiative transition is a weighted sum of
spin-allowed dipole transition moments is exactly what experimentalists
mean when they speak of intensity borrowing. The contribution of perturbing
states to the oscillator strength can be positive or negative. In other words, per-
turbers can not only lend intensity to a spin-forbidden transition, they can also
take it away.

One feature particular to spin-forbidden transitions is worth noting. The
perturbation expansion of the excited triplet state components [222], [223],
and [224] may include the unperturbed 1�

ð0Þ
X ground state. Similarly, the

unperturbed 3�
ð0Þ
a first excited state may contribute to first-order perturbed

singlet wave function [218]. For an electronic dipole transition, this means
that in addition to off-diagonal matrix elements of

P
j e~rj, diagonal elements

occur in Eq. [227]. In other words, dipole moments of the ground and excited
electronic states are involved—their difference to be more precise. While in
spin-allowed transitions, length and velocity forms of the electric dipole tran-
sition operator give identical results, save for the incompleteness of the wave
function representation, one has to exercise care in spin-forbidden radiative
transitions. All diagonal elements of the usual velocity form of the dipole
transition operator vanish. This discrepancy was resolved by Lohr176 and
Goodman and Laurenzi.177 Instead of using

P
i
~̂pi, the appropriate transition

dipole operator in the velocity form is given in Breit-Pauli theory by

~̂
� ¼

X
i

~̂pi þ
e2�h

2m2
e c2

~̂si � ~ri

X
a

Za

r̂ia
�
X
j 6¼ i

1

r̂ij

( ) !
½229	

where a denotes the nuclei and i and j the electrons. The operator ~̂
� can be

expressed by the commutator ½Ĥ0 þ ĤSO;~̂r	 ¼ ði�h=meÞ~̂�. Thus e~̂r is a correct

182 Spin–Orbit Coupling in Molecules



dipole transition operator. Similar considerations apply to the no-pair opera-
tor. For the calculation of transition moments of spin-forbidden radiative
dipole transitions, the length form of the dipole transition operator should
therefore be employed.

An Example: The Phosphorescence of Dithiosuccinimide Many thio-
carbonyls have photostable excited ðn! p�Þ and ðp! p�Þ states that tend
to relax by photophysical rather than photochemical processes.177,178

Recently, the electronic spectra of dithioimides have been under experimental
and theoretical investigation.179–181 The spin-forbidden radiative decay of the
lowest-lying triplet state of dithiosuccinimide may serve as an example to illus-
trate the results of the previous sections. Experimentally a lifetime of
0:10
 0:01 ms was determined for the T1 state.179 This value has been cor-
rected for solvent effects, but the transition may include radiative as well as
nonradiative depletion mechanisms.

Dithiosuccinimide (Figure 20) exhibits a planar ground state equilibrium
configuration. The ground state has 1A1 symmetry. The first excited states
result from n! p� excitations. Meskers et al.179 suggest that the observed
fluorescence is caused by the spin-forbidden radiative transition from the
a3B1 state to the X1A1 ground state. Indeed, multireference CI calculations
at the ground-state equilibrium geometry find a3B1 to be the first excited
state.180 There are various other low-lying valence states of n! p� and
p! p� type from which the spin-forbidden radiative transition X1A1  a3B1

may borrow intensity (Figure 21). The strongest measured fluorescence is the
p p� transition X1A1  11B2.179 Further, n p� transitions from 11A2

(which is symmetry forbidden in the C2v group) and 11B1 have been observed.
Let us assume for the time being that the molecule retains a planar con-

formation in the a3B1 state. [This assumption was checked by performing a
geometry optimization in the a3B1 and 13A2 states. It is known from other
(thio)ketones that n! p� excited triplet states exhibit a pyramidal configura-
tion at the keto carbon. The a3B1 state has a planar equilibrium structure,
whereas the geometry of 13A2 is slightly distorted toward C2 symmetry
(CCCC dihedral angle about 10&; out-of-plane angles at the thiocarbons less
than 1&).] Irreducible representations of the triplet spin functions and dipole
operators in C2v symmetry are listed in Table 11. We employ the spin–orbit
operator in its Cartesian form [160] and remember that the compound space

C

C
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C
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S S

H
H H

H

z

y

Figure 20 Dithiosuccinimide. The five-membered ring is
chosen to lie in the yz plane.
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and spin operator is totally symmetric. Direct product representations for the
singlet and triplet states of dithiosuccinimide are displayed in Table 15.

The spin and space parts of the 1A1 ground-state wave function are
totally symmetric. As a consequence, only states of overall symmetry A1 can
contribute to the first-order perturbed ground-state wave function

h�ð1ÞX j ¼ a�1h13A
ð0Þ
2 ;Tzj þ a�2ha3B

ð0Þ
1 ;Tyj þ a�3h13B

ð0Þ
2 ;Txj þ � � � ½230	

The product symmetries of the excited a3B1 multiplet components are A2, A1,
and B2. The spin–orbit perturbed excited state wave functions are therefore
given by

j�ð1Þa ;Txi ¼ b1j11A
ð0Þ
2 i þ � � �

j�ð1Þa ;Tyi ¼ c1jX1A
ð0Þ
1 i þ � � � ½231	

j�ð1Þa ;Tzi ¼ d1j11B
ð0Þ
2 i þ � � �

2.69 
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4.69 

4.89 
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Figure 21 Calculated vertical electronic spectrum of dithiosuccinimide. [Adapted from
Ref. 180.]
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Note that there is no contribution from the near-degenerate first excited singlet
state because states of equal spatial symmetries do not interact via SOC in C2v

and higher point groups.
The evaluation of the transition moment is straightforward now. Even

though the energy difference between a3B1 and 11A2 is small and the Tx level
is strongly perturbed, the dipole transition to the ground state is forbidden as
long as the molecule remains planar because of the dipole selection rules: this
transition would require an operator of A2 symmetry, but x̂, ŷ, and ẑ trans-
form like B1, B2, and A1, respectively. The transition may gain some intensity
due to second-order spin–vibronic interactions, however.

hXj
X

j

e~rjja;Txi ¼ 0 ðin C2v symmetryÞ ½232	

hXj
X

j

e~rjja;Tyi ¼ a�2ha3B
ð0Þ
1 j
X

j

eẑjja3B
ð0Þ
1 i þ c1hX1A

ð0Þ
1 j
X

j

eẑjjX1A
ð0Þ
1 i þ � � �

½233	

hXj
X

j

e~rjja;Tzi ¼ d1hX1A
ð0Þ
1 j
X

j

eŷjj11B
ð0Þ
2 i þ a�1h13A

ð0Þ
2 j
X

j

eŷjja3B
ð0Þ
1 i þ � � �

½234	

A careful inspection of the spin-perturbation coefficients a�2 and c1 shows that
their absolute values are equal but they differ in sign, that is, a�2 ¼ �c1. It is

Table 15 Direct Product Representations for Space and Spin Parts of Singlet and
Triplet Wave Functions in C2v Symmetry

Spatial Spin Spatial � Spin
State Symmetry Symmetry Symmetry

1A1 A1 A1 A1
3A1 ,Tx A1 B2 B2

,Ty B1 B1

,Tz A2 A2
1A2 A2 A1 A2
3A2 ,Tx A2 B2 B1

,Ty B1 B2

,Tz A2 A1
1B1 B1 A1 B1
3B1 ,Tx B1 B2 A2

,Ty B1 A1

,Tz A2 B2
1B2 B2 A1 B2
3B2 ,Tx B2 B2 A1

,Ty B1 A2

,Tz A2 B1
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thus the difference of ground and first excited state dipole moments that enters
in Eq. [233]. It is typically the case that the difference of the dipole moments is
decisive and not particular to dithiosuccinimide.

The actual lifetime calculations on dithiosuccinimide were performed by
means of quasi-degenerate perturbation theory using multireference CI wave
functions as zeroth-order states.181 Spin–orbit matrix elements were evaluated
in the no-pair one-center mean-field approximation. The computed radiative
lifetimes amount to 62.5 and 3.3 ms for the Ty and Tz levels, respectively. This
yields a high-temperature value of 9.4 ms, about two orders-of-magnitude
longer than the experimental t ¼ 0:1 ms. Although both the accurate calcula-
tion and measurement of phosphorescence lifetimes are difficult tasks, this
large discrepancy between theory and experiment is unacceptable. There are
two possible explanations: (1) The 13B2 state undergoes an effective intersys-
tem crossing with the ground state such that the measured lifetime is mainly
due to nonradiative depletion. (2) The observed transition originates from the
13A2 state for which Tatchen et al.181 computed a phosphorescence lifetime of
only 0.6 ms—the same order-of-magnitude as the measured 0.1 ms. As before,
most intensity is borrowed from the X1A1  11B2 fluorescence, in accord
with the measured polarization of the band. Further investigations are required
to decide upon these two alternative interpretations.

Magnetic Dipole Transitions
In a multipole expansion of the interaction of a molecule with a radiation

field, the contribution of the magnetic dipole is in general much smaller than
that of the electric dipole. The prefactor for a magnetic dipole transition prob-
ability differs from the one for an electric dipole by a2=4 � 1:3� 10�5. Mag-
netic dipoles may play an important role, however, when electric dipole
transitions are symmetry-forbidden as, e.g., in homonuclear diatomics.

Usually, the magnetic dipole transition operator is found in the literature
in a form that reads (neglecting constants)

~mL ¼ mB

X
j

~̂
‘j ½235	

In spin-forbidden transitions there is a second, nonnegligible term that
describes a spin flip. Instead of Eq. [235], one has to employ

~mmag ¼ mB

X
j

ð~̂‘j þ ge
~̂sjÞ ½236	

The spin-flip term

hb1�þg jĤSOjX3��g ;T0i
Eb � EX

hX3��g ;T0j
X

j

ge
~̂sjjX3��g ;T
1i ½237	
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was shown to make the major contribution to the transition probability
b1�þg ! X3��g in O2.182,183

Again expressing W in units of reciprocal seconds ðs�1Þ, �E in reciprocal
centimeters ðcm�1Þ, and mmag in atomic units (�h), the probability of a magnetic
dipole transition from an initial state i to the final state f is given by

Wmagði; f Þ ¼ 2:6973� 10�11ðEi � Ef Þ3mmagði; f Þm�magði; f Þ ½238	

Nonradiative Transitions

Bound electronic states exhibit a discrete spectrum of rovibrational
eigenstates below the dissociation energy. The interaction between discrete
levels of two bound electronic states may lead to perturbations in their rovi-
brational spectra and to nonradiative transitions between the two potentials.
In the case of an intersystem crossing, this process is often followed by a radia-
tive depletion. Above the dissociation energy and for unbound states, the
energy is not quantized, that is, the spectrum is continuous. The coupling of
a bound state to the vibrational continuum of another electronic state leads to
predissociation.

Apart from the selection rules for the electronic coupling matrix element,
spin-forbidden and spin-allowed nonradiative transitions are treated com-
pletely analogously. Nonradiative transitions caused by spin–orbit interaction
are mostly calculated in the basis of pure spin Born–Oppenheimer states. With
respect to spin–orbit coupling, this implies a diabatic behavior, meaning that
curve crossings may occur in this approach. The nuclear Schrödinger equation
is first solved separately for each electronic state, and the rovibronic states are
spin–orbit coupled then in a second step.

In principle, static or dynamic approaches can be employed to describe
the nonradiative transition between two states, although dynamic approaches
are generally preferable. In a time-independent formalism, the coupling man-
ifests itself in a mixing between vibrational levels of the involved electronic
states. The relative probability of finding the molecule in a particular state is
proportional to its squared expansion coefficient. In the language of time-
dependent perturbation theory, the coupling is expressed as a propagation
back and forth between vibronic states. The equivalence between the static
and dynamic picture holds as long as there are no other fast depletion mechan-
isms. In particular, the radiative lifetimes of the interacting states have to be
long enough for an equilibration. If one of the states is short-lived, the nonra-
diative transition occurs in essence only in one direction. The theory and com-
putational treatment of the coupling between multidimensional potential
energy surfaces have recently been reviewed by Köppel and Domcke.184

Here, we confine the discussion to cases that can be reduced to one
dimension. As far as bound-continuum interactions are concerned, we restrict
ourselves to weak interactions. This condition is mostly fulfilled for
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spin-forbidden processes. Otherwise the full apparatus of scattering theory has
to be invoked, which is far beyond the scope of this chapter.

Bound–Bound Interactions
Perturbations in the spectrum involving a pair of vibrationally bound

states occur only occasionally, for instance, when the vibrational ladders of
the electronic states approximately match in energy. The mixing coefficients
can be calculated from the potential energy curves of the states involved and
the electronic coupling matrix element for various values of the vibrational
coordinate. As noted previously, the Schrödinger equation for the vibrational
motion is solved separately for each of the bound states. Their solutions are
taken as the basis for a matrix representation of the interaction Hamiltonian.
To ease the integration over the vibrational coordinate Q, the electronic cou-
pling matrix element X is often approximated by an analytic function of Q,
mostly a polynomial or a cubic spline function. The matrix elements of the
perturbation matrix are then calculated in a way similar to the vibrational
averaging of spectroscopic parameters described in the previous section on
the Comparison of Fine-Structure Splittings with Experiment. Instead of
employing the same vibronic level on both sides, now

Hij ¼ hwvi
ðQÞjXðQÞjwv 0

j
ðQÞiQ ½239	

is evaluated, where XðQÞ is the off-diagonal electronic coupling, and vi and v 0j
belong to different electronic states. Diagonalization of this matrix directly
yields energies and mixing coefficients of the levels.

In practical applications, one often combines experimental and theoreti-
cal information. Potential energy curves, deduced from experiment with high
accuracy, if available, are employed together with theoretically determined Q
dependent coupling matrix elements. As the degree of mixing between vibron-
ic states strongly depends on their energetic separation, even uncertainties in
the electronic excitation energy of some 10 wavenumbers—which is a small
error by present-day standards—are often sufficient to change the order-of-
magnitude for a transition rate. Coupling matrix elements, on the other
hand, can be computed with high accuracy, whereas they are not really avail-
able from experimental data.

From Eq. [239], it is apparent that the size of a particular Hij is not only
determined by the magnitude of the electronic coupling matrix element but
also by the overlap of the vibrational wave functions vi and v0j. Squared over-
lap integrals of the type jhwvi

ðQÞjwv0
j
ðQÞiQj

2 are frequently called Franck–Con-
don (FC) factors. In contrast to radiative processes, FC factors for
nonradiative transitions become particularly unfavorable if two states differ-
ing considerably in their electronic energies exhibit similar shapes and equili-
brium coordinates of their potential curves. Due to the near-degeneracy
requirement, an upper state vibrational wave function, with just a few nodes
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(Figure 22, right), has to interact with a highly oscillatory vibrational wave
function of the ground state (Figure 22, left). As a consequence, low vibra-
tional levels of excited triplet states are often metastable with respect to non-
radiative depletion despite a considerable electronic coupling matrix element.
An example is the a3� state of carbon monoxide. Although its v ¼ 3 level is
nearly degenerate with the v0 ¼ 30 level of the X1�þ electronic ground state
and the spin–orbit matrix element amounts to about 35 cm�1, there is hardly
any coupling between the states.185

In the case of a curve crossing, FC factors profit from the fact that the
amplitudes of highly excited states are large at the turning points. Levels
that lie energetically close to the intersection will therefore have a nonnegligi-
ble overlap. Even weak spin–orbit matrix elements (as occur, e.g., in organic
molecules) are often sufficient to make an intersystem crossing an effective
depletion channel for excited triplet states.

Bound–Continuum Interactions
Continuum wave functions are spatially extended and are not normaliz-

able in the usual spatial sense. Instead an energy normalization is chosen.186

In the weak interaction approximation, the Wentzel–Rice formula can be
applied to calculate the predissociation line width 
 and thereby the lifetime
for the nonradiative decay t ¼ �h=
.187–190


 ¼ 2p
�h
jhwvi
ðQÞjXðQÞjwEðQÞiQj

2 ½240	

Here XðQÞ represents the electronic matrix element of any operator coupling
the potentials under consideration. The Wentzel–Rice approximation restricts
the coupling of a bound initial vibrational state wvi

to a single continuum
state with energy E ¼ Ei. Schematically, the interaction between a bound

Figure 22 Schematic drawing of nuclear wave functions with 30 (to the left) and 3
(to the right) vibrational quanta. The little dots indicate the vibrational wave function
amplitude at the classical turning points of the potentials. Portions of the potential
energy curves are shown as thick lines. The horizontal lines indicate the energy of the
vibronic (vibrational plus electronic) states.
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vibrational wavefunction and a continuum wave function of equal energy is
depicted in Figure 23.

If the electronic matrix element does not vary significantly with the
vibrational coordinate Q, nuclear and electronic factors can be separated in
the sense of a Franck–Condon approximation. The line width 
 may then
be estimated by


 � 2p
�h
jhwvi
ðQÞjwvE

ðQÞiQj
2 � jhXðQxÞij2 ½241	

where hXðQxÞi is the electronic coupling matrix element at the crossing point.
The variation of FC factors (FCFs) with vibrational quantum number

and the variation’s dependence on the relative slopes of the potential energy
curves has been discussed in detail by Murrell and Taylor191 for the Schu-
mann–Runge bands of O2. Assuming a constant electronic coupling, the line
widths depend on the FCFs only. Murrell and Taylor chose three model cases
similar to the ones sketched in Figure 24. In case of a potential energy curve
crossing of type (a), only one or two vibrational states with energies close to
the energy at the crossing point have a marked overlap with the continuum.191

ψd ψk

ψ0

Figure 23 Predissociation of the v ¼ 2 vibrational level of the bound electronic state �d

by a vibrational continuum wave function of the dissociative electronic state �k after
radiative excitation (arrows) from the electronic ground state �0. The circle around the
potential curve crossing point indicates an area of large overlap between the vibrational
wave functions.
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A Franck–Condon-type approximation might be appropriate then, even if
hXðQÞi varies strongly with the vibrational coordinate.192,193 In contrast,
many bound vibrational levels will be predissociated in case (b). The FCFs
will change slowly from one vibrational level to the next one. A strong varia-
tion of the electronic interaction matrix element precludes the possibility of
applying the FC approximation. Case (c) is in between. The FCFs do not
vary as strongly with vibrational quantum number as in case (a), but their dis-
tribution shows marked maxima in the proximity of the two crossing points.
An extension to crossings of multidimensional curves interacting via spin–
orbit coupling was discussed by Schön and Köppel.194

In practical applications, the continuum is often approximated by a dis-
crete spectrum. To this end, one conveniently introduces a potential wall at
long internuclear separations and solves for the artifically bound states.171,172

Alternatively, basis set expansion techniques can be employed.195,196 In either
case, the density of states depends on external conditions, that is, the size of the
box or the number of basis functions. This dependence on external conditions
has to be accounted for by the energy normalization. Instead of employing
a single continuum wave function with proper energy E in Eq. [240], one
samples over the discrete levels with energy Ej


ðEjÞ ¼
4p

�hðEjþ1 � Ej�1Þ
jhwvi
ðQÞjXðQÞjwEj

ðQÞiQj
2 ½242	

and determines 
ðEÞjE¼Ei
by interpolation.192,195 In this expression, the mean

energy separation between neighboring states has been used for normalization.
Even for states of equal multiplicity spin–orbit coupling may be the rate-

determining process for predissociation. The b4��g state of Oþ2 (see Figure 25)

(a) (b) (c)

Figure 24 Model cases for the potential energy curve crossing between a bound and
dissociative state. (a) The potential energy curves cross approximately at right angles.
This is often the case when the dissociative state intersects the bound state on its outer
limb, i.e., at bond distances longer than its equilibrium internuclear separation. (b)
Bound and dissociative state exhibit similar slopes and cross on the inner limb of the
bound state. (c) The dissociative state crosses the bound potential both on the inner and
outer limbs.
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can undergo a spin-allowed radiative transition to the metastable a4�u and
nonradiative transitions to the states correlating with the ground state disso-
ciation channel Oð3PgÞ þOþð4SuÞ.192 For the vibrational levels v0 . . . v3, the
spin-allowed fluorescence to the a4�u state appears to be the fastest depletion
mechanism (trad � 10�6 s). Vibrational levels v4 and v5 are strongly predisso-
ciated by d4�þg , v6 and v7 by f 4�g. The predominant coupling mechanism is
spin–orbit coupling in both cases. Rotational predissociation plays only a mi-
nor role here. It is noteworthy that molecular rates for predissociation by spin–
orbit interaction are larger by three to four orders-of-magnitude than spin-
allowed radiative transition rates.
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Figure 25 Potential energy curves of Oþ2 computed by multireference CI methods. Based
on Ref. 27.
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SUMMARY AND OUTLOOK

Spin–orbit interaction plays an important role in many areas of chemis-
try, physics, and biology. It causes two essential effects. The first one is a split-
ting of multiplet levels, referred to as zero-field splitting or fine-structure
splitting. The energetic separation between the multiplet components increases
strongly with growing nuclear charge. In heavy element compounds, spin–
orbit splittings are of a size comparable to excitation energies between differ-
ent electron configurations. Second, spin–orbit coupling mixes electronic states
of different multiplicities, thus allowing radiative transitions (phosphores-
cence) and nonradiative transitions (intersystem crossing) between them. Phos-
phorescence and intersystem crossing rates determine, for instance, the lifetime
of the first electronically excited triplet state of an organic molecule. The avail-
ibility of molecules in this state plays a key role in photochemical reactions,
photosynthesis, the photobiological activity of drugs, luminescence, and so on.

The first spin–orbit coupling Hamiltonian was derived by Pauli in the
1920s. As was shown later, the Breit-Pauli Hamiltonian is not bounded
from below. Strictly, it may only be employed in first-order perturbation theory.
Neither the Douglas–Kroll transformed no-pair Hamiltonians [Eq. 105] nor
the zero-order regular approximation spin–orbit (ZORA) operators suffer
from being unbounded. They are suitable for applications in which heavy ele-
ments are involved and can safely be utilized in variational procedures such as
the spin–orbit configuration interaction approach. To ease the computational
effort connected with the evaluation of two-electron spin–orbit integrals, sev-
eral efficient one-electron operators have been devised. Among these, the most
reliable appear to be the all-electron mean-field Hamiltonian and semilocal
model Hamiltonians parameterized to be used with effective core potentials.

The tensorial structure of the spin–orbit operators can be exploited to
reduce the number of matrix elements that have to be evaluated explicitly.
According to the Wigner–Eckart theorem, it is sufficient to determine a single
(nonzero) matrix element for each pair of multiplet wave functions; the matrix
element for any other pair of multiplet components can then be obtained by
multiplying the reduced matrix element with a constant. These vector coupling
coefficients, products of 3j symbols and a phase factor, depend solely on the
symmetry of the problem, not on the particular molecule. Furthermore, selec-
tion rules can be derived from the tensorial structure; for example, within an
LS coupling scheme, electronic states may interact via spin–orbit coupling only
if their spin quantum numbers S and S0 are equal or differ by 1, i.e., S ¼ S0 or
S ¼ S0 
 1.

Symmetry considerations are instrumental in a qualitative discussion of
spin–orbit effects. Qualitatively, a phenomenological Hamiltonian of the form

ASO
~̂
L � ~̂S suffices. In actual calculations, however, this operator must not be

utilized. The operators ~̂
L and

~̂S form a basis for a matrix representation of the
usual molecular point group. The same is true for the spatial and spin wave
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functions of a molecule with an even number of electrons. On the other hand,
a group theoretical treatment of similarity transformations of spin functions
with an odd number of electrons requires the introduction of additional sym-
metry operations. Together with the molecular point group operations, they
form the elements of the so-called molecular double group. Selection rules
for the interaction of molecular electronic states via the spin–orbit coupling
operator can thus be derived from their direct product representations of the
molecular double group.

A phenomenological Hamiltonian is also useful for comparison with
experiment, as experimentalists determine spectroscopic parameters by fitting
spectral data to such a model Hamiltonian. Only spatially degenerate states
experience a first-order spin–orbit splitting. A second-order spin–orbit shift
may occur in any electronic state. For triplets and higher multiplicity states,
a first-order spin–spin interaction cannot be distinguished experimentally
from a second-order spin–orbit interaction. This indistinguishability has to
be kept in mind when comparing theoretical and experimental fine-structure
splittings, in particular for spatially nondegenerate states of light element com-
pounds.

For the evaluation of probabilities for spin-forbidden electric dipole
transitions, the length form is appropriate. The velocity form can be made
equivalent by adding spin-dependent terms to the momentum operator. A
sum-over-states expansion is slowly convergent and ought to be avoided, if
possible. Variational perturbation theory and the use of spin–orbit CI expan-
sions are conventional alternatives to elegant and more recent response theory
approaches.

Rates for nonradiative spin-forbidden transitions depend on the electron-
ic spin–orbit interaction matrix element as well as on the overlap between the
vibrational wave functions of the molecule. Close to intersections between
potential energy surfaces of different space or spin symmetries, the overlap
requirement is mostly fulfilled, and the intersystem crossing is effective. Inter-
action with vibrationally unbound states may lead to predissociation.

The classical field for the application of spin–orbit Hamiltonians in elec-
tronic structure calculations is spectroscopy. Fine-structure splittings in the
spectra of small light molecules have been predicted with large confidence
since the 1970s. Recent developments in relativistic electronic structure theory
have pushed the line further down the periodic table and have made heavy ele-
ment compounds accessible. Spin independent relativistic effects are easily
incorporated in effective core potentials or through modified one-electron inte-
grals in all-electron calculations. For either case, corresponding variationally
stable spin–orbit operators have been developed. The event of reliable effective
one-electron spin–orbit operators has extended the applicability of two-com-
ponent methods to medium-sized molecules, with 10–20 nonhydrogenic
atoms. Methods for a reliable determination of off-diagonal spin–orbit cou-
pling matrix elements in larger molecules still are to be developed.197
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One of the grand challenges of the 1990s was the merger of spin–orbit
and electron correlation effects. There has been good progress, but there is still
room for improvement. The reasons for complications in the accurate simul-
taneous determination of spin–orbit and electron correlation are manifold.
Spin–orbit interaction is dominated by single excitations, whereas these hardly
contribute at all to electron correlation corrections. For the latter, double and
higher excitations are required. Further, the amount of electron correlation
obtained in a quantum chemical calculation converges slowly with the expan-
sion length. The number of configurations per electronic state that can taken
into account for describing electron correlation effects in a spin–orbit calcula-
tion is usually much smaller than for a spin independent Hamiltonian. One
reason is the much less efficient symmetry blocking of the Hamiltonian matrix
due the coupling of electronic states with different spin and spatial symmetries.
Additionally, the matrix elements of the spin–orbit operator are complex num-
bers in general, thus doubling the dimension of the eigenvalue problem.
Another cause of complications is the use of a common set of orbitals for
all states under consideration. The treatment of orbital relaxation effects
through a configuration expansion requires large reference spaces with many
different active orbitals and thus prevents the use of highly efficient concepts,
such as the unitary group approach, for evaluating the Hamiltonian matrix
elements. One way out of these problems appears to be the usage of so-called
dressed Hamiltonians160 that incorporate major dynamic correlation effects at
the spin-free level. This procedure allows the number of explicitly varied
expansion coefficients in a spin–orbit calculation to be kept at a moderate
size at little or no loss of correlation contributions. This latter discussion
shows that quantum chemical approaches that include spin–orbit coupling
effects are far from the stage of black-box programs.
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118. H. Ågren, O. Vahtras, and B. Minaev, Adv. Quantum Chem., 27, 71 (1996). Response
Theory and Calculations of Spin–Orbit Coupling Phenomena in Molecules.

119. B. A. Hess, R. J. Buenker, C. M. Marian, and S. D. Peyerimhoff, Chem. Phys., 71, 79 (1982).
Ab-Initio Calculation of the Zero-Field Splittings of the X3��g and B3�g;i States of the S2

Molecule.

120. S. J. Havriliak and D. R. Yarkony, J. Chem. Phys., 83, 1168 (1985). On the Use of the
Breit–Pauli Approximation for Evaluating Line Strengths for Spin-Forbidden Transitions:
Application to NF.
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für H�, He, Liþ, Beþþ usw.

123. D. R. Yarkony, J. Chem. Phys., 84, 2075 (1986). On the Use of the Breit–Pauli Approxima-
tion for Evaluating Line Strengths for Spin-Forbidden Transitions. II. The Symbolic Matrix
Element Method.

124. O. Christiansen, J. Gauss, and B. Schimmelpfennig, Phys. Chem. Chem. Phys., 2, 965 (2000).
Spin–Orbit Coupling Constants from Coupled-Cluster Response Theory.

125. C. Chang, M. Pélissier, and P. Durand, Phys. Scr., 34, 394 (1986). Regular Two-Component
Pauli-Like Effective Hamiltonians in Dirac Theory.

126. J. L. Heully, I. Lindgren, E. Lindroth, S. Lundquist, and A. M. Mårtensson-Pendrill, J. Phys.
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194. J. Schön and H. Köppel, J. Chem. Phys., 108, 1503 (1998). Geometric Phases and Quantum
Dynamics in Spin–Orbit Coupled Systems.

195. J. Römelt and R. Runau, Theor. Chim. Acta, 54, 171 (1980). Franck–Condon Matrix
Elements for Bound-Continuum Vibrational Transitions Calculated by Numerical Integra-
tion and Basis Set Expansion Techniques.

196. D. O. Harris, G. G. Engerholm and W. D. Gwinn, J. Chem. Phys., 43, 1515 (1965).
Calculation of Matrix Elements for One-Dimensional Quantum-Mechanical Problems
and the Application to Anharmonic Oscillators.

197. Note Added in Proofs: For the evaluation of spin–orbit matrix elements, standard basis sets of
at least double-zeta plus polarization quality should be employed. See, e.g., R. Klotz, C. M.
Marian, S. D. Peyerimhoff, B. A. Hess, and R. J. Buenker, Chem. Phys., 76, 367 (1983).
Study of the Dependence of Spin–Orbit Matrix Elements on AO Basis Set Composition for
Inner and Valence Shells: Results for the Multiplet Spiltting of X 3

P� and C 3� of SO and
X 2� in SOþ. A proper representation of the inner and outer nodes of the valence shell
orbitals is essential. The representation of the inner core orbitals was found to be less critical.
Scalar relativistic all-electron calculations require a modification of standard Gaussian basis
set contractions. For elements H–Kr, scalar relativistic recontractions are available from
http://www.emsl.pnl.gov:2080/forms/basisform.html. For the Douglas–Kroll recontracted
basis sets, see: W. A. de Jong, R. J. Harrison, and D. A. Dixon, J. Chem. Phys., 114, 48
(2001). Parallel Douglas–Kroll Energy and Gradients in NWChem: Estimating Scalar
Relativistic Effects Using Douglas–Kroll Contracted Basis Sets.

204 Spin–Orbit Coupling in Molecules



CHAPTER 4

Cellular Automata Models of Aqueous
Solution Systems

Lemont B. Kier,* Chao-Kun Cheng,y and

Paul G. Seyboldz

*Department of Medicinal Chemistry, Virginia Commonwealth
University, Richmond, Virginia 23298, yDepartment of
Mathematical Sciences, Virginia Commonwealth University,
Richmond, Virginia 23298, and zDepartment of Chemistry,
Wright State University, Dayton, Ohio 45435

INTRODUCTION

For the most part, experimental observations made by chemists—of
phase changes, physical and chemical properties, chemical reactions, and so
on—are averaged outcomes resulting from the behaviors of a very large num-
ber of interacting particles, such as molecules, ions, or rare gas atoms. To
make sense of these observations, two general approaches have been pursued.

In one approach, the focus is on the individual particles or molecules
themselves, with the hope that from an understanding of these basic units in
isolation one might be able to infer their behavior en masse. Aided by the rapid
development of both chemical theory and its principal tool, the modern digital
computer, this approach has been highly successful in many instances. Quan-
tum chemical calculations of molecular structures and electronic distributions
have greatly enhanced knowledge of the physical and chemical properties of
substances, and studies of reaction transition states have significantly
expanded our understanding of a wide variety of chemical reactions. Yet there
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are clear limits to this approach, especially when one seeks to explore many of
the less detailed, broader aspects of the observations, such as the variations in
species populations with time and the statistical and kinetic details of the phe-
nomenon in question.

In the second general approach to this problem, an attempt is made to
examine in some manner the overall behavior of the entire ensemble of inter-
acting units. By far, the most common approach here, and the one normally
taught from textbooks, is to represent the kinetic behavior of a particular sys-
tem in terms of an applicable set of coupled differential rate equations. These
equations, with their associated rate constants, summarize the bulk behaviors
of the ingredients involved in an averaged way. For example, the simple two-
step transformation A ! B ! C, can be characterized by the set of rate equa-
tions:

d½A�=dt ¼ �k1½A� ½1�
d½B�=dt ¼ k1½A� � k2½B� ½2�
d½C�=dt ¼ k2½B� ½3�

where k1 and k2 are the rate constants for the two steps. This formulation can
be referred to as the ‘‘traditional’’ approach. Solution of these equations yields
the time-dependent populations of the species involved. Although analytical
solutions may be impossible to obtain for some very complicated systems of
equations, powerful approximate numerical methods make such exact, analy-
tical solutions unnecessary. There are, however, several important—and often
unrecognized—limitations of this traditional approach, in addition to its occa-
sional cumbersomeness. The first limitation, which is more a formal than a
practical problem, is that despite its widespread employment and obvious util-
ity, such an approach has no solid theoretical justification; its use rests on
empiricism.1 A more practical limitation is that a deterministic approach of
this nature is truly applicable only at the limit in which an exceedingly large
number of interacting particles is involved. Furthermore, this approach gives
no information on the nature of the inherent, and often important, fluctuations
that can be expected to arise in the behaviors of real, finite systems. Since
recent advances in analytical technology have pushed levels of experimental
observations to very small samples and even to the single molecule level, the
ability to deal with finite samples has become increasingly important.

Stochastic analysis presents an alternative avenue for dealing with the
inherently probabilistic and discontinuous microscopic events that underlie
macroscopic phenomena. Many processes of chemical and physical interest
can be described as random Markov processes.1,2 Unfortunately, solution of
a stochastic master equation can present an extremely difficult mathematical
challenge for systems of even modest complexity. In response to this difficulty,
Gillespie3–5 developed an approach employing numerical Monte Carlo
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techniques that accurately describes the stochastic features of such processes,
and several applications have demonstrated the usefulness of this approach.6,7

There is an intermediate level of consideration of chemical phenomena
laying somewhere between the intense scrutiny of a single molecule and the
averaged, possibly superficial, treatment of a bulk sample with an effectively
infinite population. This intermediate level is the level of chemical events for
which the phenomena of interest can be modeled or simulated with acceptable
accuracy by including a finite number of molecules (greater than one but
far less than Avogadro’s number). For example, the behavior of a solution can-
not be modeled accurately with just one or two or even a few of molecules.
Ideally, however, if we could examine or model a few tens, a hundred, or a
thousand ingredients, then some significant insight into the nature of the
solution might be achieved. This intermediate level model might, then, be rea-
sonably simpler to create and still give meaningful insights into the phenomena
of interest.

The past three decades have witnessed the development of three broad
techniques—molecular dynamics (MD), Monte Carlo (MC), and cellular auto-
mata simulations—that approach the study of molecular systems by simulat-
ing submicroscopic chemical events at this intermediate level. All three
methods focus attention on a modest number of molecules and portray chemi-
cal phenomena as being dependent on dynamic, and interactive events (a por-
trayal consistent with our scientific intuition and a characteristic not intrinsic
to either thermodynamics or the traditional deterministic approach based on
differential equations). These techniques lend themselves to a visual portrayal
of the evolution of the configurations of the systems under study. Because each
approach has its own particular advantages and shortcomings, one must take
into consideration the pros and cons of each, especially in light of the nature of
the problem to be solved.

Both MD and MC methods require either quantum mechanical or force
field calculations to determine the energies. Normally, for large systems one
must begin with a choice of a force field or potential functions (namely, a
set of equations representing the electrostatic, steric, and other interactions
that can be expected to apply within the system studied). Regardless of how
these energies are computed, in an MD calculation Newton’s laws of motion
are applied in a linearized form using a very short (e.g., 0.5 femtosecond) time
step. Positions of the atoms are determined at each time step, and the evolution
of the system is followed over the time period of the simulation. In an MC cal-
culation, small random changes are made in the positions of the particles in the
system. The configurations produced in this way are evaluated and weighted
according to their energies as determined by a suitable quantum method or by
the potential function chosen for the system. The probability of a change from
one configuration to another can thus be determined; some changes can
be accepted, and others rejected. Sampling and evaluation of the normally
very large number (e.g., 107) of configurations produced in this way allows
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estimation of the thermodynamic properties of the system studied. More
detailed descriptions of these techniques can be found in recent reviews.8–11

A question arises as to the relationship of cellular automata models to
the MC and MD models. Put briefly, cellular automata models are usually
much simpler both in concept and implementation than are MD or MC mod-
els. In results and procedures, cellular automata have much in common with
the integrated MC technique.11 All three techniques provide visual expressions
of the processes involved as well as information on fluctuations in the system’s
behavior. The cellular automata models, however, omit the detailed molecular
structures and energy calculating methods that are commonly employed in
MC and MD simulations, substituting in their place heuristic rules for these
features. As a result, cellular automata models are far less demanding compu-
tationally and much faster than either of the other techniques, but they do not
directly reveal information about the energetics of the process or system. How-
ever, the use of rules in place of forces does have the special advantage of pro-
viding specific features that can be varied individually, and the consequences
of those changes can be queried independent of other variations that are inti-
mately coupled to them. For example, in a cellular automaton model one can
independently vary the temperature of a solvent while keeping the temperature
of its solute constant in order to assess the effect of environmental tempera-
ture, or one can increase one specific reaction or transition rate while holding
others constant so as to isolate the influence of a particular process on the
overall dynamics of a system.

In the following sections, we describe what cellular automata are, how
they work, and then we provide examples of their uses. Because much of
chemistry is carried out in condensed phases, especially in water, we limit
our applications to this medium but point out that extensions to other types
of systems are possible.

CELLULAR AUTOMATA

Historical Background

Cellular automata were first proposed by the mathematician Stanislaw
Ulam and the mathematical physicist John von Neumann a half century
ago,12–14 although related ideas were put forth even earlier, in the 1940s, by
the German engineer Konrad Zuse.15–17 von Neumann’s interest was in the
construction of ‘‘self-reproducing automata’’.18 His original idea was to con-
struct a series of mechanical devices or ‘‘automata’’ that would gather and
integrate the ingredients that could reproduce themselves. A suggestion by
Ulaml3 led von Neumann to consider grids with moving ingredients, operating
with rules. The first such system was made up of square cells in a matrix, each
with a state, operating with a set of rules in a two-dimensional grid. The sys-
tem existed with up to 29 different states. With the development of modern

208 Cellular Automata Models of Aqueous Solution Systems



digital computers, it became increasingly clear that these fairly abstract ideas
could in fact be usefully applied to the examination of real physical sys-
tems.19,20 As described by Wolfram,21 cellular automata have five fundamen-
tal defining characteristics:

They consist of a discrete lattice of cells.

They evolve in discrete time steps.

Each site takes on a finite number of possible values.

The value of each site evolves according to the same deterministic rules.

The rules for the evolution of a site depend only on a local neighborhood
of sites around it.

As we shall see, the fourth characteristic can be modified to include prob-
abilistic rules as well as deterministic rules. An important feature sometimes
observed in the evolution of these computational systems was the development
of unanticipated patterns of ordered dynamical behavior, or ‘‘emergent prop-
erties’’. As Kauffman has expressed it,22 ‘‘Studies of large, randomly
assembled cellular automata . . . have now demonstrated that such systems
can spontaneously crystallize enormously ordered dynamical behavior. This
crystallization hints that hitherto unexpected principles of order may be
found, [and] that the order observed may have significant explanatory import
in [biology and physics].’’ This proposal has borne considerable fruit, not only
in biology and physics, but also in chemistry. Readers are referred to reviews
for applications in physics23–26 and biology;27 selected physical and chemical
applications have been reviewed by Chopard and co-workers.28

The General Structure

The simulation of a dynamic system using cellular automata requires sev-
eral parts that make up the process. The cell is the basic model of each ingre-
dient, molecule, or whatever constitutes the system. These cells may have
several shapes as part of the matrix or grid of cells. The grid may have bound-
aries or be part of a topological object that eliminates boundaries. The cells
may have rules that apply to all of the edges, or there may be different rules
for each edge. This latter plan may impart more detail to the model, as needed
for a more detailed study.

The Cells
Cellular automata have been designed for one (1D), two (2D), or three-

dimensional (3D) arrays. The most commonly used is the 2D grid. The cells
may be triangles, squares, hexagons, or other shapes in the 2D grid. The
square cell has been the one most widely used over the past 40 years. Each
cell in the grid is endowed with a primary state, namely, whether it is empty
or occupied with a particle, object, molecule, or whatever the system requires
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to study the dynamic event (see Figure 1). Secondary information is contained
in the state description that encodes the differences among cell occupants in a
study.

The Cell Shape
The choice of the cell shape is based on the objective of the study. In stu-

dies of water and solution phenomena, a square cell is appropriate because the
water molecule is quadravalent to hydrogen bonding to other water molecules
or solutes. A water molecule donates two hydrogens and two lone-pair elec-
trons in forming the tetrahedral structure that characterizes the liquid state.
The four faces of a square cell thus correspond to the bonding opportunities
of a water molecule.

Grid Boundary Cells
The ‘‘moving cell’’ may encounter an edge or boundary during its move-

ments. The boundary cell may be treated as any other occupied cell, following
rules that permit joining or breaking. A more common practice is to assume
that the grid is simulating a small segment of a large dynamic system. In this
model, the boundaries do come into play in the results. The grid is then con-
sidered to be the surface of a torus (Figure 2); the planar projection of this sur-
face would reveal the movement of a cell off of the edge and reappearing from
the opposite edge onto the grid (see Figure 3). In some cases, it is necessary to
establish a vertical relationship among occupants, which establishes a gravity

B

B B

BA

A

A

A

Figure 1 A cellular automata grid showing occupied cells of different states A and B, and
unoccupied cells (blank).
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effect. In this situation, the grid is on the surface of a cylinder with a boundary
condition at the top and bottom, which is an impenetrable boundary.

Variegated Cell Types
Until recently, all of the cellular automata models assumed that each

edge of a cell bore the same state and movement rules. Recent work has

Figure 2 The grid located on the surface of a torus. Column A of the grid is represented
by line A on the torus; row B on the grid is represented by line B on the torus.

Figure 3 Movement of cell occu-
pants at the boundaries of the grid
on a torus. The cell occupant A
may move right and appear at the
opposite side of the grid. The
other cell occupant A may move
down and appear at the top of the
grid.
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employed a variegated cell where each edge may have its own state and set of
movement rules. Examples of some variegated cells are shown in Figure 4.

Cell Movement

The dynamic character of cellular automata is developed by the simula-
tion of movement of the cells, which may be a simultaneous process or each
cell, in turn, may execute a movement. Each cell’s movement is based on rules
derived from the states of other nearby cells. These nearby cells constitute a
neighborhood. The rules may be deterministic or stochastic, the latter process
being driven by probabilities of certain events occurring. These processes are
elaborated upon in this section.
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Figure 4 The possible variegated cells. (a) Possible occupants with two different types of
edges allowing for different rules for the edges. (b) Possible occupants with three
different types of edges hence possibly different rules for the edges. (c) Possible
occupants with two different types of edges hence different rules for the edges.
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Synchronous–Asynchronous Movement
When we speak of movement of a cell or the movement of cell occu-

pants, we are speaking of the simulation of a movement from one cell to
another. Thus a water molecule or some object is postulated to move across
space, appearing in a new location at time t þ 1. In the cellular automata mod-
els, the actual situation is the exchange of state between two adjacent cells. If
we are modeling the movement of a molecule from place A to the adjacent
place B, then we must exchange the states of cells A and B. Initially, at time
t, cell A has a state corresponding to an occupant molecule, while adjacent cell
B is devoid of a molecule (i.e., it is empty). At time t þ 1, the states of the cells
A and B have exchanged. Cell A is empty, and cell B has the state of the occu-
pant molecule. This exchange gives the illusion, and the practical conse-
quences, of a movement from A to B. We speak of the movement of cells or
of the movement of cell occupants; either way we are describing the process of
simulating a movement as stated above.

Cell movement of all occupants in the grid may occur simultaneously
(synchronous) or it may occur sequentially (asynchronous). When all cells in
the grid have computed their state and have executed their movement (or not)
it is called one iteration, a unit of time in the cellular automata simulation.
Each cell is identified in the program and is selected randomly for the choice
of movement or not. The question of which type of movement to use depends
on the system being modeled and the information sought from the model, but
it should reflect reality. If the system being studied is a slow process, then syn-
chronous motion may best represent the process. In contrast, if the system is
very fast, like proton hopping among water molecules where the cellular au-
tomata is using a few thousand cells, then an asynchronous model is desirable.
A synchronous execution of the movement rules leads to possible competition
for a cell from more than one occupant. A resolution scheme must thus be in
place to resolve the competition; otherwise this may interfere with the validity
of the model.

Neighborhoods
Cell movement is governed by rules called transition functions. The rules

involve the immediate environment of the cell called the neighborhood. The
most common neighborhood used in 2D cellular automata is called the von
Neumann neighborhood after the pioneer of the method. A cell, i, is in the cen-
ter of four cells, j, adjoining the four faces of i, [see Figure 5(a) for this pat-
tern]. Another common neighborhood is the Moore neighborhood [Figure
5(b)], where cell i is completely surrounded by j cells. Other neighborhoods
include the extended von Neumann neighborhood shown in Figure 5(c), where
the k cells beyond j are identified and allowed to participate in movements.

Deterministic/Probabilistic Movement Rules
The rules governing cell movement may be deterministic or probabilistic.

Deterministic cellular automata use a fixed set of rules, the values of which are
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constant and uniformly applied to the cells of each type. In probabilistic cel-
lular automata, the movement of i is based on a probability-chosen rule where
a certain probability to move or not to move is established for each type of i
cell at its turn. Its state (empty or occupied) is determined, then its attribute as
an occupant is determined. The probability of movement is next determined
by a random number selection between two predefined limits. As an example,
the random choice limits can be 0 to 1000, and a choice of numbers between 0
and 200 is designated as a move rule, whereas the remaining set, 201–1000, is
a no-move rule. This case represents a probabilistic rule of 20% movement.
Each cell then chooses a random number and behaves according to the rule
corresponding to that numerical value.
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Figure 5 The cellular automata neighborhoods associated with cell i. (a) The von
Neumann neighborhood. (b) The Moore neighborhood. (c) The extended von Neumann
neighborhood.
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Movement (Transition) Rules

The movement of cells is based upon rules governing the events inherent
in cellular automata dynamics. The rules describe the probabilities of two
adjacent cells separating, two cells joining at a face, two cells displacing each
other in a gravity simulation, or a cell with different designated edges rotating
in the grid. These events are the essence of the cellular automata dynamics and
produce configurations that may possibly mirror physical events. The follow-
ing sections develop these topics, and the Appendix provides technical detail
about the hardware and software used and defines the directional moving
probability, MP(d), for each direction d.

General Conditions for Water Models
Several probabilistic rules are used to govern the trajectories of molecules

moving in the grid. The first set of these rules, called transition functions, gov-
ern the movement of the occupied cells across the grid. The rules respond to
the immediate neighborhood of the occupied cell, thus all events are local. A
probabilistic or stochastic set of rules operating in a grid on the surface of a
torus is most appropriate for the simulation of water and solution phenomena.
This arrangement provides a near-infinitely large system with no boundary
conditions.

The Free Movement Probability
The first rule is the movement probability Pm. This rule involves the

probability that an occupant in an unbound cell, i, will move to one of four
adjacent cells, j, if that space is unoccupied. An example is cell i in Figure 6
that may move (in its turn) to any unoccupied cell, j. If it moves to a cell whose
neighbor is an occupied cell, k, then a bond will form between cells i and k. As

j j k

k

k

k

j

j

i

Figure 6 Possible movement of cell i
occupant to unoccupied cell j.
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a matter of course, this probability, Pm, is usually set at 1.0, which means that
this event always happens (a rule).

Breaking Rules
Just as two cells can join together, so their tessellated state can be bro-

ken. The first of two trajectory or interaction rules is the breaking probability
PB. To comprehend this, it is convenient to refer to the occupant of a cell as a
molecule. The PB(AB) rule is the probability for a molecule A, bonded to mole-
cule B, to break away from B, as shown in Figure 7(a). The value for PB lies
between 0 and 1. If molecule A is bonded to two molecules, B and B, the simul-
taneous probability of a breaking away event from both B and B is
PB(AB)*PB(AB), as shown in Figure 7(b). If molecule A is bound to three other
molecules, B, B, and B, the simultaneous breaking probability of molecule A is
PB(AB)*PB(AB)*(PB(AB), shown in Figure 7(c). If molecule A is surrounded by
four molecules, it cannot move on this 2D grid.

Joining Parameter
A joining trajectory parameter, J(AB), describes the movement of a mole-

cule at A to join with a molecule at B, when an intermediate cell is vacant
(see Figure 8). This rule follows the rule to move or not to move described
above. The parameter J is a nonnegative real number. When J ¼ 1, molecule
A has the same probability of movement toward or away from B as for the
case when the B cell is empty. When J>1, molecule A has a greater probability
of movement toward an occupied cell B than when cell B is empty. When
0< J<1, molecule A has a lower probability of such movement. When
J ¼ 0, molecule A cannot make any movement.

Relative Gravity
The simulation of a ‘‘gravity’’ effect has been introduced into the cellular

automata paradigm to model separating phenomena such as the demixing of
immiscible liquids or the flow of solutions in a chromatographic separation.
To accomplish this effect, a boundary condition is imposed at the upper and
lower edges of the grid to simulate a vertical versus a horizontal relationship.
The differential effect of gravity is simulated by introducing two new rules
governing the preferences of two cells of different composition to exchange
positions when they are in a vertically joined state. When molecule A is on
top of a second molecule B, then two new rules are actuated. The first rule,
GD(AB), is the probability that molecule A will exchange places with
molecule B, assuming a position below B. The other gravity term is GD(BA),
which expresses the probability that molecule B will occupy a position beneath
molecule A. These rules are illustrated in Figure 9. In the absence of any strong
evidence to support the model that the two gravity rules are complementary to
each other in general, the treatment described above reflects the situation in
which the gravity effects of A and B are two separate random events. Based
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on an assumption of complementarity, the equality GD(AB)¼ 1�GD(BA) may
be employed in the gravity simulation. Once again, the rules are probabilities
of an event occurring. The choice of actuating this event made by each cell, in
turn, is based on a random number selection within the boundaries used for
that particular event. This process was mentioned in the earlier section on
grid boundary cells.
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Figure 7 Illustration of the breaking parameter PB. (a) The breaking away of cell
occupant A from cell B and movement to an unoccupied cell with probabilities: north
0.266, east 0.266, south 0.266, and west 0.000. (b) Occupant A breaking away from cell
B and moving to an unoccupied cell with probabilities: north 0.000, east 0.320, south
0.320, and west 0.000. (c) Occupant A breaking away from cell B and moving to an
unoccupied cell B with probabilities: north 0.000, east 0.512, south 0.000, and west
0.000. The parameters used are PBðABÞ ¼ 0:8; JðABÞ ¼ JðACÞ ¼ 1:0; absGðAÞ ¼ 0;
and GDðABÞ ¼ 0:
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Absolute Gravity
The absolute gravity measure of a molecule A, denoted by absG(A), is a

nonnegative number. It is the adjustment needed in the computation to deter-
mine movement if A is to have a bias to move down (or up). This movement is
shown in Figure 10.

Cell Rotation
In cases where an unsymmetrical cell is used (see Figure 4, for examples),

it is necessary to insure there exists a uniform representation of all possible
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Figure 8 Illustration of the joining parameter J. (a) Movement of cell occupant A in
three directions with probabilities: north 0.153, east 0.421, south 0.266, and west
0.000. (b) Movement of A in two directions with probabilities: north 0.000, east 0.484,
south 0.266, and west 0.000. (c) Movement of A in one direction with probabilities:
north 0.000, east 0.677, south 0.000, and west 0.000. The parameters used are
PBðABÞ ¼ 0:8; JðABÞ ¼ 0:5; JðACÞ ¼ 2:0; absGðAÞ ¼ 0; and GDðABÞ ¼ 0.
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rotational states of that cell in the grid. To accomplish this, the unsymmetrical
cells are randomly rotated 90� every iteration after beginning the run. This
process is illustrated for four iterations in Figure 11.

Collection of Data

A cellular automata simulation of a dynamic system provides two classes
of information. The first, a visual display, may be very informative of the char-
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Figure 9 Illustration of the relative gravity parameter. (a) Occupant A may move to an
empty cell with probabilities: north 0.174, east 0.445, south 0.379, or west 0.000, or it
may also exchange positions with cell B with probability 0.379. (b) The grid
configuration after cell A exchanges with cell B. The parameters used are PBðABÞ ¼ 0:8;
JðABÞ ¼ 0:5; JðABÞ ¼ 2:0; absGðAÞ ¼ 0; and GDðABÞ ¼ 1:5.
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Figure 10 Illustration of the absolute
gravity parameter. Occupant A may move
to an empty cell with probabilities: north
0.153, east 0.421, south 0.421, or west
0.000. The parameters used are PBðABÞ ¼
0:8; JðABÞ ¼ 0:5; JðACÞ ¼ 2:0;
absGðAÞ ¼ 0; and GDðABÞ ¼ 0.
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acter of a system as it develops from initial conditions. This visualization can
be a dramatic portrayal of a process that opens the door to greater understand-
ing of systems in the minds of students. The second source of information is
the count of cells in different configurations such as those in isolation or those
that are joined to another cell. This pattern of cells is called the configuration
and is a rich source of information from which understanding of a process and
the prediction of unforeseen events may be derived. These are illustrated in the
following sections.

Number of Runs
It is customary to collect data from several runs, averaging the counts

over those runs. The number of iterations performed depends on the system
under study. The data collection may be over several iterations following
the achievement of a stable or equilibrium condition. This stability is reckoned
as a series of values that exhibit a relatively constant average value over a
number of iterations. In other words, there is no trend observed toward a high-
er or lower average value.

Types of Data Usually Collected
From typical simulations used in the study of aqueous systems, several

attributes are customarily recorded and used in comparative studies with prop-
erties. These attributes used singly or in sets are useful for analyses of different
phenomena. Examples of the use and significance of these attributes will be
offered in a later part of this chapter. The designations are

f0 fraction of cells not bound to other cells.

f1 fraction of cells bound to only one other cell.

f2 fraction of cells bound to two other cells.

f3 fraction of cells bound to three other cells.

f4 fraction of cells bound to four other cells.

fH free hydrogen fraction (in water) ¼ 1
2 of fraction of unbound cell

faces.

NHB number of hydrogen bonds per water cell¼ average count of joined
faces per cell.
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Figure 11 Illustration of rotation of variegated cells each iteration.
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In addition, the average distance that a cell travels may be another datum
collected.

AQUEOUS SOLUTION SYSTEMS

Water as a System

It has long been recognized that water plays an essential part in chemical
events especially those associated with drug phenomena including drug–recep-
tor encounters. Water is viewed as an active participant in the complex system
composed of drug–receptor–water. Along with these encounters, there are a
host of pharmacodynamic events occurring in aqueous solution including
drug absorption, distribution, metabolism, and elimination (ADME). It is
essential then to add to the understanding of this essential fluid and the com-
plex systems it forms when solutes enter its embrace.

When solution ingredients interact, there emerges in the system a set of
properties not clearly recognizable as additive contributions from the ingredi-
ents. There is formed a complex system characterized by new properties. The
subjects of complexity and emergent properties in drug research have been
reviewed by Kier and Testa.29 The complex nature of water and solutions is
recognized and has prompted some investigators to derive models based on
nonlinear combinations of ingredients. In particular, we have witnessed the
growth of MC and MD simulations of water that have added to our under-
standing of its complex character.30–34 However, the large amount of compu-
ter time required by MD and MC coupled with assumptions of specific force
fields produces certain limitations. An alternative to these two simulation
methods that reduces some of these problems is the cellular automata model
of dynamic synthesis.

A prominent model of water is that of an extended network of hydrogen-
bonded molecules that lack a single, identifiable, long-lived structure.35 The
hydrogen bonds continually form and break producing a constantly changing
mosaic when viewed at the molecular system level. This model lends itself to
simulation using dynamic methods such as cellular automata. Kier and
Cheng36 created such a model of liquid water using rules governing the joining
and breaking of water-designated cells. This model provided the computa-
tional basis for further studies of aqueous solution phenomena, described in
this part of the chapter.

The Molecular Model

We want to make clear just what the cells, the configurations generated,
and the cellular automata models represent. This effort will help with under-
standing the results of a simulation and limiting misunderstanding based on
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direct comparisons with molecular methods. A cell with a state value encoding
occupation by a particular object is not a model of a molecule with specified
electronic and steric features. These attributes are considered to be subsumed
into the rules. In studies on water and solution phenomena, reference to a cell
with a designated state and trajectory rules is made as a ‘‘molecule’’ for con-
venience.

In the models used in studies of aqueous phenomena, the trajectory of a
liquid water molecule is assumed to follow the connections of the hexagonal
ice lattice (Figure 12). Each vertex in that figure denotes a water molecule, and
each edge denotes a bonding relationship. This 3D network can be dissected
into a contiguous series of vertices arranged tetrahedrally around a central
molecule (Figure 13). Some or all of the vertices in each fragment may be
representative of a water molecule. The trace of each fragment may be mapped
onto a 2D grid [Figure 5(a)], which is equated with the mapping of a cellular
automaton von Neumann neighborhood. The cellular automata transition
functions (i.e., the rules) operate randomly and asynchronously on the central
cell i in each von Neumann neighborhood. Consequently, the new configura-
tion for each cell i and its neighborhood is derived independently of all other
cells outside of this neighborhood. The configuration of the system achieved
after all cells respond in random order to the rules constitutes one iteration.
This configuration is a composite of the collective configurations achieved in
all of the von Neumann neighborhoods. Each of these neighborhoods is a 2D
mapping of a tetrahedral fragment of the original 3D model. The model is a
representation of the configuration of a 3D system on the basis of it being an

Figure 12 The hexagonal pattern of water
molecules in a cluster, used as a model for
the trajectory of a single water molecule.

222 Cellular Automata Models of Aqueous Solution Systems



ensemble of discrete, orthogonal events occurring within that system. Other
studies using this approximation have been reported.37,38

Significance of the Rules

The breaking and joining rules described above have a physical parallel
in studies of water and solution phenomena. The breaking probability, PB(W),
governs the self-affinity of a water molecule, W. This probability has a rela-
tionship to the boiling point, described by the equation:

PBðWÞ ¼ 0:01TBð�CÞ ½4�

The companion rule, J(W), reflects the affinity of two W molecules. For water,
it is observed that the joining and breaking parameters are related as

log JðWÞ ¼ �1:50PBðWÞ þ 0:60 ½5�

These rules produce conditions in the cellular automata configuration that
simulate physical properties.

The relationship of a water molecule, W, and a solute molecule, S, is gov-
erned by the parameters PB(WS) and J(WS). Higher values of PB(WS)
and lower values of J(WS) reflect a weak interaction between water and the
solute. The opposite pattern of parameters characterize a closer physical

Figure 13 The tetrahedral pattern of a fragment of five water molecules in a cluster.
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relationship between water and solute. These patterns ultimately translate into
simulations of solubility, the hydrophobic effect, and diffusion preferences.

STUDIES OF WATER AND SOLUTION PHENOMENA

A Cellular Automata Model of Water

In a study of water, Kier and Cheng36 found relationships between the
average cluster size and viscosity, and between the fraction of unbound cells,
f0, and the vapor pressure. The number of water-designated cells was chosen
to be 69% of the cells in the grid, this value giving a concentration of unbound
water molecules in agreement with earlier predictions and experiments.30,39

More recent studies have examined all the fx attributes from the rules PB

and J, whereby the PB(W) value was systematically varied. A profile of water
cells, described by the fraction of each bonding type, f0–f4, for each ‘‘tempera-
ture’’, is shown in Figure 14. The values of f0 correspond closely to the values
used by Walrafen39 and Haggis et al.40 to predict the dielectric constant and
heat capacity of water. This finding led to the conjecture that the rules chosen
give rise to configurations mirroring physical reality. A test of this possibility is
reported in Table 1 where a set of equations relating several physical proper-
ties of water to attributes from the cellular automata simulations are shown. In
addition to the examples in the table, the free hydrogen fraction, fH, is close to
the value of about 15% reported from infrared (IR) evidence of the free OH
content.41 These correlations between simulated water attributes and various
physical properties suggest that the water model created with cellular auto-
mata has validity.36

The Hydrophobic Effect

The hydrophobic effect is a term describing the influence of relatively
nonpolar (lipophilic) substances on the collective behavior of water molecules
in their vicinity. The common expression is that water is ‘‘more structured’’ or
organized when in contact with a lipophilic solute. This behavior was observed
in a cellular automata model of a solute in water,42,43 which led to a study in
more detail.44 The hydrophobic effect was modeled by systematically increas-
ing the breaking probability, PB(WS), value, encoding an increasing probabil-
ity of a solute molecule, S, not to associate with water.

It was observed that low PB(WS) values, modeling a polar molecule,
produced configurations in which the solute molecules were extensively sur-
rounded by water molecules, a pattern simulating hydration or electrostric-
tion. Conversely, with high values of PB(WS) most of the solute molecules
were found outside of the water clusters and within the cavities. This config-
uration leaves the water clusters relatively free of solute; hence they are more
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structured or organized. This arrangement is a model of the molecular level
condition present in the hydrophobic effect. A typical configuration from
this study is shown in Figure 15. These results agree with MD simulations,31,45

and the interpretation agrees with evidence and models proposed for the
hydrophobic effect.46–48 The relationship between the PB(WS) rules and the

0

0

0.2

0.1

0.2

0.3

0.4

0.5

0.4
PB(w)

0.6 0.8 1

f(x)

f0

f1

f4

f2

f3

Figure 14 The fractions of water molecules in various levels of aggregation as a function
of the PB(W) value that correlates with the water temperature (Eq. [5]).

Studies of Water and Solution Phenomena 225



relative lipophilicity of a solute molecule is a useful rule for further studies on
solution phenomena.

Solute Dissolution

Cellular automata simulations of the dissolution process have been
described.42 The solute molecules, S, started in a solid block of cells at the cen-
ter of the grid. They are endowed with rules PB(S), J(S), PB(WS), and J(WS).
The attributes recorded from the dynamics were the f0(S), fraction of solutes
unbound to other solute molecules, plus the average number of solute–solute
joined faces, T(S), and the average distance that solute molecules have traveled
from the center of the block at some specific iteration, D(S). The f0(S) values
were interpreted to represent the extent of dissolution of the solute. The
decrease in the T(S) values characterize the extent of disruption of the solute
block, whereas the D(S) values quantify the extent of diffusion of solutes into
the surrounding water.

The effects of the four joining and breaking parameters, PB(WS), J(WS),
PB(S), and J(S), were studied using a high and a low numerical value for each.
From the results several conclusions were drawn about the influence of the
rules and about some aspects of the process. The extent and rate of the solute
cluster disruption, which is reflected by T(S), is primarily a function of the
PB(S) rule with secondary influence from the PB(WS) rule. A high value of
PB(S) is a rule governing a high probability of solute molecules separating
from each other; hence the rule may be viewed as the effective melting process
relating to crystal disruption. The dissolved state was considered to exist when
an isolated solute cell is present. The f0 fraction is a measure of the extent of
the modeled solubility. The extent of dissolution depends on both the PB(S)
and the PB(WS) rules. High values of PB(S) and low values of PB(WS) promote
an extensive degree of dissolution. A low value of PB(WS) characterizes a
solute that is relatively polar and hydrophilic. The studies also showed that
solutes with high PB(WS) values diffuse more rapidly than those with low
values. The interpretation is that the more lipophilic the solute molecule, the
greater its diffusion rate. It was also observed that simulations of higher
temperatures led to faster disruption of the block of solute, more f0 molecular

Table 1 Water Properties Related to Cellular Automata Attributes

Property Equation r2 Correlation

Vapor pressure log Pvðmm HgÞ ¼ 13:77ð f0 þ f1Þ þ 0:795 0.987
Dielectric constant e ¼ �224f1 þ 86:9 0.989
Viscosity ZðcentipoiseÞ ¼ 3:165f4 � 0:187 0.989
Ionization �logKw ¼ �20:94fH þ 16:43 0.999
Surface tension gðdyn=cmÞ ¼ 16:07NHB þ 22:35 0.970
Compressibility kð�106=barÞ ¼ �53:82 f3 þ 66:66 0.953
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configurations simulating greater dissolution, and more extensive diffusion of
these molecules through the bulk water. This profile is the expected pattern of
effects characteristic of increased temperature.

An interesting and unexpected observation arises from the graphical dis-
play of the disintegration of the solute block. The early stages of the disruption
occurred as a series of intrusions of cavities rather than water molecules into
the block. The cavities roamed throughout the block, behaving as ‘‘particles’’.
The entrance of water into the block structure appeared much later, after there
had occurred significant disruption and loss of solute molecules from the
block. An image of this behavior is depicted in Figure 16. This observation
was found for all parameter sets used in this study. The cellular automata
model of the dissolution process is in substantial agreement with experimental
evidence. This study produced some results suggesting ideas concerning a
familiar process.

Figure 15 A model of the hydrophobic effect. The dark cells represent water, the white
cells are cavities, and the gray cells are hydrophobic solute molecules.
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Aqueous Diffusion

A series of studies have been reported modeling the diffusion process in
water.49 Using the rules previously defined, we examined several characteris-
tics of a system to determine their influence on diffusion. The first study
revealed that solutes of high lipophilicity (low polarity) diffuse faster than
those of low lipophilicity (high polarity). This result is not commonly consid-
ered or reported. Diffusion studies are numerous in the literature, but compar-
isons with solute polarity are very scarce. Two such studies, however, support
the cellular automata model of this phenomenon.50,51

A model of relative diffusion rates as a function of water temperature
produced the expected result of greater diffusion with higher temperature.
Additional studies49 were conducted in an attempt to model the influence of
solution characteristics on solute diffusion. A series of dilute solutions were

Figure 16 A model of the disruption of a crystal in water. The dark cells represent water,
the white cells are cavities, and the gray cells are solute molecules.
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modeled whereby the relative lipophilicity of a solute S1 was varied. A second
solute, S2, was introduced at the center of the grid. The dynamics showed that
the solute S2 diffused faster when there is no cosolute and when the polarity of
S2 is low. The presence of the cosolute revealed that the diffusion of S2 was
fastest when the cosolvent S1 was lipophilic.

In another study,49 the grid was divided into two halves, the upper half,
containing a solution of a relatively nonpolar solute, while the lower half con-
tained a solution of a relatively polar solute. Between these two halves, a thin
layer of cells simulated a solution made up of a solute of intermediate polarity.
The dynamics created a model in which the solute in the middle layer prefer-
entially diffused into the upper layer containing the nonpolar solute. A second
study simulated an aqueous solution of intermediate polarity in the middle of
the grid. Surrounding this solution were regions with highly polar, intermedi-
ately polar, and nonpolar solutes in solution. A fourth region around the cen-
ter was pure water. The solute in the central section of the grid was allowed to
diffuse freely. It diffused more rapidly into the pure water; however, it second-
arily preferred the more nonpolar solution quadrant. This finding is consistent
with the results from the studies described above. The diffusion of a solute is
modeled to be faster when it is lipophilic and when cosolutes are lipophilic.

Immiscible Liquids and Partitioning

Cheng and Kier modeled the separation of immiscible liquids and the
partitioning of a solute between them.52,53 For this study, the cellular automa-
ta grid had to be modified to create a model of the differential effect on the
ingredients due to ‘‘gravity’’. To accomplish this, boundary conditions were
imposed at the upper and lower edges of the grid to contain the liquids in a
closed system. The differential effect of gravity was modeled by introducing
the rules described earlier.

The water cells were ruled to have high self-affinities and low affinities
with the other solvent. A PB(WS1) rule was chosen with a high value to endow
the two liquids with markedly different polarities. The emerging configuration
can thus be described as being an immiscible, two-phase system. Each experi-
ment began with a random distribution of equal numbers of water and S1 cells,
the sum totaling 69% of the grid space. The breaking and joining parameters
were chosen to create significant self-affinity between each type of ingredient
and a weak affinity between different types. The gravity terms were chosen to
favor the water cell moving to the lower position relative to the other solvent.

At a very early iteration time, there formed small, vertically oriented
stacks of water cells in the upper half of the grid and similar stacks of S1 in
the lower half of the grid. These stacks steadily enlarged and moved toward
the central part of the grid. Aggregation of each common type of cell stack
occurred as they moved toward the central section of the grid. An interface
formed with a greater concentration of water in the lower half while the
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second liquid dominated the upper half. The interface was unorganized with
large ‘‘fingers’’ of cells from each half projecting into the other half of the grid.
The configuration at the interface changed with each iteration but retained a
roughly similar pattern once a relatively constant configuration had been
reached. Some water and S1 cells wander in and out of the opposite phases,
producing an incomplete separation of phases. Figure 17 shows the interface
in this model. This interface structure and behavior has also been observed
from MD and MC simulations.54–59 The simulated events of the demixing pro-
cess present an intriguing model of a phenomenon that might be difficult to
examine experimentally.

A companion study52,53 tested the ability of this model to simulate the
partitioning of solute molecules between the two phases, governed by their
relative lipophilicity. The addition of a small number of solute molecules
was made to the initial, random mixture. As the dynamics proceeded, it was

Figure 17 A model of two immiscible liquids, black and gray cells, forming an interface.
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observed that the solute was associating with the patches of solvent to which it
had the closest parameter-governed affinity. As a relatively stable configura-
tion developed, the ratio of the solute molecules among the two phases became
relatively constant. This ratio is the partition coefficient of the solute between
the two phases. The dominant rules influencing the partition coefficient were
PB(WS2) and PB(S1S2), where the latter parameter reflects the affinity of the
solute for the two liquids W and S1, where S2 is the ‘‘solute’’ molecule.

Observing the course of the dynamics, we see a constantly changing pat-
tern from the random configuration at the outset to the eventual formation of
a disturbed interface and separated compartments of the two solvents. The
solute molecules moved rapidly to the patches in which the rules have ordained
an affinity. The solute molecules partitioned themselves among the patches
long before the two phases and the interface have formed.

Micelle Formation

The organization in a system of two immiscible liquids results from a
general pattern of behavior found among two molecules with little attraction
to each other. Another example of this can be found in the behavior of a mole-
cule that has two substructures with significantly different polarities. A term
applied to these molecules is amphiphile, denoting a molecule with a dual
polarity character. Under certain conditions, these molecules may interact
with one another to form large, long-lasting, functional structures called
micelles.60,61 These are organized and capable of entrapping solute molecules
and forming membranes in biological systems. A micelle is a structure formed
from the close interaction of the lipophilic fragments of amphiphiles plus the
electrostatic encounters of the polar end of the amphiphile with the surround-
ing water. Typically, the micelles assume a spherical structure with the nonpo-
lar fragments in the interior and the polar fragments on the periphery,
interacting with the aqueous solution.

The formation of micellular structures is a dynamic process that has been
modeled using cellular automata.62 The model of an amphiphile was created
by treating each face of a square automaton cell as an independent structure,
as described in Figure 4. Each face of this variegated cell can have its own set
of PB(X) and J(X) values. Three of the faces were considered as equivalent and
were endowed with rules modeling a lipophilic or nonpolar part of the amphi-
phile. The other face was treated as a polar fragment of the molecule and
assigned characteristic rules. The outcome of the dynamics was the creation
of structures in which the nonpolar fragments were in the interior of an aggre-
gation of cells while the polar fragment lay on the periphery as seen in
Figure 18. The interpretation of these organized clusters is that they model
a micelle. The dominant influence on the formation of these structures is the
extent of nonpolar character of the designated three sides of the cell. Of sec-
ondary influence is the polarity of the remaining face of the cell. If this is too
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polar, the micelle formation is retarded. Both of these influences produce mod-
els mimicking experiment.63,64

Another study on these variegated cells depicting an amphiphile revealed
a temperature effect on the critical micelle concentration (cmc) that was mini-
mal at about PB(W)¼ 0.25. Experimentally, the minimal cmc value occurs at
about 25 �C.64 The onset of the cmc was also modeled and shown to be depen-
dent on a modestly polar fragment of the amphiphile.

Membrane Permeability

An extension of the micelle and diffusion models was a simulation of the
diffusion of a solute through a layer of lipophilic cells simulating a membrane
separating two water compartments.65 A layer five cells wide was positioned
on a grid between two compartments, each filled with water. The membrane
cells were endowed with a PB(WS) rule making them lipophilic. The mem-
brane cells could move about within the layer according to their rule response,
but they could not escape from the layer. The two water cell compartments on
either side were assigned identical rules but were ‘‘colored’’ differently in order
to monitor their origins after some movement into and through the membrane
layer. This model included a section of a membrane with aqueous compart-
ments on either side. In biological structures, this might be a living cell mem-
brane or tissue in an aqueous environment. Of interest was how effectively this
cellular automata model reflected experimental evidence about diffusion
through a membrane. It is recognized that water and some small molecules
pass through membranes by passive diffusion.66 The cellular automata
dynamics revealed that water molecules from both compartments pass into
and through the membrane as expected.

To model the behavior of a solute in a membrane environment, 15 cells
simulating solute molecules at a concentration of 0.01 were positioned ran-
domly near the lower edge of the membrane surface. These cells were endowed
with rules making them hydrophilic. As the dynamics proceeded, it was

d e

Figure 18 Two examples of micelles formed from the dynamics of amphiphile
interactions. The dark faces represent the polar exterior of the molecules, and the light
faces represent the lipophilic fragments of the amphiphiles.
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observed that more water molecules from the upper compartment passed into
and through the membrane than water from the lower compartment. Since the
solute molecules were hydrophilic, the membrane was relatively impervious to
their passage. The behavior of this model is consistent with experimental
observations collectively referred to as an osmotic effect.

A further part of the study65 was designed to examine the effects of var-
ious degrees of lipophilicity of the solute molecules. As the lipophilicity of the
solute increased, it was observed that an increasing number of solute particles
passed through the membrane from the lower aqueous compartment. There
was no accumulation of solute molecules within the lipophilic membrane.
At a level of lipophilicity midway on the scale, that is, about PB(WS)¼ 0.5,
there was an abrupt change in this behavior. Beyond this critical lipophilicity,
the number of solute molecules passing through the membrane started dropp-
ing (Figure 19) until the number is nearly zero. At the critical lipophilicity, the
accumulation of solute molecules in the membrane increased sharply (Figure
19). The passage of drug molecules of varying lipophilicity into the central ner-
vous system or other body compartments is known to follow this general pat-
tern. It has not been noted, however, that a change in diffusion may be so
abrupt with so small a change in the lipophilicity as the cellular automata
models predict. The modeling suggests that a very modest change in molecular
structure changing the lipophilicity on either side of the critical PB(WS) value
might produce a significant change in the degree of diffusion through a mem-
brane. This concept may be of value in molecular design directed toward reg-
ulating membrane passage.

The observation that levels of lipophilicity above the critical PB(WS)
value produce a dramatic increase in the concentration of the solute molecules
in the membranes can have consequences in terms of the need for an accurate
understanding of molecular changes that enhance membrane absorption. This
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and (b) lodging within the membrane, ~.

Studies of Water and Solution Phenomena 233



observation led to the speculation that the increasing concentration of solute
molecules within the membrane should retard somewhat the flux of water
through the membrane. Retardation was indeed found to result from increas-
ing the PB(WS) value of the solute molecules beyond the critical point
(Figure 20). At the critical PB(WS) value, the flux of water through the mem-
brane went from a relatively constant amount to a lower level, decreasing with
increasing PB(WS) values. This behavior has apparently not been noted or
studied, but it provokes interest to seek experimental confirmation.

Acid Dissociation

The success with the variegated cell in creating a model of an amphi-
phile,62 described above, opened the possibility of using a similar type of
cell to model an organic acid molecule. The dissociation of an acid and the
influence of the environment on this process was investigated67 using the gen-
eral reaction scheme shown in Figure 21. A cell modeling an organic acid
molecule was divided into two parts, one face representing the carboxyl
group Y, and the other three faces, X, representing the nondissociating, non-
polar parts of the acid molecule. The rules assigned to each face corresponded
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Figure 20 The flux of water through the membrane as a function of changing solute
lipophilicity.

X Y X Y+ W W A H A + H

(d)(c)(b)(a)

Figure 21 The scheme employed in the modeling of the dissociation of an organic acid.
Scheme (a) denotes the neutral organic acid with the Y sector representing the carboxyl
group and X the remainder of the molecule. Scheme (b) denotes the hydrated organic
acid. Scheme (c) denotes the water–acid ion pair. Scheme (d) denotes the dissociated
acid and a hydronium ion.
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to their lipophilicity relative to water. The acid molecule moved through the
water the same as any solute molecule in the previously described studies. The
‘‘strength’’ of the acid, that is, its propensity to dissociate, was governed by the
probability rule, PD, shown as the change from (b) to (c) in Figure 21. The
anion, A, and the hydronium ion, H, moved about the system as separate
ingredients. The hydronium ion was endowed with greater mobility because
it is known to move rapidly from one oxygen to another within the hydro-
gen-bonded system of water. This mobility was accomplished by allowing
any of the four possible neighboring water molecules to exchange positions
with the hydronium cell H.

The purpose of the modeling was to examine the influence of the solution
environment on the extent of dissociation of an organic acid. A series of stud-
ies was performed initially to establish the validity of the model in preparation
for later work. An initial test of the model was to vary the PD value and moni-
tor the concentration of products. As expected, an increase in the PD rule pro-
duced an increase in the calculated acid dissociation constant Ka. A second
study examined the influence of acid concentration on the observed properties.
As expected, the Ka was approximately constant over a modest concentration
range. A third study considered the effect of water temperature on the acid dis-
sociation. As the modeled water temperature was increased by increasing the
PB(W) value, the value of the Ka decreased, in agreement with a common, but
not universal, observation of the effect of temperature on acid dissociation.
These three preliminary studies thus revealed emerging attributes consistent
with experimental observations.

The next study on solution environment influences included the presence
of another molecule in the solution. This cosolute was endowed with an attri-
bute of nondissociation. Its lipophilicity was varied in a series of studies reveal-
ing that the dissociation of the acid decreased when the lipophilicity of the
cosolute decreased. These results may present a new insight into this effect.

The interaction of two acids of different strength was also simulated
using basically the same model. The observed dissociations revealed a strong
and unequal influence of the two acids on each other. Both acids exhibit a sup-
pression in their dissociations relative to their behavior in pure solution. The
weaker acid is significantly more suppressed than the stronger acid. The
decrease in dissociation of the two acids in a mixture cannot be readily calcu-
lated from the acid concentrations and their individual dissociation constants
because of the complicating influences of ionic solvation effects on the water
structure plus temperature factors.68 Thus the cellular automata model may
offer a distinct advantage in this regard.

Percolation

Percolation is a phenomenon associated with ingredients in a system
reaching a critical state of association so that information may be transmitted
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from one ingredient to another across or through the system without interrup-
tion. Some objects are distributed over a space in a random fashion. Because of
the scarcity of these objects, little or no physical contact is encountered. No
information is exchanged within the system. If enough additional objects are
randomly added to the system, there arises a finite probability that some of
these objects may be associated to form clusters. There is some exchange of
information within the clusters, but they are isolated and so the information
exchange is confined within each cluster. If enough objects are randomly
added to the system, the possibility arises that some clusters may appear as
a single cluster that spans the entire length or width of the system. This span-
ning cluster produces a conduit over which an uninterrupted flow of informa-
tion is possible across the system. This flow of information takes place via a
process called percolation. The minimum number of objects in the system
necessary to have a finite probability of percolation occurring is called the per-
colation threshold or percolation point.

Percolation is widely observed in chemical systems. It is a process that
can describe how small, branched molecules react to form polymers, ulti-
mately leading to an extensive network connected by chemical bonds. Other
applications of percolation theory include conductivity, diffusivity, and the
critical behavior of sols and gels. In biological systems, the role of the connec-
tivity of different elements is of great importance. Examples include self-
assembly of tobacco mosaic virus, actin filaments, and flagella, lymphocyte
patch and cap formation, precipitation and agglutination phenomena, and
immune system function.

The onset of percolation and the conditions that produce this phase-tran-
sition phenomenon have been of considerable interest to many disciplines of
science. The classical studies have focused on immobile ingredients in a system
that increase in concentration by randomly adding to the collection of parti-
cles. It is possible to estimate the conditions leading to the onset of percolation
under these circumstances. When the ingredients are in motion, this estimation
is far more difficult. It is an obvious challenge that was tackled using cellular
automata.

The studies69 were designed to reveal several attributes of the dynamic
system. The first of these is the configuration of the system as additional cells
were added to the grid. Of particular interest were the relative proportions of
the five possible configurations of the cells, described by the concentrations of
each configuration, fx, defined earlier in this review. The second attribute stud-
ied was the growth of the size of the largest cluster as the number of cells in the
system increases. Of prime interest is the concentration of occupied cells at
which the percolation phenomenon occurs. Also of interest were the occupied
cell concentration when the onset of percolation begins and the occupied cell
concentration where percolation is occurring, on average, 50% of the time.
The study also looked at the information content of the system as a function
of concentration change and at possible relationships among attributes of the
system.
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A series of runs were made starting with a concentration of 100 occupied
cells in a grid of 3025 cells. Successive increases in the occupied cell concen-
tration were introduced in increments of 100. The concentrations of the five
configurations, f0 through f4, were recorded for each occupied cell concentra-
tion. The size of the largest cluster was also recorded at each occupied cell con-
centration. Finally, the occupied cell concentrations at which the onset of
percolation takes place and at which there is a 50% probability of percolation
were recorded.

The percolation point in these studies was calculated from the concentra-
tion producing a 50% probability of percolation. A comparison between these
percolation onset concentrations and the concentrations corresponding to the
maximum Shannon information content, Imax, revealed a close correspon-
dence.69 The Imax concentration appears to be very close to the percolation
onset concentration for each of the three parameter sets. The largest cluster
size at a concentration producing 50% percolation was about the same for
all parameter sets. This size is a cluster size occupying close to 20% of the
grid area in these studies. Stated another way, as the concentration increases
for any parameter set study, there is a relatively common cluster size corre-
sponding to a 50% probability that percolation will occur. This interpretation
is an alternative definition of a percolation point when the system is dynamic.
It appears from this modeling that a maximum of diversity among the fx types
is necessary to create conditions in which the percolation process may begin.

SOLUTION KINETIC MODELS

First-Order Kinetics

Many important natural processes ranging from nuclear decay to uni-
molecular chemical reactions are first order, or can be approximated as first
order, which means that these processes depend only on the concentration
to the first power of the transforming species itself. A cellular automaton
model for such a system takes on an especially simple form, since rules for
the movements of the ingredients are unnecessary and only transition rules
for the interconverting species need to be specified. We have recently described
such a general cellular automaton model for first-order kinetics and tested its
ability to simulate a number of classic first-order phenomena.70

The prototype first-order transition is radioactive decay, A! B, in which
the concentration [A] of a species A decreases according to the rule that each
A ingredient has a probability Pt(A,B) per unit time (here, per iteration) of
converting to some other form B. For small numbers of A ingredients, the
actual decay curve observed for [A] is rather jagged and only roughly exponen-
tial, as a result of the irregular decays expected in this very finite, stochastic
system, as illustrated in Figure 22. However, as the number of decaying ingre-
dients is increased, the decay curve approaches the smooth exponential fall-off
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expected for a deterministic system obeying the rate equation

d½A�=dt ¼ �k½A� ½6�

This smooth decay is also illustrated in Figure 22.
When a reverse transition probability Pt(B,A) for the transition B! A is

included, the model simulates the first-order equilibrium:

A !B

Here too, the finite size of the system causes notable fluctuations, in this case in
the value of the equilibrium constant K, which fluctuates with time about the
deterministic value

K ¼ PtðA;BÞ=PtðB;AÞ ½7�
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Figure 22 Exponential decays (offset) for first-order models with (a) 100 cells, (b) 400
cells, and (c) 2500 cells. The transition probability is 0.04 per/iteration.
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As an example, for 10 trials with 400 ingredients taking Pt(A,B)¼ 0.05 and
Pt(B,A)¼ 0.04, we obtained K¼ 1.27 with a standard deviation of 0.13, com-
pared to the deterministic value of 1.25. As a further test of the model, one can
ask whether it is ergodic (see Sklar71 for a discussion) in the sense that the
average of K over time (i.e., for a single system observed for a long time after
reaching equilibrium) is equal to the average K for identical systems taken at a
particular time in a large number of trials. When this was tested for 1000 time
steps (separated by 100 iterations) versus 1000 trials, the results were statisti-
cally identical, indicating that the first-order cellular automaton model is sen-
sibly ergodic.70

The first-order model can also be used to examine sequences of transfor-
mations of the form A ! B ! C � � �. For the simple example A ! B ! C,
the concentration of the initial reactant A falls exponentially, that of the inter-
mediate species B rises then falls, and that of C builds up as it is fed from B.
These time-dependent changes are illustrated in Figure 23 using one set of
transformation probabilities.
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Figure 23 Pattern of cell counts for a 100� 100 cell simulation of two consecutive first-
order reactions A!B!C, showing the rise and decay of the intermediate species B.

Solution Kinetic Models 239



The series model can be extended to longer series and to the inclusion of
reversibility to illustrate a variety of fundamental kinetic phenomena in an
especially simple and straightforward manner. Depending on the relative rates
employed, one can demonstrate the classic kinetic phenomena of a rate-limit-
ing step and preequilibrium,72 and one can examine the conditions needed for
the validity of the steady-state approximation commonly used in chemical
kinetics.70

Kinetic and Thermodynamic Reaction Control

Parallel competing reactions

A! B ½8�
A! C ½9�

can be simulated.70 An especially interesting example is present when the reac-
tions are reversible:

A !B ½10�
A !C ½11�

With properly chosen transformation probabilities, cellular automata can be
used to examine the conditions governing thermodynamic and kinetic control
of reactions.73 Knowledge of such conditions is an important element in
organic synthesis74,75 and is an important consideration for many industrial
reactions.76,77 Figure 24 shows a reaction being modeled with the parameters
Pt(A,B)¼ 0.01, Pt(A,C)¼ 0.001, Pt(B,A)¼ 0.02, and Pt(C,A)¼ 0.0005, and a
set of 10,000 ingredients. Starting with reactants A, the kinetically favored
product B is produced in excess in the initial stages of the reaction, whereas
at later times the thermodynamically favored product C gains dominance.
The number of interacting species (10,000) is rather large in this illustration,
and the results of the cellular automata model are in good agreement with
those found in a deterministic, numerical solution for the same conditions.78

For example, the cellular automata model yields final, equilibrium concentra-
tions for species B and C of [B]¼ 0.1439�0.0038 and [C]¼ 0.5695�0.0048
compared to the reported deterministic values of 0.14 and 0.571, respectively.

Excited-State Kinetics

Another important application of the first-order model is the examina-
tion of the ground- and excited-state kinetics of atoms and molecules.79 These
systems are characterized by competing first-order transitions representing
both radiative and nonradiative processes. The radiative processes normally
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include light absorption from the ground state as well as fluorescence and
phosphorescence originating from the excited states. The nonradiative pro-
cesses include spin-allowed internal conversions and spin-forbidden inter-
system crossings. The ‘‘species’’ in this case are the different atomic or
molecular electronic states involved, represented in the visualizations by differ-
ent colors. Cellular automata models can be constructed to represent both
pulse conditions, which are normally used, for example, to determine
excited-state lifetimes, and steady-state conditions, which are customarily
employed to determine spectra and the quantum yields of the processes taking
place. Pulse conditions are simulated by starting all the ingredients in a partic-
ular excited state or in a distribution of excited states characteristic of a start-
ing distribution created by some process of interest; the states are allowed to
decay according to the transition probabilities appropriate to that system, and

Figure 24 Illustration of kinetic and thermodynamic reaction control: B is the
kinetically favored product (higher probability of formation from A), and C is the
thermodynamically favored product (greater equilibrium constant with A).
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the time evolutions of their populations are followed. Under pulse conditions,
the decays eventually lead to a condition in which all of the ingredients are
in the ground state (in the absence of additional trapping states). For steady-
state conditions, additional transitions from the ground to the excited states
are introduced with appropriate transition probabilities.

One illustration of the excited-state cellular automata model is the
dynamics of the excited-state transitions of oxygen atoms.80 The oxygen
atom has a 3P ground state and 1S and 1D excited states. Emissions from
the latter two excited states play an important role in the dramatic light dis-
plays—the aurora borealis or ‘‘northern lights’’—seen under certain condi-
tions in the northern polar skies and similar emissions have been detected in
the atmospheres of Mars and Venus. The excited states are believed to be pro-
duced mainly by dissociative recombinations of ionized oxygen molecules and
electrons generated in the atmosphere by ultraviolet (UV) bombardment dur-
ing the daylight hours.81,82

Oþ2 þ e� ! O*þO** ½12�

In this equation, the species O* and O** are unspecified atomic oxygen states,
3P, 1S, or 1D. The most prominent feature in the atmospheric displays is nor-
mally the green, spin-allowed 1S! 1D transition appearing at 5577 Å.

Using transition probabilities taken from the compilation of Okabe,83

we simulated the dynamics associated with these atomic transitions under
both pulse and steady-state conditions. For the pulse simulations, two starting
conditions were examined: the first in which all ingredients started in the
upper 1S excited state, and the second in which the ingredients started in a dis-
tribution believed characteristic of that produced by the dissociative recombi-
nation process in Eq. [12].82 The simulations yield excited-state lifetimes and
luminescence quantum yields consistent with the experimental observations
for these properties. An interesting feature arising from these studies is the pos-
sibility that a 1D/3P population inversion could occur under certain atmo-
spheric conditions, as a result of the exceedingly long lifetime of the 1D
state, estimated to be about 200 s.82

Second-Order Kinetics

Several groups have developed cellular automata models for particular
reaction–diffusion systems. In particular, the Belousov–Zhabotinsky oscillat-
ing reaction has been examined in a number of studies.84–86 Attention has
also been directed at the AþB!C reaction, using both lattice-gas
models 87–90 and a generalized Margolus diffusion approach.91 We developed
a simple, direct cellular automaton model92 for hard-sphere bimolecular chem-
ical reactions of the form

Aþ B! CþD ½13�
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As before, the different species are assigned different colors in the visualiza-
tion. In this model, the reactant and product species diffuse about the grid
in random walks. When the species A and B encounter each other (come to
adjacent cells) on the grid, the probability that these species transform to C
and D is determined by an assigned reaction probability Pr(AB). The simula-
tions take place on a toroidal space such that ingredients leaving the grid on
one side appear at the opposite edge. Initially, the ingredients are placed ran-
domly on the grid.

The production of species C over time for starting counts of 100 A and
200 B ingredients on a 100� 100¼ 10,000 cell grid is shown in Figure 25. The
expected second-order rate law

d½C�=dt ¼ k½A�½B� ½14�

Figure 25 Irreversible second-order reaction Aþ B! CþD, with Pr(A,B)¼ 0.1 and
initial conditions [A]0¼ 100 cells, [B]0¼ 200 cells.
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is found to be obeyed in the simulations, subject to fluctuations expected for a
system containing a finite number of reacting ingredients. When the results
from a number of trials are combined to mimic, in effect, the results for a
much larger system, the fluctuations become relatively small and the results
approach the deterministic forms.

When a back reaction CþD!AþB with probability Pr(C,D) is
included in the automaton rules, the equilibrium

Aþ B  ! CþD ½15�

can be simulated. Once the system has stabilized from its initial nonequilib-
rium concentrations, fluctuations about the equilibrium concentrations occur
over time, and the relative size of these fluctuations decreases as the number of
ingredients increases. Figure 26 shows the approach to equilibrium that occurs
for an initial system containing 300 A cells and 400 B cells on a 100� 100 cell
grid, with reaction probabilities Pr(A,B)¼ 1.0 and Pr(C,D)¼ 0.5.

Figure 26 Reversible second-order reaction Aþ BÐ CþD, with Pr(A,B)¼ 1.0, and
Pr(C,D)¼ 0.5. Initial conditions are [A]0¼ 300 cells, [B]0¼ 400 cells, [C]0¼ [D]0¼ 0.
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A variation of this theme occurs in a pseudo-first-order reaction. This
type of reaction involves an actual second-order reaction, AþB!CþD, in
which one of the reactants, say B, is present in sufficient excess that its varia-
tion becomes effectively unnoticeable. Simulations with, for instance, 50 A
ingredients and 1000 B ingredients, can bear out the expectation that the reac-
tion kinetics are such that the rate of production of C and D appears to depend
only the concentration of A.

This second-order model is a first step toward the examination of more
complex models that will include, for example, the influences of intermolecu-
lar forces (departing from the hard-sphere ideal), solvent, temperature, and
other features. Variations such as the inclusion of unstable intermediate spe-
cies and additional reactions can also be simulated, so that, potentially, quite
complex systems can be studied.

Enzyme Reactions

Many aqueous solution cellular automata models discussed earlier were
created for systems in which there have been no changes in the states of any
cells that model ingredients. Of great interest are the reactions catalyzed by
enzymes, the engines of biochemical function. Some studies relating to this
have been reported,89,90 but more attention to this area of modeling would
be of value. A recent study on the kinetics of an enzyme reaction93 considered
the Michaelis–Menten model shown in Eq. [16].

Eþ S  ! ES! Eþ P ½16�

Rules selected for this reaction included the joining and breaking probabilities
as described earlier. In addition, it was necessary to include a probability of
conversion, Pc, of an enzyme–substrate pair, ES, to an enzyme–product pair,
EP, that was programmed to be an irreversible event. The cells designated as
enzymes, E, were not permitted to move, and their random distribution in the
grid limited them to a separation of at least 10 cells. Once a substrate molecule
joined with an enzyme, no other pairings were possible. The lipophilicity of
the substrate and product molecules were varied using the PB(WS) and PB(WP)
rules.

The dynamics were run for several concentrations of substrate and var-
iations in the Pc values. Initial velocities of the reaction were recorded. The
Michaelis–Menten model was observed and characteristic Lineweaver–Burk
plots were found from the model. Systematic variation of the lipophilicity of
substrates and products showed that a lower affinity between a substrate and
water leads to more of the S! P reaction at a common point along the reac-
tion progress curve. This influence is greater than that of the affinity between
the substrate and the enzyme. The study created a model in which the more
lipophilic substrates are more reactive. The water–substrate affinity appears
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to influence primarily the concentration of the ES complex at the observed
point along the reaction progress curve. A low affinity between water and sub-
strate favors a high ES concentration at this point. A hydrophilic substrate
appears to be more entrapped in the water continuum, hence to be less avail-
able to the enzyme. It was also observed that an accumulation of product
molecules around the enzymes coincides with a decline in the reaction rate.

An Anticipatory Model

An anticipatory system is one in which information is sent from an ele-
ment in the early stages of a sequence of events to a nonacting element that
will arise in that sequence. The information sent ahead prepares the future ele-
ment to function based on information arising in advance of the normal
sequence of events. The unmanifested element anticipates its ultimate manifes-
tation in the sequence. An anticipatory system has been modeled by Kier and
Cheng94 using the dynamic characteristics of cellular automata. A concentra-
tion of an intermediate product influences the creation of a supplemental
enzyme that enhances the competence of an enzyme downstream. This antici-
pation of a future event creates a condition in which the concentration of a
later substrate is suppressed, a property characteristic of the system.

The anticipatory model employed in this study had the following step-
wise reactions.

Aþ e1 ! Ae1 ! Be1 ! Bþ e1 ½17�

Equation [17] is the conversion of A to B, assuming an irreversible first-order
reaction catalyzed by the enzyme e1. The rules governing the initial encounter,
PB(Ae1) and J(Ae1), are set at the beginning of each run. The next step in the
reaction is modeled as shown in Eqs. [18].

Bþ e2 !Be2 ! Ce2 ! Cþ e2 ½18a�
Be2 ! Ce2;4 ! Cþ e2;4 ½18b�

If the system is not an anticipatory one, the conversion of Be2 to Ce2 would
follow only one route. If the system is anticipatory, as shown, there are two
paths for the conversion of Be2. The formation of e2,4 represents an enzyme
that may function upon substrates B or D (Eqs. [19] and [20]).

Cþ e3 ! Ce3 ! De3 ! Dþ e3 ½19�
Dþ e4=e2;4 ! De4=e2;4 ! Ee4=e2;4 ! Eþ e4=e2;4 ½20�

Thus the available enzyme to convert B to C is the same for an anticipatory or
nonanticipatory system. In the case of an anticipatory system, there is formed,
in advance of the creation of substrate D an enzyme, e2,4, that will enhance the
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reaction of D and e4 to form product E. Substrate B serves as a predictor of the
concentration of D, reducing its accumulation, relative to that in a nonantici-
patory system. Substrate D is confronted with an enhanced competence of its
specific enzyme, modeled by e4 and e2,4 facilitating the conversion of D to E.
The decrease in the concentration of D is the property of the anticipatory sys-
tem that is created by the feed-forward influence of e2,4.

In each study, the dynamics revealed concentrations over time that are
influenced by the presence or absence of a feed-forward or preadaption state
in the system. The concentration of A steadily diminishes as successive concen-
trations of B, C, and D rise and fall at the same levels. The concentration of E
rises at the end of the run, eventually becoming the only ingredient in the sys-
tem. The concentration of D is ca. 0.25 in a nonanticipatory model. In con-
trast, with an anticipatory or feed-forward step in the system there is created
an additional amount of enzyme specific for substrate D (enzyme, e2,4) that is
available at a future time to catalyze the conversion of D to E. This anticipa-
tory attribute creates a property of the system in which the concentration of
ingredient D is not allowed to accumulate to its normal level. In contrast, the
concentration of D in an anticipatory model is approximately 0.13, about half
the D concentrations for the nonanticipatory models. The concentration of B
therefore serves as a predictor of the concentration of D at a later time.

Chromatographic Separation

Models of chromatographic separation based on cellular automata have
been reported.95 Solvent cells were randomly distributed over the grid at the
initiation of each run. These 5230 cells, designated W, constituted 69% of the
cells in the grid before the introduction of any other ingredients. The station-
ary phase, designated B, was simulated by the presence of cells distributed ran-
domly over the grid, replacing 600 W cells. The B cells were immobile and
were positioned at least three cells from another B cell. The solute cells, usually
simulating a mixture of two different compounds, were represented by 10 cells
each. These solutes replace a corresponding number of W cells and were posi-
tioned initially on the first row of the column.

The movements of the solutes and mobile phase in the grid were gov-
erned by rules denoting the joining and breaking of like or unlike cells. The
gravity term was applied uniformly to all ingredients except the stationary-
phase cells. The position of each solute cell was recorded at a given row in
the ‘‘chromatographic’’ column after a certain number of iterations. Each run
was repeated 100 times to achieve an average position on the column for 1000
cells of a certain solute. The position of the peak maximum was determined by
summing the number of cells found in contiguous groups of 10 rows on the
column. These averages were then plotted against the iteration time.

The gravity parameter for each ingredient in the simulation defines
the flow rate. The polarity of the solvent, W, is encoded in the relative
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self-association experienced, which in turn is governed by the rules, PB(W) and
J(W). High values of PB(W) and low values of J(W) simulate a weak self-asso-
ciation, corresponding to a relatively nonpolar solvent. The migration of the
solutes was found to be faster when the solvent was nonpolar. Another study
in the same paper95modeled the influence of the relative affinities of solutes for
the stationary phase B. This affinity is encoded in the parameters PB(SB) and
J(SB). High values of PB(SB) and low values of J(SB) denote a weak affinity.
These parameters characterize the structural differences among solutes that
give rise to different migratory rates and separations in chromatography.
These studies revealed that solutes with a greater affinity for the stationary
phase migrated at a slower rate.

The effect of solvating the stationary phase was significant because this
property reflects the variability of this ingredient in the selection of suitable
solvents for experimental work. The variation in this property was encoded
into the PB(WB) and J(WB) parameters. A low value for the PB(WB) and a
high value for the J(WB) parameters denotes a strong affinity of the solvent,
W, for the stationary phase B. The study revealed a modest influence of the
parameters on migration through the ‘‘column’’ but a greater influence on
the relative resolution among the two solutes in each study. The greater the
relative solvation of the stationary phase, the poorer the resolution.

CONCLUSIONS

The examples given here illustrate some of the capabilities that cellular
automata models have for enhancing our understanding of complex, dynamic
systems in chemistry.96 They also give a hint of some of the potential richness
that these models may hold for the future. The limitations of the cellular auto-
mata models are quite clear: they do not make use of the customary tools of
the trade—the molecular structures, the force fields, the energetic calculations,
and their associated equations—that are so firmly embedded in our training
and experience as computational chemists. Yet the absence of these tools
also contributes to the strength of the method. In the absence of these tools,
the modeler is forced to design appropriate ‘‘rules’’ that encapsulate the nature
of things, thereby making the modeler an active participant in the process of
understanding the complex systems under investigation. The heuristic rules,
moreover, yield models that have an attractive simplicity, are computationally
undemanding, and are readily visualizable. They also enable, in many cases, a
parsing of the influences in a complex system—say, changing the temperature
of one component and not of another—that can lead both to a better under-
standing of how these factors influence behavior and to the discovery of new
insights and possibilities.

The cellular automata models described here contained some novel tech-
niques for this paradigm. The use of a gravity rule to set the stage for the
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demixing of immiscible liquids is one example. Another is the use of a varie-
gated cell with independent states and trajectory rules for each of the four
faces. These innovations have greatly enhanced the potential for cellular auto-
mata models to explore new areas of dynamic systems.

We close with two quotations. The first describes in a general way both
the limitations and the promise of modeling work:97 ‘‘Because models of this
sort may provide an unjustified sense of verisimilitude, it is important to recog-
nize them for what they are: imitations of reality that represent at best indivi-
dual realizations of complex processes in which stochasticity, contingency,
and non-linearity underlie a diversity of possible outcomes. Individual simula-
tions cannot be taken as more than representative of this diversity, but
repeated simulations can provide statistical ensembles that contain robust ker-
nels of truth.’’ The second quote positions the models between theory and
experiment:98 ‘‘It is worthwhile to emphasize that the computer based models
offer a half-way house between theory and experiment. They have the rigor of
mathematical models without the generality, while allowing the selection and
repeatability of good, critical experiments without the enforced connection to
reality.’’

APPENDIX

The computations were done on personal computers using a suite of pro-
grams called DING HAO. The programs are written in C.

Computing the Moving Probability

The moving probability is defined as follows:

Let A be a molecule and let S be the set of directions in which the j
cell [see Figure 5(a)] of A is empty. Let n be the number of empty j
neighbors [see Figure 5(a)] of A. We describe the computed direction
breaking probability at d direction, written as dirPB(d), as: dirPB(d)¼ 1
if the j cell at A’s d direction is empty, dirPB(d)¼PB(AB) otherwise,
where B is the molecule at the j cell in the d direction of A.

Let Q be the product of dirPB(d) for all d in S.

Let J(d)¼ 1 if the k cell and the j cell [see Figure 5(c)] at A’s d direction
are empty, J(d)¼ J(AB)þ y if only the j cell at A’s d direction is empty,
and the k cell at A’s d direction is occupied by the molecule B, where y ¼
absG(A) if d¼ south, y¼ 0 otherwise. Then y¼GD(AB) if the j cell at A’s
d direction is occupied by the molecule B. Furthermore, in this case, n
should be incremented by 1.
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Let temp¼ (n/Q)�1, if Q> 0.

Let MP(d) be the probability of moving in a direction d and define it
as follows:

MPðdÞ ¼ f=½1þ temp =JðdÞ� if Q>0, where f is the free movement
probability of A, MPðdÞ ¼ 0 otherwise.

Let MP be the sum of MP(d) for all four directions.

Normalize MP(d) if it is necessary. That is, change MPðdÞ to MPðdÞ=MP
for all directions d if MP>1.

We choose this method to compute the moving probability because:

1. It allows a simple computation.
2. It allows the influence of k cells, but the effect is limited so that the

influence of one direction does not overshadow the influence from other
directions.

3. When JðABÞ ¼ 1, and all adjacent j cells to the occupant are empty, the
probability of moving in any direction is 0.25 of its free movement
probability. This reduced joining parameter agrees with the intuitively
reasonable assumption that any occupant should not be biased on any
direction (unless gravity is considered).

The directional moving probabilities are computed for various configura-
tions and rules, giving the results in Figures 7–10.
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APPENDIX

Books Published on the Topics
of Computational Chemistry

Kenny B. Lipkowitz and Donald B. Boyd

Department of Chemistry, Indiana University-Purdue University
at Indianapolis (IUPUI), Indianapolis, Indiana 46202-3274

INTRODUCTION

Computational chemistry is at the intersection of chemistry, mathe-
matics, computer science, physics, library science, biology, and materials
science. Although computational chemistry borrows from and contributes to
these other sciences, it can be considered in its own right as a well-defined dis-
cipline for several reasons including having its own representation as the Com-
puters in Chemistry division of the American Chemical Society, a Gordon
Research Conference,1 university courses, a five-volume encyclopedia,2 and
many journals targeted at all or parts of computational chemistry. The disci-
pline has gained both recognition and respect over the years.

Although computational chemistry, in one form or another, has been
around for 50 or so years, the crystallization of this area of science has taken
place only in the last 20 to 25 years. During the past decade, the importance of
computational chemistry has grown considerably. Indeed, this was one of the
reasons for creating Reviews in Computational Chemistry; there existed a
need for bringing to this audience reviews, tutorials, advances, and informa-
tion related to what we do as a group.

As editors, we occasionally receive inquiries from around the world on
various aspects of the field. One question we get is what publications and
books exist in our field. A common scenario involves a molecular modeler
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or information scientist from a small, startup biotechnology company with a
budget for essential literature and books, but does not know what is available
nor what is most pertinent. Likewise smaller academic institutions may
become aware of computational chemistry, and some of their faculty and
librarians have budgets for such material, but they too are not fully aware
of what has been published on the subject of computational chemistry. Such
information exists, of course, but we have not been able to find a single source
of books in our discipline. Accordingly, we created a compilation here that we
hope will be useful to our readers.

To gather this information, we relied primarily on SciFinder Scholar to
search for key words, topics, or authors in the Chemical Abstracts Service
(CAS) database. SciFinder searches CAS’s CAplus, which is their main data-
base of abstracts of journal articles and other literature. The search task was
not straightforward. Whereas abstracts of individual articles are often long
and detailed, the descriptions of books are minimal. Most unfortunately, indi-
vidual chapters in many multiauthored books have not always been well
abstracted by CAS; often the chapters are listed with little more than the num-
ber of references cited.

Moreover, SciFinder was not immediately able to locate all entries per-
tinent to each search topic. A good example of this involved the key words
‘‘computational chemistry’’. Most volumes of Reviews in Computational
Chemistry were located with this query, but four volumes were not. Similarly,
we found gaps in hit lists for other books suggesting that multiple ‘‘sweeps’’
through the CAplus database using various key words were necessary to
obtain a fuller list. For instance, simply relying on a search for books on quan-
tum mechanics using the search string ‘‘quantum mechanics’’ was ineffective;
we needed to also use other searches like ‘‘density functional’’ and ‘‘semiem-
pirical’’ to flesh out our list. But even that was not completely thorough; we
also had to ferret out information from our own bookshelves, websites of pub-
lishers, and the reference lists of chapters in this book series.

Although this appendix is nominally about ‘‘books,’’ we also included
proceedings of meetings even if they were published in a special issue of a jour-
nal. Some, but definitely not all, special thematic issues of journals have been
classified as ‘‘books’’ in CAplus. Generally, the items included were assigned
with a data type of ‘‘book’’ by the CAS staff. CAS has classified a smattering of
users’ manuals for specific pieces of software as books, but we did not include
these in our compilations.

In using SciFinder, we uncovered many inappropriate or wrong hits that
we attempted to clean up in preparing of this appendix. We also discovered a
couple of cases of the identical book being cataloged twice in CAplus. The
CAplus database has many errors that need correction, especially misspellings
of authors’ names (e.g., Liplowitz rather than Lipkowitz, Belen rather than
Gelen, Flarri rather than Flurry), inconsistent spellings of entries like Loewdin
and Lowdin (about 50:50) for Löwdin, and so on. In CAplus, the name of
Vladimir Fock is most often spelled Fok. In the tables of this appendix,
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however, we have tried to spell names uniformly. In some cases, an arbitrary
choice had to be made on how Russian and certain other names would be pre-
sented. In CAS’s defense, we should point out that the CAplus database has
roughly 16 million document records and is growing rapidly. The records
were keyed into the database over many years by countless people, so imper-
fections are inevitable as with many human endeavors.

There were other issues regarding our search that are noteworthy.
Author’s initials that appear on the book itself are sometimes missing from
CAplus. For a few books, not all author’s or editor’s names are listed in the
database; sometimes only the first three are entered. In cases where we had
personal knowledge of such books, we added the other author’s or editor’s
names in our tabulations. In other cases, we had to leave the entry ‘‘et al.’’
Another vexing problem that affected our compendium is that it was not clear
from the CAplus information whether some books were authored or edited.
For books derived from conference proceedings, we entered into our EndNote
files that the books were edited.3 However, in many cases we did not have the
books available to check firsthand.

Several other decisions about what to include in this list had to be made.
Omitted are books that seemed to impact primarily chemical engineering,
especially computational fluid dynamics and unit operations unless there
was a molecular level treatment implied by the title of the book. Another dif-
ficult decision on our part was to omit books related to systems modeling and
computations or other ‘‘higher order’’ approaches such as chaos theory, self-
organizing systems, and the like. We did include books on ‘‘computational
biology.’’ In spite of many scientists using this term for their own purposes
of obtaining funding or perhaps egocentricity, many of those books involve
no more than standard computational chemistry techniques and involve appli-
cations to biological systems (mostly lipids, nucleic acids, proteins, and some
related biological molecules) no different from what computational chemists
have been doing. Keeping the flavor of computational chemistry at an atomic
level, we also included books on computational crystallography and materials
science. Arbitrary decisions had to be made regarding inclusion of books with
a number of chapters dealing with computational chemistry, even though
computational chemistry was not the main focus of the book. In such cases, we
generally went by whether a book turned up in the keyword and author
searches of CAplus. Finally, we give the caveat that since it takes a while
before a book is cataloged by CAS, our searches will not retrieve all the books
that have been published recently. Nevertheless, we have compiled a huge
number.

To make this appendix more inclusive and hopefully useful, we begin by
presenting in Table 1 a compilation of relevant journals and book series
related to the discipline of computational chemistry. In Table 2, we list alpha-
betically additional journals in which we found a large number of articles,
especially review articles, in computational chemistry that may be worth per-
using.
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Our efforts at finding computational chemistry books resulted in a list of
slightly more than 1600. Rather than present these in one long alphabetical or
chronological list, we have partitioned the books somewhat arbitrarily into
categories to make it easier to compare similar books and to help you find
what you may be looking for. Within each category, the books are grouped
chronologically by year of copyright. We have attempted to avoid or at least
reduce redundancy between these categories, so some books that could fit logi-
cally in several categories are arbitrarily assigned to only one table. For exam-
ple, a book on the topic of Monte Carlo quantum theory is better suited for the
section on quantum mechanics than in the section including Monte Carlo cal-
culations, but some other decisions, akin to this, were more difficult to make.
Hopefully, our partitioning scheme is not too inflexible.

Table 3 lists books related to the topic of ‘‘computers in chemistry’’.
Entries in this table are not ‘‘miscellaneous entries’’, meaning this table is
not a dumping ground for books that we could not fit into other categories
(although some arbitrary assignment was admittedly done). Most of the
entries in this table pertain to how computers are used in chemistry in general.
For example, at one time many people interpreted ‘‘computers in chemistry’’
to mean laboratory automation including use of computers for collecting and

Table 1 Journals and Book Series Focusing on Computational Chemistry

Advances in Molecular Modeling
Advances in Quantum Chemistry
Chemical Informatics Letters
Chemical Modelling: Applications and Theory
Computational and Theoretical Polymer Science
Computers and Chemistry
International Journal of Quantum Chemistry
Journal of Biomolecular Structure and Dynamics
Journal of Chemical Information and Computer Science
Journal of Chemometrics
Journal of Computational Chemistry
Journal of Computer-Aided Materials Design
Journal of Computer-Aided Molecular Design
Journal of Mathematical Chemistry
Journal of Molecular Graphics and Modelling
Journal of Molecular Modeling
Journal of Molecular Structure
Journal of Molecular Structure: THEOCHEM
Macromolecular Theory and Simulations
Molecular Simulation
Quantitative Structure-Activity Relationships
Reviews in Computational Chemistry
SAR and QSAR in Environmental Research
Structural Chemistry
Theoretical Chemistry Accounts: Theory, Computation, and Modeling (formerly

Theoretica Chimica Acta)
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manipulating experimental data. Hence, many books were written about
interfacing computers with instrumentation. Nowadays laboratory instru-
ments come with built-in processors and their own software. But, early on,
such luxuries did not exist, and the experimentalists had to build their inter-
faces and write programs to collect and manipulate the data streams. Table 3
includes books about networks, general programs for chemists and program-
ming, computer usage in education, uses of spreadsheets, derivation of chemi-
cal structures, automated recording and control, and broad-based overviews
of computers in chemistry.

Table 4 contains books related to chemical information and (more
recently) informatics. Typical entries in this table include books describ-
ing the existence of various databases, books on how best to create databases
and retrieve data from them, Internet guides, data visualization, lists of sources

Table 2 Journals and Book Series in Which Material Often Related to Computational
Chemistry Can Be Found

Advances in Chemical Physics
Advances in Drug Research
Angewandte Chemie International Edition
Annual Review of Biochemistry
Annual Review of Biophysics and Bioengineering
Annual Review of Biophysics and Biomolecular Structure
Annual Review of Physical Chemistry
Biochemistry
Biophysical Journal
Biopolymers
Chemical Reviews
Chemometrics and Intelligent Laboratory Systems
Computer Applications in the Biosciences
Current Opinions in Biotechnology
Current Opinions in Structural Biology
Drug Design and Discovery
Drug Discovery Today
Faraday Discussions
Journal of Chemical Physics
Journal of Mathematical Biology
Journal of Medicinal Chemistry
Journal of Molecular Biology
Journal of Organic Chemistry
Journal of Physical Chemistry
Journal of the American Chemical Society
Journal of Theoretical Biology
Modern Drug Discovery
Perspectives in Drug Discovery and Design
Protein Engineering
Protein Science
Proteins: Structure, Function, and Genetics
Reviews in Modern Physics
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of chemical information, and so on. Some entries on bioinformatics, mathema-
tical biology, genomics, and related topics are included because many compu-
tational chemists are moving their research interests in those directions.

Table 5 lists general books including those with computational chemistry
in their title. As we previously defined4 ‘‘computational chemistry’’, almost all
of the books of this appendix could be suitably cataloged as books in compu-
tational chemistry. However, the books in this table are more general than
most of those in other tables. Hence, our Reviews in Computational Chemis-
try series is listed here, as is the Encyclopedia of Computational Chemistry.
Some of the entries in this table could have been placed in other tables, but
because these books often cover several topics of computational chemistry,
they are listed here.

Table 6 contains books on artificial intelligence and neural networks as
related to chemistry. Also included are books on chemometrics. Table 7 is a
compilation of computational chemistry books focused on pertinent areas of
physical chemistry: crystallography, spectroscopy, and thermodynamics.

The next area of focus is quantum mechanics. Not surprisingly, this old
and well-studied field is represented by the greatest number of books in any
single category. Rather than lump these 600 or so books together, we have
attempted to subdivide them. Accordingly, Table 8a lists textbooks and books
describing fundamental aspects of quantum mechanics. Many of these books
deal with a high level of quantum theory. Table 8b contains books that are
more focused on applications of Hartree–Fock theory, density functional the-
ory, and other electronic structure methods to relatively small molecular sys-
tems. In some entries, clusters, solvated molecular systems, and the like are
considered, but the emphasis is still on small molecules. In contrast, Table 8c
contains books focusing on larger systems. In particular, we have sorted out
books treating mainly polymers, solids like crystals and metals, and other
materials. Finally, Table 8d gives selected series and proceedings of quantum
chemistry conferences and symposia, principally those that have been held on
a long-term, regular basis. Examples of this are the ‘‘Sanibel meetings’’ and the
‘‘Jerusalem conferences’’. Proceedings of other meetings like the NATO meet-
ings on specialized subtopics of quantum mechanics have been distributed
throughout the above-mentioned tables dedicated to quantum chemistry.

Table 9 compiles books on molecular modeling. Again, this listing is
somewhat arbitrary in the sense that many of these books could well have
been placed in other categories. For instance, quantum mechanics is a way
of modeling molecules. Most of the books in this section contain the word
model or modeling in the title. Many of these books are broad in scope and
contain more than one aspect of modeling, whether it be quantum mechanics,
molecular simulations, quantitative structure–activity relationships (QSAR),
and so on.

Table 10 is a compilation of books related to molecular simulation. This
table includes books on molecular mechanics, which is not a simulation
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technique per se, but these books often contain descriptions of force fields that
are used by the molecular dynamics and Monte Carlo simulation techniques.
Additionally, because one usually needs to carry out some type of statistical
averaging in simulations, we include books on statistical mechanics here.

In Table 11, we provide a compilation of books in the rapidly expanding
field of computer-aided molecular design and also books on QSAR. Finally,
Table 12 lists books on the narrow, well-defined topic of graph theory in
chemistry.

COMPUTERS IN CHEMISTRY

Table 3 Books Related to the General Topic of Computers in Chemistry

DeLos F. DeTar, Computer Programs for Chemistry, Vol. 1, Benjamin, New York,
1968.

T. R. Dickson, The Computer and Chemistry; An Introduction to Programming and
Numerical Methods, Freeman, San Francisco, 1968.

David Dyrssen, Daniel Jagner, and Frederik Wengelin, Computer Calculation of Ionic
Equilibria and Titration Procedures, with Special Reference to Analytical Chemistry,
Wiley, New York, 1968.

Horst Roepke and J. Riemann, The Analog Computer in Chemistry and Biology. An
Introduction, Springer-Verlag, Berlin, 1969.

DeLos F. DeTar, Computer Programs for Chemistry, Vol. 2, Benjamin, New York,
1969.

DeLos F. DeTar, Computer Programs for Chemistry, Vol. 3, Benjamin, New York,
1969.

Charles H. Orr and John A. Norris, Computers in Analytical Chemistry, Plenum,
New York, 1970.

Teijiro Yonezawa and Kenji Ohsaki, Chemistry and the Computer, Nankodo, Tokyo,
1971.

Arnold Weissberger and Bryant W. Rossiter, Techniques of Chemistry, Vol. 1: Physical
Methods of Chemistry, Pt. 1B: Automatic Recording and Control, Computers in
Chemical Research, Wiley-Interscience, New York, 1971.

Peter Hepple, The Applications of Computer Techniques in Chemical Research, Appl.
Sci. Publ., Barking, UK, 1972.

V. V. Kafarov, V. N. Vetokhin, and A. I. Boyarinov, Programming and Computational
Methods in Chemistry and Chemical Engineering, Nauka, Moscow, 1972.

D. Hadzi, Computers in Chemical Research and Education, Vol. 1, Proceedings of the
International Conference, Ljubljana/Zagreb, 12–17 July, 1973, Elsevier-Scientific,
New York, 1973.

D. Hadzi, Computers in Chemical Research and Education, Vol. 2, Proceedings of the
International Conference, Ljubljana/Zagreb, 12–17 July, 1973, Elsevier-Scientific,
New York, 1973.

D. Hadzi, Computers in Chemical Research and Education, Vol. 3, Proceedings of the
International Conference, Ljubljana/Zagreb, 12–17 July, 1973, Elsevier-Scientific,
New York, 1973.
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Mircea Gheorghiu and Petru Filip, Application of Computers to Chemistry, Ed. Stiintif.,
Bucharest, 1973.

S. P. Perone and D. K. Jones, Digital Computers in Scientific Instrumentation:
Applications in Chemistry, McGraw-Hill, New York, 1973.

E. Ziegler, Computer in Analytical Chemistry, Akad. Verlagsgesellschaft, Frankfurt,
1973.

P. S. Hunter, An Index to Computer-Produced Standard Interest Profiles in Chemistry,
Applied Chemistry, Chemical Engineering, and Metallurgy, Sch. Librarianship,
Polytech. North London, London, UK, 1973.

James S. Mattson, Harry B. Mark Jr., and Hubert C. MacDonald Jr., Computer
Fundamentals for Chemists, Dekker, New York, 1973.

Ajit J. Thakkar, Computers in Chemistry, in Topics in Current Chemistry, Vol. 39,
Springer, New York, 1973.

F. A. Brusentsev, Mathematical Methods of Solving Some Problems in Solid-State
Physics and Structural Chemistry with Digital Computers, Nauk. Dumka, Kiev,
1973.

James S. Mattson, Harry B. Mark Jr., and Hubert C. MacDonald Jr., Computer-Assisted
Instruction in Chemistry, Part A: General Approach, Dekker, New York, 1974.

James S. Mattson, Harry B. Mark Jr., and Hubert C. MacDonald Jr., Computer-
Assisted Instruction in Chemistry, Part B: Applications, Dekker, New York, 1974.

Yu. K. Shchipin and A. I. Novikov, Collection of Algorithms and Programs for
Optimization Methods: Chemical Technology, Pt. 1: Nonlinear Programming, Mosk.
Khim.-Tekhnol. Inst., Moscow, 1974.

V. N. Malkova, V. D. Ryzhkov, and V. I. Belevantsev, Study of Chemical Equilibriums
(Calculation Methods, Algorithms, and Programs), Nauka, Sib. Otd., Novosibirsk,
1974.

C. E. Klopfenstein and C. L. Wilkins, Computers in Chemical and Biochemical
Research, Vol. 2, Academic Press, New York, 1974.

Charles L. Wilkins, Introduction to Computer Programming for Chemists. Basic
Version, Allyn & Bacon, Boston, 1974.

J. W. Frazer and F. W. Kunz, Computerized Laboratory Systems, in ASTM Special
Technical Publication, Vol. 578, ASTM, Philadelphia, 1975.

G. Beech, Fortran IV in Chemistry: An Introduction to Computer-Assisted Methods,
Wiley, Chichester, 1975.

G. Beech, BASIC in Chemistry: A Self-Instructional Computing Course, Sigma Tech.
Press, Wolverhampton, UK, 1975.

Julian S. May, Student Scientist Series: The Student Chemist Explores Computations,
Richards Rosen, New York, 1975.

Leonard Soltzberg, BASIC and Chemistry, Houghton-Mifflin, Boston, 1975.

Peter Lykos, Computer Networking and Chemistry, in American Chemical Society
Symposium Series 19, American Chemical Society, Washington, DC, 1975.

Victor Marculetiu, Ligia Stoica, and Irina Constantinescu, Computations in General
and Inorganic Chemistry, Editura Tehnica, Bucharest, 1976.

J. C. Simon, Computer Oriented Learning Processes, in NATO Advanced Study
Institutes Series E: Applied Sciences, No. 14, Noordhoff, Leyden, Neth., 1976.
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Costica Stratula, Vasile Marinoiu, and Gheorghe Sorescu, Methods and Computation
Programs for Fractional Distillation and Absorption Processes, Editura Tehnica,
Bucharest, 1976.

I. N. Glushchenok, Use of Computers for Calculating Kinetic Parameters of
Polymerization Processes, Leningr. Tekhnol. Inst., Leningrad, 1976.

V. A. Semenov and V. D. Simonov, Formation of Hypotheses in Analytical Chemistry
with Computers, Khimiya, Moscow, 1976.

Henry W. Davis, Computer Representation of the Stereochemistry of Organic
Molecules: With Application to the Problem of Discovery of Organic Synthesis by
Computer, Birkhäuser Verlag, Basel, 1976.

Thomas L. Isenhour and Peter C. Jurs, Introduction to Computer Programming for
Chemists, 2nd ed., Allyn & Bacon, Boston, 1976.

G. E. Forsythe, M. A. Malcom, and A. Michael, Computer Methods for Mathematical
Computation, Prentice Hall, Englewood Cliffs, NJ, 1977.

James S. Mattson, Harry B. Mark Jr., and Hubert C. MacDonald Jr., Computers in
Polymer Sciences, Dekker, New York, 1977.

Eduardo V. Ludena, Nora H. Sabelli, and Arnold C. Wahl, Computers in Chemical
Education and Research, Plenum, New York, 1977.

V. S. Sudavtsova and G. I. Batalin, Use of Computers in Calculations for Treating
Physicochemical Experiments. Procedural Manual, Vishcha Shkola, Kiev,
1977.

E. M. Savitskii and V. B. Gribulya, Prediction of Inorganic Compounds Using a
Computer, Nauka, Moscow, 1977.

Dennis E. Smith, Computer-Assisted Structure Elucidation, in ACS Symposium Series
54, American Chemical Society, Washington, DC, 1977.

Peter Lykos, Minicomputers and Large-Scale Computations, in ACS Symposium Series,
Vol. 57, American Chemical Society, Washington, DC, 1977.

Victor Laiber and Dan David, Computers in the Chemical Industry, Editura Tehnica,
Bucharest, 1977.

Ralph E. Christoffersen, Algorithms For Chemical Computations, in ACS Symposium
Series 46, American Chemical Society, Washington, DC, 1977.

W. Todd Wipke and W. Jeffrey Howe, Computer Assisted Organic Synthesis, in ACS
Symposium Series 61, American Chemical Society, Washington, DC, 1977.

R. Taht and G. Rajalo, Set of Programs for Determining the Constants of Equations of
Chemical Kinetics, Akademiya Nauk Estonskoi SSR, Tallin, USSR, 1978.

Ryszard Tadeusiewicz, Janusz Borysiewicz, and Jan Trabka, System for the Computer
Evaluation of Biologically Active Chemical Compounds, Akad. Med. im M.
Kopernika, Krakow, Poland, 1978.

Ulrich Huebschmann and Erwin Links, Introduction to Chemical Computations.
Textbook and Collection of Practice Problems for Education and Industry, 3rd ed.,
Handwerk und Technik, Hamburg, 1978.

E. Kullik, M. R. Kal’yurand, and M. N. Koel, Use of a Computer in Gas
Chromatography, Nauka, Moscow, 1978.

Ioan Sarghie, Computer Programming in Chemistry, Inst. Politeh. Iasi, Iasi, Romania,
1978.
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David Want and Keith Shaw, Computers in the Chemistry Curriculum, Edward Arnold,
London, UK, 1978.

Alfred Bender, Science Projects with Electrons and Computers, 2nd ed., Arco,
New York, 1978.

V. A. Lutsenko and L. N. Finyakin, Analog Computers in Chemistry and Chemical
Technology, 2nd ed., Khimiya, Moscow, 1979.

A. J. Stuper, W. E. Brugger, and P. C. Jurs, Computer Assisted Studies of Chemical
Structures and Biological Function, Wiley-Interscience, New York, 1979.

Nina Wegiel, Application of Computers in Processing of Physicochemical and
Analytical Data, Proceedings of the 1st Polish–GDR Seminar Organized Within the
Framework of Scientific Cooperation of I. Lukasiewicz Technical University of
Rzeszow and Technical University of Dresden, Rzeszow, May 18–19, 1978, I.
Lukasiewicz Technical University, Rzeszow, Poland, 1979.

Ya. Ya. Silis, A. M. Kofman, and A. B. Rozenblit, Primary Computer-Aided Processing
of Chromatograms and Spectra: Principles, Algorithms, and Programs, Zinatne, Riga,
Latvia, 1980.

Joachim Bargon, Computational Methods in Chemistry, Plenum Press, New York,
1980.

K. V. Maslov, Calculation and Programming in Physical Studies, Naukova Dumka,
Kiev, 1981.

Peter Lykos, Personal Computers in Chemistry, Wiley, New York, 1981.

George C. Levy and Dan Terpstra, Computer Networks in the Chemical Laboratory,
Wiley, New York, 1981.

Peter Lykos and Isaiah Shavitt, Supercomputers in Chemistry, in ACS Symposium Series
173, American Chemical Society, Washington, DC, 1981.

Shigeo Minami, Hiroshi Kawaguchi, and Mitsunojo Ichise, Introduction to Computers
for Instrumental Analysis, Kodansha, Tokyo, 1982.

Alan H. Mehler, Problems and Computations in Biochemistry, Acribia, Zaragoza,
Spain, 1982.

Wanqi Liu and Shengmin Cai, Application of Programmable Calculators in Chemistry,
Beijing Univ. Publ. House, Beijing, 1982.

E. Stuper, W. Brugger, and P. Jurs, Computer-Aided Analysis of the Relation Between
Chemical Structure and Biological Activity, Mir, Moscow, 1982.

S. R. Heller and R. Potenzone Jr., Computer Applications in Chemistry, Proceedings of
the 6th International Conference on Computers in Chemical Research and Education,
in Analytical Chemistry Symposium Series, Vol. 15, Elsevier, Amsterdam, The
Netherlands, 1983.

Klaus Ebert and Hanns Ederer, Uses of the Computer in Chemistry, Verlag Chemie,
Weinheim, 1983.

M. M. Yusipov, Ion Exchange Processes and Their Computer-Aided Calculation,
Uzbekistan, Tashkent, USSR, 1983.

R. E. Kaiser and A. Rackstraw, Computer Chromatography, Vol. 1, Huethig,
Heidelberg, 1983.

I. D. Zaitsev, A. F. Zozulya, and G. G. Aseev, Computer-Aided Calculation of
Physicochemical Parameters of Inorganic Substances, Khimiya, Moscow, 1983.
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Klaus Ebert and Hanns Ederer, Computer Applications in Chemistry. An Introduction
to Working with Microcomputers, 2nd ed., Verlag Chemie, Weinheim, 1984.

Murotada Hazama and Yoshitaka Sudo, BASIC Programming for Understanding
Chemistry and Physics, Nikkan Kogyo Shinbunsha, Tokyo, 1984.

Tadashi Mamuro and Yoshitaka Sudo, BASIC Programing for Understanding
Chemistry and Physics, Nikkan Kogyo Shinbunsha, Tokyo, 1984.

Peter Lykos, Computer Education of Chemists, Based on a symposium presented at the
184th National Meeting of the American Chemical Society, Kansas City, Missouri,
September 1982, Wiley, New York, 1984.

L. S. Polak, M. Ya. Gol’denberg, and A. A. Levitskii, Computing Methods in Chemical
Kinetics, Nauka, Moscow, 1984.

Tadayoshi Yoshimura, Introduction to Chemistry Dry Lab Using BASIC, Kyoritsu
Shuppan, Tokyo, 1984.

S. A. Vorob’ev and Yu. V. Shvarov, Programs for the Processing of Geochemical Data
on Microcomputers, Nedra, Moscow, 1984.

Joseph G. Liscouski, Computers in the Laboratory: Current Practice and Future
Trends, in ACS Symposium Series 265, American Chemical Society, Washington, DC,
1984.

Osamu Kikuchi, Chemistry by Means of BASIC, Kyoritsu Shuppan, Tokyo, 1984.

Masato Mamiya and Toshio Nishikawa, Advances in the Use of Personal Computers
for Analytical Technicians, Nihon Kankyo Sokutai Bunseki Kyokai, Tokyo, 1984.

Engelbert Ziegler, Computers in Chemistry. Practice Oriented Introduction, Springer,
Berlin, 1984.

Kozo Inuzuka, Learning Chemistry by Microcomputers, Tokyo Kagaku Dojin, Tokyo,
1984.

Yukihiro Eguchi and Yoichi Aso, Programming in BASIC for Biochemical Problems,
Kyoritsu Shuppan, Tokyo, 1985.

Tadayosi Yoshimura, Collection of Software for the Personal Computer in Chemistry.
1985 ed., The Association of Personal Computer for Chemists, Sabae, Japan, 1985.

Robert W. Numrich, Supercomputer Applications, Plenum, New York, 1985.

Joseph H. Noggle, Physical Chemistry on a Microcomputer, Little, Brown, Boston,
1985.

Anonymus, Managing Laboratory Information: The Computer Options, Technical
Insights, Fort Lee, NJ, 1985.

V. K. Matveev, Numerical Methods in Chemistry: Scientific Course Based on
Microcomputers and FORTRAN, Pt. 1, MGU, Moscow, 1985.

Leo J. Malone, Basic Concepts of Chemistry, Computerized Version, 2nd ed., Wiley,
New York, 1985.

Anonymus, Personal Computers in Chemistry, Pt. 1, Maruzen, Tokyo, 1985.

V. A. Kropotov, Calculations in Analytical Chemistry Using Programmable Micro-
calculators: Textbook, Simferopolskii Gos. Un-T., Simferopol, USSR, 1985.

P. Williams, Enzpack, Elsevier, Cambridge, UK, 1985.

Tadayosi Yoshimura, Simulation of Chemical Experiments by the Use of BASIC,
Koritsu Shuppan, Tokyo, 1985.
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G. L. Liedl and K. S. Sree Harsha, Computer Usage in Materials Education, Proceedings
of a symposium held in Detroit, Michigan, September 16–20, 1984, Metallurgical
Society, Warrendale, PA, 1985.

S. V. Branovitskaya, R. B. Medvedev, and Yu. Ya. Fialkov, Computing Mathematics in
Chemistry and Chemical Engineering, Vishcha Shkola, Kiev, 1986.

Stephen Wilson, Chemistry by Computer. An Overview of the Applications of
Computers in Chemistry, Plenum, New York, 1986.

Bernd Wilhelmi, Scientific Contributions of the Friedrich-Schiller University, Jena.
COMPANA ‘85. 3rd Session on Computer Use, Sponsored by the Chemical Society of
the German Democratic Republic and the Chemistry Section of the Friedrich-Schiller
University, September 9–22, 1985, Friedrich-Schiller-Universitaet, Jena, Germany,
1986.

Anonymous, Personal Computers in Chemistry, Pt. 2, Maruzen, Tokyo, 1986.

E. Kullik and M. Kal’yurand, Computer Chromatography with Iterative Sample Input:
Theory and Procedure, Akad. Nauk ESSR, Tallin, USSR, 1986.

N. Trinajstic, Mathematics and Computational Concepts in Chemistry, Wiley, New
York, 1986.

Bryant W. Rossiter and John F. Hamilton, Components of Scientific Instruments and
Applications of Computers to Chemical Research, in Physical Methods of Chemistry,
Vol. 1, Wiley, New York, 1986.

Anonymous, Guide to Computers for Chemical Experiments and Education, Maruzen,
Tokyo, 1986.

Theodore Provder, Computer Applications in the Polymer Laboratory, Developed from
a symposium at the 189th Meeting of the American Chemical Society, April 28–May 3,
1985, in ACS Symposium Series 313, American Chemical Society, Washington, DC,
1986.

W. Jeffrey Hurst and James W. Mortimer, Laboratory Robotics. A Guide to Planning,
Programming, and Applications, VCH, Weinheim, 1987.

Glenn I. Ouchi, Personal Computers for Scientists. A Byte at a Time, American
Chemical Society, Washington, DC, 1987.

Phyllis S. Glaeser, Proceedings of the 10th International CODATA Conference:
Computer Handling and Dissemination of Data, Proceedings of a meeting held in
Ottawa, Canada, 14–17 July 1986, North Holland, Amsterdam, The Netherlands,
1987.

L. A. Gribov, Computers in Analytical Chemistry (Annotation of Programs), Inst.
Geokhimii i Anal. Khimii, Moscow, 1987.

Yoshinori Yamamoto, Fundamental Exercises in Chemistry by Personal Computer
Power, Tokyo, 1987.

J. Gasteiger, Software Development in Chemistry 1. Proceedings of the Workshops on
the Computer in Chemistry, Hochfilzen/Tirol, November 19–21, 1986, Springer,
Berlin, 1987.

Donald Stevenson and Keith Miller, Analytical Chemistry by Open Learning:
Microprocessor Applications, Wiley, Chichester, 1987.

Leonard J. Soltzberg, Computer Strategies for Chemistry Students, Houghton-Mifflin,
Boston, 1987.
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Koujiro Iso, Graphic Display of Protein and Nucleic Acid Structures Using Personal
Computer, Kodansha, Tokyo, 1987.

Yu. G. Papulov, Calculation Methods in Physical Chemistry: Interuniversity Topical
Collection of Scientific Works, Kalininskii Gos. Univ., Kalinin, USSR, 1988.

Klaus Ebert and Hanns Ederer, Computers. Use in Chemistry, Mir, Moscow, 1988.

V. D. Maiboroda, S. G. Maksimova, and Yu. G. Orlik, Solution of Problems in
Chemistry Using Programmable Microcalculators, Izd. Universitetskoe, Minsk, USSR,
1988.

Peter Lykos, Proceedings of the 8th International Conference on Computers in
Chemical Research and Education, 1987, Beijing, China, in Anal. Chim. Acta, 210 (1),
Elsevier, Amsterdam, The Netherlands, 1988.

Akiyoshi Wada, Haruki Nakamura, and Akira Suyama, Computer Graphics of
Biomolecules, Tokyo Kagaku Dojin Co., Ltd., Tokyo, 1988.

A. I. Volkov, I. M. Zharskii, and O. N. Komshilova, Programmed Monitoring of
Knowledge in General Chemistry: Methodological Textbook, Izd. Universitetskoe,
Minsk, USSR, 1988.

Tadayoshi Yoshimura, Personal Computer-Assisted Practice Exercise for Instrumental
Analysis, Kyoritsu Shuppan Co., Ltd., Tokyo, 1988.

R. C. Lacher, MATH/CHEM/COMP 1987, Proceedings of an International Course and
Conference on the Interfaces Between Mathematics, Chemistry and Computer Science,
Dubrovnik, Yugoslavia, 22–26 June 1987, in Studies in Physical and Theoretical
Chemistry, Vol. 54, Elsevier, Amsterdam, The Netherlands, 1988.

J. Gasteiger, Software Development in Chemistry 2. Proceedings of the 2nd Workshops
on the Computer in Chemistry, Hochfilzen/Tirol, November 18–20, 1987, Springer,
Berlin, 1988.

Tsuguchika Kaminuma and Isamu Suzuki, Drawing Molecules: Computer Enlarges the
Creativity, Keigaku Publishing Co., Ltd., Tokyo, 1988.

Kenneth L. Ratzlaff, Introduction to Computer-Assisted Experimentations, Wiley-
Interscience, New York, 1988.

K. Ebert, H. Ederer, and T. L. Isenhour, Computer Applications in Chemistry. An
Introduction for PC Users, With Two Diskettes in BASIC and PASCAL, VCH,
Weinheim, 1989.

Hajime Nishimura, Kizashi Yamaguchi, and Mototsugu Yoshida, Computer Is a Good
Chemist: Introduction to Computer Chemistry, Tokyo Kagaku Dojin Co., Ltd.,
Tokyo, 1989.

L. A. Gribov, Mathematical Methods and Computers in Analytical Chemistry.
Collection of Scientific Papers, in Problems of Analytical Chemistry, Vol. 9, Nauka,
Moscow, 1989.

A. Graovac, MATH/CHEM/COMP 1988. Proceedings of an International Course and
Conference on the Interfaces Between Mathematics, Chemistry, and Computer
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New York, 1967.

Franz Schneider, Introduction to the Quantum Theory, Springer-Verlag, New York,
1967.

Hendrik F. Hameka, Introduction to Quantum Theory, Harper & Row, New York,
1967.

A. Julg and O. Julg, Exercises of Quantum Chemistry, Mastery of Physical Chemistry,
Dunod, Paris, 1967.

Herbert A. Pohl, Quantum Mechanics for Science and Engineering, Prentice Hall,
Englewood Cliffs, NJ, 1967.

C. J. H. Schutte, The Wave Mechanics of Atoms, Molecules, and Ions: An Introduction
for Chemistry Students, Arnold, London, UK, 1968.

John Clarke Slater, Quantum Theory of Matter, 2nd ed., McGraw-Hill, New York,
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Tarrytown-on-Hudson, NY, 1971.

Jean Barriol, Elements of Quantum Mechanics with Chemical Applications, Barnes and
Noble, New York, 1971.

Alexander L. Fetter and John D. Walecka, Quantum Theory of Many-Particle Systems,
McGraw-Hill, San Francisco, 1971.

G. Davidson, Introductory Group Theory for Chemists, Elsevier, Barking, UK 1971.

D. A. Brown, Quantum Chemistry, Penguin, Harmondsworth, UK, 1972.

John C. Schug, Introductory Quantum Chemistry, Holt, Rinehart, and Winston, New
York, 1972.

N. F. Mott, Elementary Quantum Mechanics, Wykeham, London, UK, 1972.

Frank C. Goodrich, A Primer of Quantum Chemistry, Wiley-Interscience, New York, 1972.

Heinzwerner Preuss, Quantum Chemistry for Chemists. Elementary Introduction to Its
Mathematical and Wave Mechanical Principles, 2nd ed., Verlag Chemie, Weinheim,
1972.

David V. George, Principles of Quantum Chemistry, Pergamon, Elmsford, NY, 1972.

R. McWeeny, Quantum Mechanics: Principles and Formalism, Pergamon, Elmsford,
NY, 1972.

S. P. McGlynn, Introduction to Applied Quantum Chemistry, Holt, Rinehart, and
Winston, New York, 1972.

A. Salam and E. P. Wigner, Aspects of Quantum Theory, Cambridge University Press,
New York, 1972.

Janos Ladik, Quantum Chemistry, Enke, Stuttgart, 1973.

Tara P. Das, Relativistic Quantum Mechanics of Electrons, Harper & Row, New York,
1973.

R. McWeeny, Quantum Mechanics, Pergamon, Oxford, UK, 1973.

R. E. Moss, Advanced Molecular Quantum Mechanics. An Introduction to Relativistic
Quantum Mechanics and the Quantum Theory of Radiation, Chapman & Hall,
London, UK, 1973.

L. Zuelicke, Quantum Chemistry: Instruction Course, Vol. 1: Principles and General
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Jan Linderberg and Yngve Öhrn, Propagators in Quantum Chemistry, Academic Press,
London, UK, 1973.

N. M. Klimenko and G. N. Kartsev, Theory of Symmetry Groups for Quantum
Chemical Calculations, Mosk. Inst. Tonkoi Khim. Tekhnol., Moscow, 1974.

Saul T. Epstein, Physical Chemistry Series: Variation Method in Quantum Chemistry,
Academic Press, New York, 1974.

Marcelo Alonso and Henry Valk, Quantum Mechanics: Principles and Applications,
Addison-Wesley, Reading, MA, 1974.

A. F. Grashin, Quantum Mechanics: Authorized as a Textbook for Students of
Physicomathematical Faculties of Pedagogical Institutes, Prosveshchenie, Moscow,
1974.

296 Books Published on the Topics of Computational Chemistry



Table 8a continued

David Park, International Series in Pure and Applied Physics: Introduction to the
Quantum Theory, 2nd ed., McGraw-Hill, New York, 1974.

Charles Sidney Johnson Jr. and Lee G. Pedersen, Problems and Solutions in Quantum
Chemistry and Physics, Addison-Wesley, Reading, MA, 1974.

R. N. Dixon, Quantum Chemistry, Royal Chemical Society, London, UK, 1974.

F. F. Seelig, Quantum Theory of Molecules: An Introduction, Thieme, Stuttgart, 1974.

Raymond Daudel, Quantum Theory of the Chemical Bond, Reidel, Boston, MA, 1974.

H. Clark, A First Course in Quantum Mechanics, Van Nostrand, London, UK, 1974.

A. M. Meleshina, Course in Quantum Mechanics for Chemists, Izd. Voronezh. Univ.,
Voronezh, USSR, 1974.

D. B. Chesnut, Finite Groups and Quantum Theory, Wiley, New York, 1974.

A. K. Chandra, Introductory Quantum Chemistry, Tata McGraw-Hill, New Delhi,
1974.

W. V. Houston and G. C. Phillips, Principles of Quantum Mechanics, Elsevier,
New York, 1974.

Werner Kutzelnigg, Quantum Mechanical Principles, Verlag Chemie, Weinheim, 1975.

G. Zepp, Exercises in Quantum Mechanics, Vuibert, Paris, 1975.

Hendrik F. Hameka, Quantum Theory of the Chemical Bond, Collier-Macmillan,
London, UK, 1975.

Wlodzimierz Kolos, Quantum Chemistry, Panstwowe Wydawnictwo Naukowe,
Warsaw, 1975.

A. R. Denaro, A Foundation for Quantum Chemistry, Halsted, New York, 1975.

William B. Zeleny, Introduction to Relativistic Quantum Mechanics, University
Publications, Blacksburg, VA, 1975.

A. R. Denaro, Quantum Mechanics: A Foundation Course, Halsted, New York, 1975.

Georges Leroy, Elements of Quantum Chemistry, Vander-Oyez, Paris, 1976.

V. K. Michurin, Quantum Mechanics, Pt. 1, Yarosl. Pedagog. Inst., Yaroslavl, USSR,
1976.

Jean L. Calais, Osvaldo Goscinski, Jan Linderberg, et al., Quantum Science, Methods
and Structure, Plenum, New York, 1976.

P. V. Elyutin and V. D. Krivchenkov, Quantum Mechanics with Problems, Nauka,
Moscow, 1976.

A. A. Pechenkin, Methodological Problems in the Development of Quantum Chemistry,
Nauka, Moscow, 1976.

Irene Verona Scheusted, A Course on the Application of Group Theory to Quantum
Mechanics, NEO Press, Peaks Island, ME, 1976.

Frank J. Bockhoff, Elements of Quantum Theory, 2nd ed., Addison-Wesley, Reading,
MA, 1976.

Rudolf Zahradnik and Rudolf Polak, Principles of Quantum Chemistry, SNTL, Prague,
1976.

Ramon M. Sosa Sanchez, Molecular Symmetry and Group Theory in Quantum
Mechanics Applications, Univ. Republica, Montevideo, Uruguay, 1976.

C. Piron, Foundation of Quantum Physics, Benjamin, Reading, MA, 1976.

Quantum Chemistry 297



Table 8a continued

Bernard D’Espagnat, Conceptual Foundations of Quantum Mechanics, 2nd ed.,
Benjamin, Reading, MA, 1976.

D. K. Belashchenko, Physical Chemistry: Section on the Principles of Quantum
Mechanics and the Theory of Chemical Bonding. Course of Lectures, Mosk. Inst. Stali
Splavov, Moscow, 1976.

Michael A. Morrison, Thomas L. Estle, and Neal F. Lane, Quantum States of Atoms,
Molecules, and Solids, Prentice Hall, Englewood Cliffs, NJ, 1976.

Henryk Chojnacki, Elements of Quantum Chemistry, Pt. 1, Politechnika Wroclawska,
Warsaw, 1976.

C. D. H. Chisholm, Group Theoretical Techniques in Quantum Chemistry, Academic
Press, London, UK, 1976.

D. Ter Haar, Problems in Quantum Mechanics, 3rd ed., Pion, London, UK, 1976.

Tsuyoshi Makino, Quantum Theory of Atoms and Molecules: Its Elementary Use, Sakai
Shoten, Tokyo, 1976.

V. A. Fock, Principles of Quantum Mechanics, 2nd ed., Nauka, Moscow, 1976.

A. C. Hurley, Introduction in the Electron Theory of Small Molecules, Academic Press,
New York, 1976.

A. C. Hurley, Theoretical Chemistry: A Series of Monographs, No. 6: Electron
Correlation in Small Molecules, Academic Press, New York, 1977.

L. D. Landau and E. M. Lifshitz, Quantum Mechanics (Non-Relativistic Theory),
3rd ed., Pergamon, Oxford, UK, 1977.

A. S. Kompaneets, What Is Quantum Mechanics?, Nauka, Moscow, 1977.

Claude Cohen-Tannoudji, Bernard Diu, and Franck Laloe, Quantum Mechanics, Vol. 1,
Wiley, New York, 1977.

Claude Cohen-Tannoudji, Bernard Diu, and Franck Laloe, Quantum Mechanics, Vol. 2,
Wiley, New York, 1977.

Mahboob Mohammad, Elementary Quantum Mechanics for Chemistry Students,
Quaid-i-Azam University Press, Islamabad, Pakistan, 1977.

J. Goodisman, Contemporary Quantum Chemistry: An Introduction, Plenum, New
York, 1977.

Wlodzimierz Kolos, Quantum Chemistry, Panstwowe Wydawnictwo Naukowe,
Warsaw, 1978.

I. Rips, Taking into Account the Symmetry of Molecules in Quantum Chemical
Calculations, Zinatne, Riga, Latvia, 1978.

Yoshiya Harada, Quantum Chemistry, Mokafusa K. K., Tokyo, 1978.

Piravonu Mathews Mathews and K. Venkatesan, A Textbook of Quantum Mechanics,
McGraw-Hill, New York, 1978.

John P. Lowe, Quantum Chemistry, Academic Press, New York, 1978.

Ramon Carbo and Josep M. Riera, A General SCF Theory, Springer, Berlin, 1978.

Wlodzimierz Kolos, Elements of Quantum Chemistry Presented Nonmathematically,
Panstwowe Wydawnictwo Naukowe, Warsaw, 1979.

Rudolf Zahradnik and Rudolf Polak, Principles of Quantum Chemistry, Mir, Moscow,
1979.

Roger L. DeKock and Harry B. Gray, Chemical Structure and Bonding, Benjamin/
Cummings, Menlo Park, CA, 1980.

298 Books Published on the Topics of Computational Chemistry



Table 8a continued

Rudolf Zahradnik and Rudolf Polak, Elements of Quantum Chemistry, SNTL, Prague,
1980.

L. A. Blyumenfel’d and A. K. Kukushkin, Course of Quantum Chemistry and the
Structure of Molecules, Mosk. Gos. Univ., Moscow, USSR, 1980.

A. M. Meleshina, Quantum Mechanics Course for Chemists, 2nd ed., Vysshaya Shkola,
Moscow, 1980.

Yu. S. Mardashev, Principles of Quantum Chemistry, Mosk. Gos. Univ., Moscow,
USSR, 1980.

Karl E. Gustafson and William P. Reinhardt, Quantum Mechanics in Mathematics,
Chemistry, and Physics, Plenum, New York, 1981.

Kozo Inuzuka, Methods for Solving Problems in Quantum Chemistry, 2nd ed., Tokyo
Kagaku Dojin, Tokyo, 1981.

Melvin W. Hanna, Quantum Mechanics in Chemistry, 3rd ed., Benjamin/Cummings,
Menlo Park, CA, 1981.

Karoly Nagy, Quantum Mechanics, 2nd ed., Tankonyvkiado, Budapest, 1981.

Haruo Hosoya, Quantum Chemistry, Science K. K., Tokyo, 1981.

A. M. Meleshina, Quantum Chemistry Course, Izd. Voronezh. Univ., Voronezh, USSR,
1981.

Attila Szabo and Neil S. Ostlund, Modern Quantum Chemistry: An Introduction to
Advanced Electronic Structure Theory, Macmillan, New York, 1982.

V. A. Kuchin, Main Principles of Nonrelativistic Quantum Theory, Izd. Tomsk. Univ.,
Tomsk, USSR, 1982.

A. S. Davydov, Quantum Mechanics, 3rd ed., Shinkagaku Shuppan, Tokyo, 1982.

Shoichiro Nomura and Masanori Abe, Introduction to Quantum Mechanics With
Exercises for Seminars, Corona-sha, Tokyo, 1982.

S. Nagakura, T. Nakajima, and T. Yonezawa, Introduction to Quantum Chemistry,
Mir, Moscow, USSR, 1982.

Kenjiro Takada, Quantum Mechanics, Asakura Shoten, Tokyo, 1983.

Paul Jorgensen and Jens Oddershede, Problems in Quantum Chemistry, Addison-
Wesley, Reading, MA, 1983.

Raymond Daudel, Georges Leroy, and Daniel Peeters, Quantum Chemistry, Wiley,
Chichester, 1983.

Dayou Wu, Quantum Mechanics and Atomic Structure, Xinhua Book Store, Beijing,
1983.

Sadao Nakajima, Quantum Mechanics, 1: Atoms and Quanta, Iwanami Shoten, Tokyo,
1983.

P. W. Atkins, Solutions Manual for Molecular Quantum Mechanics, Oxford University
Press, Oxford, UK, 1983.

D. A. McQuarrie, Quantum Chemistry, Oxford University Press, Oxford, UK,
1983.

Ruozhuang Liu, Basic Quantum Chemistry, Science Publ. House, Beijing, 1983.

Teijiro Yonezawa, Introduction to Quantum Chemistry, Pt. 1, 3rd ed., Kagaku Dojin,
Tokyo, 1983.

R. L. Flurry Jr., Quantum Chemistry: An Introduction, Prentice Hall, London,
1983.

Quantum Chemistry 299



Table 8a continued

Teijiro Yonezawa, Introduction to Quantum Chemistry, Pt. 2, 3rd ed., Kagaku Dojin,
Tokyo, 1984.

Yuzuru Ohshika and Tadashi Kaneno, Quantum Mechanics, Kyoritsu Shuppan, Tokyo,
1984.

V. M. Shekhter and A. A. Ansel’m, The Atom and Quantum Mechanics, Znanie,
Moscow, 1984.

Peter Lichard, Quantum Mechanics, Univerzita Komenskeho, Bratislava, 1984.

Muzhen Liao, Methods for Calculation in Quantum Chemistry from the Beginning,
Qinghua Univ. Publ. House, Beijing, 1984.

R. L. Flurry, Quantum Chemistry: Introduction, Mir, Moscow, 1985.

L. Zuelicke, Quantum Chemistry—A Course. Vol. 2: Atomic Structure, Chemical
Bonding, and Molecular Interaction, Dtsch. Verlag Wiss., Berlin, 1985.

V. V. Balashov, Quantum Theory of Collisions, MGU, Moscow, 1985.

Thomas A. Albright, Jeremy K. Burdett, and Myung Hwan Whangbo, Orbital
Interactions in Chemistry, Wiley, New York, 1985.

Victor E. Sahini and Mihaela Hillebrand, Quantum Chemistry with Examples and
Applications, Ed. Acad. R. S. R., Bucharest, 1985.

Melvin W. Hanna, Quantum Mechanics in Chemistry, Baifukan, Tokyo, 1985.

Guangxian Xu, Quantum Chemistry—Basic Principles and Methods for Calculation
from the Beginning, Vol. 2, Science Publ. House, Beijing, 1985.

Arno Bohm, Quantum Mechanics: Foundations and Applications, 2nd ed., Springer-
Verlag, New York, 1986.

Koichi Hirano, Fundamentals of Quantum Chemistry, Kyoritsu Shuppan, Tokyo, 1986.

Wlodzimierz Kolos, Quantum Chemistry, 2nd ed., Panstwowe Wydawnictwo
Naukowe, Warsaw, 1986.

Wlodzimierz Kolos, Quantum Chemistry Foundations Explained Without Using
Mathematics, Academia Publishing House of the Czechoslovakian Academy of
Sciences, Prague, 1987.

T. Y. Wu, Quantum Mechanics, World Scientific, Singapore, 1987.

Sumio Tokita, Visualized Quantum Chemistry Using Personal Computer, Kodansha,
Tokyo, 1987.

Attila Szabo and Neil S. Ostlund, Modern Quantum Chemistry: Introduction to
Advanced Electronic Structure Theory, University of Tokyo Press, Tokyo, 1987.

Norikiyo Uryu, Quantum Mechanics: Fundamentals of Science and Engineering,
Shokabo Publishing, Tokyo, 1987.

D. I. Blokhintsev, Fundamental Aspects of Quantum Mechanics, 2nd ed., Nauka,
Moscow, 1987.

H. H. Schmidtke, Quantum Chemistry, VCH, Weinheim, 1987.

Attila Szabo and Neil S. Ostlund, Modern Quantum Chemistry, Pt. 2: Introduction
to Advanced Electronic Structure Theory, University of Tokyo Press, Tokyo, 1988.

Masayoshi Oiwa, Elementary Quantum Chemistry: Calculation and Theory, 2nd ed.,
Kagaku Dojin Publishing, Kyoto, 1988.

Ted Bastin, Quantum Theory and Beyond, Tokyo Tosho, Tokyo, 1988.

300 Books Published on the Topics of Computational Chemistry



Table 8a continued

Attila Szabo and Neil S. Ostlund, Modern Quantum Chemistry: Introduction to
Advanced Electronic Structure Theory. 1st ed., Revised, McGraw-Hill, New York,
1989.

R. L. DeKock and H. B. Gray, Chemical Structure and Bonding, University Science
Books, Mill Valley, CA, 1989.

J. J. Sakurai, Modern Quantum Mechanics, 1, Yoshioka Shoten, Kyoto, 1989.

J. J. Sakurai, Modern Quantum Mechanics, 2, Yoshioka Shoten, Kyoto, 1989.

Katsumi Sakurai, Introduction to Quantum Mechanics by Personal Computer:
Elementary Quantum Mechanics by Numerical Method, Shokabo Publishing, Tokyo,
1989.

Rubin H. Landau, Quantum Mechanics II. A Second Course in Quantum Theory,
Wiley, New York, 1990.

Shoichiro Koide, Quantum Mechanics, 1, 2nd ed., Shokabo Publishing, Tokyo, 1990.

Shoichiro Koide, Quantum Mechanics, 2, 2nd ed., Shokabo Publishing, Tokyo, 1990.

Shoichiro Koide, Quantum Theory, revised ed., Shokabo Publishing, Tokyo, 1990.

Brian Webster, Chemical Bonding Theory, Blackwell Scientific, Oxford, UK, 1990.

Shozo Shinohara, Introduction to Quantum Mechanics: Atomic Spectra and Molecular
Spectra, Tokyo Denki University Press, Tokyo, 1990.

Hans Primas and Ulrich Mueller-Herold, Elementary Quantum Chemistry, 2nd ed.,
Teubner, Stuttgart, 1990.

F. L. Pilar, Elementary Quantum Chemistry, 2nd ed., McGraw-Hill, New York
1990.

Yasuhisa Murai, Lectures on Quantum Theory, Asakura Publishing, Tokyo, 1990.

Shigeru Machida, Fundamental Quantum Mechanics, Maruzen, Tokyo, 1990.

Seigo Kishino, Fundamentals of Quantum Mechanics, Maruzen, Tokyo, 1991.

Henrik Smith, Introduction to Quantum Mechanics, World Scientific, Singapore, 1991.

P. W. Atkins, Quanta: A Handbook of Concepts, 2nd ed., Oxford University Press,
Fairlawn, NJ, 1991.

Kiyoshi Mutai, Quantum Chemistry: Introduction to Molecular Orbital Methods,
Shokodo, Tokyo, 1991.

Walter Greiner, Quantum Mechanics, Springer-Verlag Tokyo, Tokyo, 1991.

A. Goswami, Quantum Mechanics, WCB/McGraw-Hill, New York, 1991.

Yasuo Gondo, Introduction to Quantum Mechanics, Corona Publishing, Tokyo,
1991.

Shigenobu Sunakawa, Quantum Mechanics, Iwanami Shoten, Tokyo, 1991.

Philip S. C. Matthews, Quantum Chemistry of Atoms and Molecules, Hirokawa
Publishing Co., Tokyo, 1991.

Clifford E. Dykstra, Introduction to Quantum Chemistry, Prentice Hall, Englewood
Cliffs, NJ, 1992.

Clifford E. Dykstra, Quantum Chemistry and Molecular Spectroscopy, Prentice Hall,
Englewood Cliffs, NJ, 1992.

J. Baggott, The Meaning of Quantum Theory: A Guide for Students of Chemistry and
Physics, Oxford University Press, Oxford, UK, 1992.

Quantum Chemistry 301



Table 8a continued

Tosinobu Anno, Invitation to Quantum Mechanics, Shokabo Publishing, Tokyo, 1992.

Toshiaki Iitaka, Kazuhiko Nakada, and Yuichi Yatsuyanagi, Solutions Manual of
Modern Quantum Mechanics, Yoshioka Shoten, Kyoto, 1992.

Yositaka Onodera, Exercises in Elementary Quantum Mechanics with Personal
Computer, Shokabo Publishing, Tokyo, 1992.

G. C. Schatz and M. A. Ratner, Quantum Mechanics in Chemistry, Prentice Hall,
Englewood Cliffs, NJ, 1993.

Haruo Hosoya, Illustrated Introduction to Quantum Chemistry, Ohmaha, Tokyo,
1993.

Yoshiaki Hamada and Kozo Kuchitsu, Quantum Chemistry, The Society for the
Promotion of the University of the Air, Tokyo, 1993.

Ryuzo Abe and Kiyoshi Kawamura, Quantum Mechanics, The Society for the
Promotion of the University of the Air, Tokyo, 1993.

Jean-Louis Calais, Quantum Chemistry Workbook. Basic Concepts and Procedures in
the Theory of the Electronic Structure of Matter, Wiley, New York, 1994.

Takuji Tsuzuki, Quantum Mechanics with Satisfactory Explanation, Kodansha Ltd.,
Tokyo, 1994.

Richard F. W. Bader, Atoms in Molecules: A Quantum Theory, Oxford University
Press, Oxford, UK, 1994.

Keiji Igi and Hikaru Kawai, Quantum Mechanics, 1, Kodansha, Tokyo, 1994.

Keiji Igi and Hikaru Kawai, Quantum Mechanics, 2, Kodansha, Tokyo, 1994.

Joachim Reinhold, Quantum Theory of the Molecule: An Introduction, Teubner,
Stuttgart, 1994.

Masaaki Ogasawara and Hiroto Tachikawa, Introduction to Quantum Theory of
Chemical Bonds, Sankyo Shuppan Co. Ltd., Tokyo, 1994.

G. L. Squires, Problems in Quantum Mechanics: With Solutions, Cambridge University
Press, Cambridge, UK, 1995.

F. Schwabl, Quantum Mechanics, Springer, Berlin, 1995.

Munetaka Nakata, Basic Concepts of Quantum Chemistry, Tokyo Kagaku Dozin,
Tokyo, 1995.

H. Haken and H. C. Wolf, Molecular Physics and Elements of Quantum Chemistry:
Introduction to Experiments and Theory, Springer-Verlag, Vienna, 1995.

D. J. Griffiths, Introduction to Quantum Mechanics, Prentice Hall, Englewood Cliffs,
NJ, 1995.

J. D. McGervey, Quantum Mechanics—Concepts and Applications, Academic Press,
New York, 1995.

Tosinobu Anno, Basic Grounds of Quantum Chemistry, Kagaku-Dojin, Kyoto, 1996.

Kiyoshi Kawamura, Quantum Mechanics, 1, Sangyo Tosho Publishing, Tokyo, 1996.

Kiyotaka Shimizu, Quantum Mechanics, Vol. 2, Sangyo Tosho Publishing, Tokyo,
1996.

P. W. Atkins and R. S. Friedman, Molecular Quantum Mechanics, 3rd ed., Oxford
University Press, Oxford, UK, 1996.

P. A. Cox, Introduction to Quantum Theory and Atomic Structure, Oxford University
Press, Oxford, UK, 1996.

302 Books Published on the Topics of Computational Chemistry



Table 8a continued

Kenichiro Nakamura, Fundamentals of Quantum Physical Chemistry, Tokai University
Press, Tokyo, 1996.

Yoshimasa Murayama, Koji Kajita, Kenji Makoshi, et al., Quantum Mechanics,
Baifukan, Tokyo, 1996.

Masanori Abe, Quantum Chemistry for Beginners, Baifukan, Tokyo, 1996.

Leslie E. Ballentine, Quantum Mechanics: A Modern Development, World Scientific,
Singapore, 1996.

Takashi Fujikawa, Introduction to Schroedinger Equation and Its Applications,
Shokabo Publishing, Tokyo, 1996.

Krishnan Balasubramanian, Relativistic Effects in Chemistry, Part A: Theory and
Techniques and Relativistic Effects in Chemistry, Wiley, New York, 1997.

Krishnan Balasubramanian, Relativistic Effects in Chemistry, Part B: Applications,
Wiley, New York, 1997.

Jack Simons and Jeff Nichols, Quantum Mechanics in Chemistry, Oxford University
Press, New York, 1997.

Hinne Hettema, Quantum Chemistry: Classic Scientific Papers, World Scientific,
Singapore, 1997.

Jean-Louis Calais and Eugene Kryachko, Conceptual Perspectives in Quantum
Chemistry, Kluwer, Dordrecht, 1997.

N. J. B. Green, Quantum Mechanics 1. Foundations, Oxford University Press, Oxford,
UK, 1997.

J. E. House, Fundamental of Quantum Mechanics, Academic Press, New York, 1998.

Nicholass Green, Quantum Mechanics 2: The Toolkit, Oxford University Press,
Oxford, UK, 1998.

Ira N. Levine, Quantum Chemistry, 5th ed., Prentice Hall, Englewood Cliffs, NJ,
1998.
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Per-Olov Löwdin, N. Yngve Öhrn, John R. Sabin and Michael C. Zerner, Quantum
Biology and Quantum Pharmacology. Proceedings of the International Symposium
held at Marineland, Florida, March 6–8, 1986, in Int. J. Quantum Chem., Quantum
Biol. Symp., No. 13, Wiley, New York, 1986.
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Zerner, Quantum Chemistry, Solid-State Theory, and Computational Methods.
Proceedings of an International Symposium held in Marineland, Florida, March
12–21, 1987, in Int. J. Quantum Chem., Quantum Chem. Symp., No. 21, Wiley,
New York, 1987.

Alberte Pullman, Joshua Jortner, and Bernard Pullman, Transport Through Membranes:
Carriers, Channels and Pumps. Proceedings of the 21st Jerusalem Symposium on
Quantum Chemistry and Biochemistry, held in Jerusalem, Israel, May 16–19, 1988, in
The Jerusalem Symposia on Quantum Chemistry and Biochemistry, Vol. 21, Kluwer,
Dordrecht, 1988.
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Zerner, Quantum Chemistry, Solid-State Theory, and Molecular Dynamics. Pro-
ceedings of the International Symposium held at St. Augustine, Florida, March 9–16,
1991, in Int. J. Quantum Chem., Quantum Chem. Symp., No. 25, Wiley, New York,
1991.
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Per-Olov Löwdin, Advances in Quantum Chemistry, Vol. 25, Academic Press, San
Diego, 1994.
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Per-Olov Löwdin, John R. Sabin, and Michael C. Zerner, Advances in Quantum
Chemistry, Vol. 27, Academic Press, San Diego, 1996.
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Per-Olov Löwdin, John R. Sabin, Michael C. Zerner, and Erkki Brändas, Advances in
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J. V. Ortiz and Henry Kurtz, Advances in Quantum Chemistry, Vol. 35, Academic
Press, San Diego, 1999.
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Per-Olov Löwdin, Erkki Brändas, and Michael C. Zerner, Advances in Quantum
Chemistry, Vol. 38, Academic Press, San Diego, 2000.

MOLECULAR MODELING

Table 9 Books Related to Molecular Modeling

Gerald D. Fasman, Poly-a-Amino Acids, Protein Models for Conformational Studies, in
Biological Macromolecules, Vol. 1, Dekker, New York, 1967.

K. Beyermann, Molecular Models. A Clear Path to Chemistry, Verlag Chemie,
Weinheim, 1979.

A. V. Chichinadze, Solution of Problems of Thermal Dynamics and Modeling of
Friction and Wear, Nauka, Moscow, 1980.

B. Juodka, Covalent Nucleic–Protein Structures and Their Chemical Modeling,
Mokslas, Vilnius, USSR, 1985.

Robert Fletterick and Mark Zoller, Current Communications in Molecular Biology:
Computer Graphics and Molecular Modeling, Cold Spring Harbor Laboratory, Cold
Spring, NY, 1986.

Zvonimir B. Maksic, Modeling of Structure and Properties of Molecules, Horwood,
Chichester, 1987.

Dennis Liotta, Advances in Molecular Modeling, Vol. 1, JAI Press, Greenwich, CT,
1988.

Yoneo Yamamoto and Masanao Miyata, NEC PC-9800 Series: Exercises in Molecular
Modeling for Personal Computer, Kodansha, Tokyo, 1989.

M. A. Johnson and G. M. Maggiora, Concepts and Applications of Molecular
Similarity, Wiley, New York, 1990.

J. L. Rivail, Modeling of Molecular Structures and Properties. Proceedings of the 44th
International Meeting of Physical Chemistry on Modeling of Molecular Structures and
Properties in Physical Chemistry and Biophysics, Nancy, France, 11–15 September
1989, in Studies in Physical and Theoretical Chemistry, Vol. 71, Elsevier, Amsterdam,
The Netherlands, 1990.

Molecular Modeling 331



Table 9 continued

Dennis Liotta, Advances in Molecular Modeling, Vol. 2, JAI Press, Greenwich, CT,
1990.

Alfred D. French and John W. Brady, Computer Modeling of Carbohydrate Molecules.
Developed from a symposium by the ACS Divisions of Carbohydrate Chemistry,
Cellulose, Paper, and Textile Chemistry and Computers in Chemistry, at the 197th
National Meeting, Dallas, Texas, April 9–14, 1989, in ACS Symposium Series 430,
American Chemical Society, Washington, DC, 1990.

Eiji Osawa, Introduction to Quantitative Conformational Analysis: Use of Computer,
Hirokawa, Tokyo, 1991.

E. Weber, Computer-Aided ‘‘Molecular Modeling’’: Alternatives to Animal Research, in
Monographien des Forschungszentrums Juelich, 6, Forschungszentrum Juelich,
Juelich, Germany, 1991.

Paul G. Mezey, Mathematical Modeling in Chemistry. Based on a symposium held in
Honolulu, Hawaii, December 17–22, 1989, VCH, Weinheim, 1991.

Zvonimir B. Maksic, Theoretical Treatment of Large Molecules and Their Interactions,
in Theoretical Models of Chemical Bonding: Part 4, Springer, Berlin, 1991.

Charles Richard Arthur Catlow, Modelling of Structure and Reactivity in Zeolites,
Academic Press, London, 1992.

P. G. Mezey, Shape in Chemistry: An Introduction to Molecular Shape and Topology,
VCH, New York, 1993.

C. R. A. Catlow, A. M. Stoneham, and J. M. Thomas, New Methods for Modelling
Processes Within Solids and at Their Surfaces, Oxford University Press, Oxford, UK,
1993.

C. R. A. Catlow, Molecular Modeling of High-TC Materials, in Mol. Simul., 12 (2),
Gordon and Breach, Yverdon, Switzerland, 1994.

Marco Antonio Chaer Nascimento, The Chemistry of the XXI Century: Molecular
Modeling, Rio de Janeiro, Brazil, May 25–27, 1992, World Scientific, Singapore,
1994.

Bruce Gelin, Molecular Modeling of Polymer Structures and Properties, Hanser/
Gardner, Cincinnati, OH, 1994.

Shridhar R. Gadre, Theoretical Models for Molecular Structure Properties and
Dynamics, in Proc. - Indian Acad. Sci., Chem. Sci., 106 (2), Indian Academy of
Sciences, Bangalore, 1994.

Thomas F. Kumosinski and Michael N. Liebman, Molecular Modeling From Virtual
Tools to Real Problems. Developed from a symposium sponsored by the Division of
Agricultural and Food Chemistry at the 205th National Meeting of the American
Chemical Society, Denver, Colorado, March 28–April 2, 1993, in ACS Symposium
Series 576, American Chemical Society, Washington, DC, 1994.

K. M. Merz and S. M. Le Grand, The Protein Folding Problem and Tertiary Structure
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Amsterdam, The Netherlands, 1983.

Danail Bonchev, Information Theoretic Indices for Characterization of Chemical
Structures, Research Studies Press, Chichester, 1983.

N. Trinajstic, Chemical Graph Theory, CRC Press, Boca Raton, FL, 1983.

Gerhard Linnemann, Graphs and Network Theory and Uses. Based on the 13th
International Scientific Colloquium, October 21–25, 1985, in Ilmenau Technical
Institute, No. 5, Lecture Series F, Technische Hochschule Ilmenau, Ilmenau, Germany,
1985.

Lemont B. Kier and Lowell H. Hall, Molecular Connectivity in Structure-Activity
Analysis, Wiley, London, UK, 1986.

R. B. King and D. H. Rouvray, Graph Theory and Topology in Chemistry. Based on an
international conference held in Athens, Georgia, 16–20 March 1987, in Studies in
Physical and Theoretical Chemistry, Vol. 51, Elsevier, Amsterdam, The Netherlands,
1987.

N. S. Zefirov and S. I. Kuchanov, Use of the Theory of Graphs in Chemistry, Nauka, Sib.
Otd., Novosibirsk, USSR, 1988.
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Table 12 continued

Dennis H. Rouvray, Computational Chemical Graph Theory, Nova Scientific,
Commack, NY, 1990.

Danail Bonchev and Dennis H. Rouvray, Chemical Graph Theory: Introduction and
Fundamentals, Gordon & Breach, New York, 1991.

Danail Bonchev and Dennis H. Rouvray, Chemical Graph Theory: Reactivity and
Kinetics, in Math. Chem., Vol. 2, Gordon & Breach, Philadelphia, 1992.

Jerry Ray Dias, Molecular Orbital Calculations Using Chemical Graph Theory,
Springer-Verlag, Berlin, New York, 1993.

Paul G. Mezey and Nenad Trinajstic, Applied Graph Theory and Discrete Mathematics
in Chemistry. Proceedings of the Symposium in Honor of Professor Frank Harary on
His 70th Birthday, Saskatoon, Canada, 12–14 September 1991, in J. Math. Chem., 12
(1–4), Baltzer, Basel, 1993.

Danail Bonchev and Ovanes Mekenyan, Graph Theoretical Approaches to Chemical
Reactivity, in Understanding Chem. React., Vol. 9, Kluwer, Dordrecht, 1994.

Danail Bonchev and Dennis H. Rouvray, Chemical Graph Theory: Techniques and
Applications, in Math. Chem., Vol. 4, Gordon & Breach, Lausanne, 1995.

O. N. Temkin, D. G. Bonchev, and A. V. Zeigarnik, Chemical Reaction Networks: A
Graph-Theoretical Approach, CRC Press, Boca Raton, FL, 1996.

Ivan Gutman, 50 Years of the Wiener Index, in J. Serb. Chem. Soc., 62 (3), Serbian
Chemical Society, Belgrade, 1997.

Ante Graovac and Drazen Vikic-Topic, Proceedings of the Twelfth Dubrovnik
International Course and Conference MATH/CHEM/COMP ’97 Dedicated to the
Memory of Marko Razinger, in Croat. Chem. Acta, 71 (3), Croatian Chemical Society,
Zagreb, 1998.

TRENDS

To spot trends in publication rates and areas, the data in Tables 3–12
were analyzed graphically. Figure 1 shows plots of the number of books pub-
lished annually in each area categorized in the tables. It is hard to discern any
patterns in the jumble. However, if we subtotal all the quantum chemistry
books together and all the nonquantum chemistry books together as in
Figure 2, then some interesting trends are noticeable. The growth in the num-
ber of books being published in quantum chemistry has fluctuated, but not sig-
nificantly decreased or increased since the early 1970s. In contrast, the annual
number of new books on nonquantum chemistry subjects has been growing,
and by 1996 was almost double the number in quantum chemistry.

Another interesting observation is the curious periodicity of Figure 2’s
‘‘total’’ curve, which is the sum of the other two curves. The annual number
of computational chemistry books reached peaks around 1969, 1974, 1977,
1981, 1987, 1992, and 1996. Apparently, authors and editors are producing
their books in cycles, each wave generally higher than the previous one. The
spurts occurred every 4 or 5 years in both the quantum mechanical and non-
quantum mechanical sectors.
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From Figure 2, it is obvious that using the CAS database to find
the majority of books in our survey turned up relatively few of the books
published in the last two years. Moreover, our use of SciFinder suggests a non-
trivial number of books may be missing from the CAplus database. We esti-
mate that our present tabulation could undercount the true total number of
computational chemistry books by as much as a few hundred.

Figure 3 shows the total accumulated number of books published in each
of the categories during the last 40 years. The same data are presented in
Figure 4 as a pie chart. The total number of books represented in the tables

Figure 1 Plots of the annual number of books published. The curves are labeled
according to corresponding tabulated data: ‘‘comp in chem’’ (Table 3), ‘‘chem inf’’
(Table 4), ‘‘comp chem’’ (Table 5), ‘‘AI’’ (Table 6), ‘‘p.chem’’ (Table 7), ‘‘qm fund’’
(Table 8a), ‘‘qm appl’’ (Table 8b), ‘‘qm large’’ (Table 8c), ‘‘qm confs’’ (Table 8d), ‘‘mol
mod’’ (Table 9), ‘‘simul’’ (Table 10), and ‘‘QSAR’’ (Table 11). Not shown for sake of
clarity is the curve for data in Table 12; that curve hovers near zero on the ordinate.
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Figure 2 Plots of the total annual number of books published in the area of quantum
chemistry (‘‘qm,’’ Tables 8a–8d) and other computational chemistry areas (‘‘non qm,’’
Tables 1–7 and 9–12). The curve labeled ‘‘total’’ is the sum of the ‘‘qm’’ and ‘‘non qm’’
curves.

Figure 3 Bar graph showing the total number of books in each of the tables. See the
caption to Figure 1 for definition of the labels; the data from Table 12 are labeled
‘‘graph.’’ Most of these data are from the period 1960 through 2000.
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is slightly more than 1600. Forty percent of these were on quantum chemistry,
whereas the other 60% were on other subjects of computational chemistry.

CONCLUDING REMARKS

Whereas many books included in this appendix were uncovered by
SciFinder, others had to be ferreted out by other methods. We already pointed
out the lack of completeness with simple searching of the CAplus database for
volumes of our own series. For proceedings of popular, long-running confer-
ences, the situation was even worse. There are enormous gaps of data for
these, which were eventually filled in by more exhaustive searches of CAplus
and other sources. The inability to retrieve data completely and the encounter
of wrong, inconsistent, or missing data were frustrating. We hope that the
appendix will spare our readers some work in finding books on computational
chemistry.

Almost all the books compiled in this appendix can be considered com-
putational chemistry even though some of their titles seem otherwise. The par-
titioning of these books into the aforementioned categories is subjective on our
part and may well be better divided other ways. We physically examined less
than a quarter of the books listed in the tables. Thus, for many books, we had
to make a judgment based on solely the title and/or the author(s) whether the
book really is about computational chemistry.

We are not in a position here to render a judgment about which of the
tabulated books are great and which are of lesser quality. The reader is encour-
aged to locate and read book reviews of individual books that may be of

Figure 4 Pie chart showing the relative number of books in each of the categories of
Figure 3. See the captions of Figures 1 and 3 for definitions of the labels. Also reported
are the percentages of books in each category compared to the total of slightly more than
1600 books.
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interest. Citation frequencies can help identify some widely used research
books, although equally popular textbooks are not generally heavily cited.
The number of copies of each book sold gives an indication of the popularity,
but unfortunately publishers are usually loath to reveal their sales data.

We reiterate the caveat that our tabulations, while long, are not compre-
hensive. Every effort was made to include as many relevant books as possible
in this appendix, there are probably many books that we overlooked. This
statement is especially true for the most recent books, which have not yet
been cataloged in the CAS database. We apologize to any author or editor
whose book may have been left out; be assured that the omission was inadver-
tent, and we regret it. Nonetheless we hope that this tabulation, which is not
available elsewhere, proves useful to the readers.
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