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CONVERSION FACTORS*

Length:
1 ft = 0.3048 m = 12 in. = mile/5280 = nautical mile/6076
= km/3281
1 m = 3.281 ft = 39.37 in. = km/1000 = 100 cm = 1000 mm
= 10° microns = 10° um = 10° nm = 10'° A
Mass:

11bm = 0.45359 kg = short ton/2000 = long ton/2240 = 16 oz (av.)
= 14.58 oz (troy) = metric ton (tonne)/2204.63 = 7000 grains
=slug/32.2
1 kg = 2.2046 Ibm = 1000 g = (metric ton or tonne or Mg)/1000

Force:

11bf = 4.4482 N = 32.2 Ibm - ft/s> = 32.2 poundal = 0.4536 kgf

1N = kg - m/s? = 10° dyne = kgf/9.81 = 0.2248 Ibf

Volume:

1ft* = 0.02831 m® = 28.31 liters = 7.48 U.S. gallons

= 6.23 Imperial gallons = acre-ft/43 560
1 U.S. gallon = 231 in.? = barrel (petroleum)/42 = 4 U.S. quarts
= 8 U.S. pints = 3.785 liters = 0.003785 m?

1 m? = 1000 liters = 35.29 ft?
Energy:

1Btu = 1055J = 1.055kw - s = 2.93 x 10~* kwh = 252 cal
=777.97ft-1bf =3.93 x 107 hp-h
1J=N-m=W.s=volt-coulomb=9.48 x 107* Btu
= 0.239 cal = 107 erg = 6.24 x 108 electron volts

*These values are mostly rounded. There are several definitions for some of these quantities, e.g., the
Btu and the calorie; these definitions differ from each other by up to 0.2 percent. For the most accurate
values see the ASTM Metric Practice Guide, ASTM Pub. E 380-93, Philadelphia, 1993.




Power:

1 hp = 550 ft - 1bf/s = 33 000 ft - 1bf/min = 2545 Btu/h = 0.746 kW
1 W =1J/s=N-m/s = volt - ampere = 1.34 x 1073 hp = 0.239 cal/s
=9.49 x 10~ Btu/s

Pressure:

1 atm = 101.3 kPa = 1.013 bar = 14.696 1bf/in.? = 33.89 ft of water
= 29.92 inches of mercury = 1.033 kgf/cm? = 10.33 m of water
= 760 mm of mercury = 760 torr
1 psi = atm/14.696 = 6.89 kPa = 0.0689 bar = 27.7 in. H,O = 51.7 torr

1Pa = N/m? =kg/m - s> = 1073 bar = 1.450 x 10~ Ibf/in.?
= 0.0075 torr = 0.0040 in. H,O
1 bar = 10° Pa = 0.987 atm = 14.5 psia
Psia, psig:

Psia means pounds per square inch, absolute. Psig means pounds per square
inch, gauge, i.e., above or below the local atmospheric pressure.

Viscosity:
1 cp = 0.01 poise = 0.01"g/cm - s = 0.001 kg/m - s = 0.001 Pa - s
=6.72 x 107* Ibm/ft - s = 2.42 Ibm/ft - h = 2.09 x 107> Ibf - s/ft?
= 0.01 dyne - s/cm?

Kinematic viscosity:
1 ¢s = 0.01 stoke = 0.01 cm?/s = 10~ m?/s = 1 cp/(g/cm?)
= 1.08 x 1073 ft’/s = cp/(62.4 Ibm/ft>)
Temperature:
K=°C+273.15=°"R/1.8~°C+273 °C=(°F—32)/1.8
°R = °F + 459.67 = 1.8 K = °F + 460 °F =1.8°C + 32
Concentration (ppm):

In the air pollution literature and in this book, ppm applied to a gas always
means parts per million by volume or by mol. These are identical for an ideal gas,
and practically identical for most gases of air pollution interest at 1 atm pressure.
Ppm applied to a liquid or solid means parts per million by mass.

For perfect gases at 1 atm and 25°C, 1 ppm = (40.87 - molecular weight)
g/m?

Common Units and Values for Problems and Examples:

See inside back cover.
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PREFACE

This book is intended for university seniors and graduate students who would like
an overview of air pollution control engineering. It may be of value as a reference
work to engineers who are professionally active in air pollution control, but they
will probably find the treatment somewhat simpler and less detailed than their own
personal experience. They may, however, find use for the treatment of areas in which
they are not personally experienced.

About half of the book is devoted to control devices, their theory and practice.
The other half is devoted to topics that form some of the background for the selection
of such devices, e.g., air pollution effects, the structure of U.S. air pollution law,
atmospheric models, etc. These topics interact strongly with the device selection
and design, which is the reason for their inclusion.

I have tried to make the book direct and clear enough that an experienced
engineer can read and understand any part of it without help. I have also tried to
base it as completely as possible on the basic chemical engineering disciplines of
stoichiometry, thermodynamics, fluid mechanics, heat transfer, mass transfer, and
reaction kinetics so that senior students in chemical engineering will see that this
is a field in which they can use all that they have previously learned. I have also
tried to select the level of treatment so that any interested chemical engineering
faculty member can teach a senior level course using the book (and the solutions
manual) without requiring that the faculty member have a personal background in
air pollution control engineering. The chemistry in this book is presented at a level
corresponding to a background of one year of university chemistry because when I
teach our course there are mechanical and civil engineering students present, who
have that chemistry background.

I have been guided by two pedagogical maxims: “The three rules of teaching
are, from the known to the unknown, from the simple to the complex, one step
at a time,” and “If you don’t understand something at least two ways, you don’t
understand it.” I have devoted more space and effort to determining numerical values
of pertinent quantities than do most authors. I believe students need to develop a feel
for how big? how fast? how hot? and how much?

In many areas of the book the treatment in the text is simple, with a more com-
plex treatment outlined or discussed in one of the problems. Students are encouraged
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PREFACE  XVii

at least to read through all the problems, to see where more complex and complete
treatments are either described or referred to. In many places in the book there are
digressions not directly applicable to air pollution and problems not directly related
to air pollution. Some of these are there because they show interesting related tech-
nical issues that do not apply directly to air pollution control. I include these because
I think they help students build mental bridges to other parts of their personal expe-
riences. The more the students are able to integrate the new information in this book
into their existing knowledge base by such connections, the more likely they are to
retain it and be able to use it.

I will be very grateful to readers who point out to me typographic errors,
incorrect equation numbers, incorrect figure numbers, or simply errors of any kind.
Such errors will be corrected in subsequent editions or printings. In the second edition
I have tried to update those parts that change with time (e.g., regulations, atmospheric
trends, control technology). I have added a few more examples and problems. There
is some reorganization of topics, in response to reader suggestions. I thank all the
students, faculty, and others who have pointed out errors or poor explanations in the
first edition. Those who criticize you in a soft voice in private are your friends.

Noel de Nevers



NOTATION

Units
Symbol Brief description English SI
A coal ash content wt % wt %
A area ft2 m?
A area of city = LW ft? m?
A constant in Antoine equation — —
"A constant in Arrhenius equation 1/s 1/s
(sometimes called “frequency
factor")
A constant in Cunningham correction — —_
factor
a acceleration ft/s? m/s?
a length parameter 1/1t 1/m
a mass transfer area per unit volume /663 m?/m3 -
A,B,C chemical species in reaction rate — —
equations
A/F air-fuel ratio Ibm/lbm kg/kg
A,B,C,K  arbitrary constants various various
a,b characteristic dimensions — —
a,b polynomial coefficients various various
b background concentration not used pg/m3
b time parameter 1/h 1/s
B, C constants in Antoine equation °R °CorK
C carbon content of fuel wt % wt %
C Cunningham correction factor — —
Cq drag coefficient — —
Cp heat capacity at constant pressure Btu/(lbm or Ibmol) - °F  J/(kg or mol) - °C
Cy heat capacity at constant volume Btu/(Ibmol or Ibm) - °F  J/(kg or mol) - °C
Te concentration (1bm or Ibmol)/ft3 (kg or mol)/m>
D diffusivity ft2/s m?/s
D diameter or particle diameter ft m
D, or Dp, aerodynamic diameter, or aerodynamic  not used " p“(g/cm3)°'5

diameter of a drop or particle

Xvil



NOTATION

Dy diameter of barrier ft m

D “cut diameter,” the diameter at which ft m
the efficiency = 50%

Dp droplet diameter ft m

Boean mean particle diameter (arithmetic or ft m
logarithmic)

D, outside diameter of a cyclone ft m
separator

D, particle diameter ft m

E electric field strength Vit V/em

E excess air : Ibmol/lbmol mol/mol

Ex activation energy Btu/lbmol kcal/mol

E, electric field strength where particles Vit V/cm
are charged

E, electric field strength where particles Vit Viem
are collected

EF emission factor various various

F , force Ibf ' N

F packing factor in flooding equation, — —
or packing factor for absorbers

Fy drag force Ibf N

F, gravity force Ibf N

f fugacity (for ideal gases = partial psia Pa
pressure)

fs saturated fugacity at this T (= vapor psia Pa
pressure)

G Gibbs free energy Btu/lbmol J/mol

G molar flow of nontransferred Ibmol/s mol/s
component in gas phase

G gas molar mass velocity Ibmol/ft? - s mol/m? - s

G’ gas mass velocity 1b/ft? - s kg/m? - s

g acceleration of gravity ft/s? m/s?

H effective stack height ft m

H height in the vertical direction, or ft m
the direction in which particles are
collected

H Henry’s law constant atmospheres Pa

H humidity, lbm water/lbm dry air S s

H hydrogen content of fuel wt % wt %

H mixing height ft m

h enthalpy or molar enthalpy Btu/(lbm or Ibmol)  J/(kg or mol)

h height above floor in a gravity settler ft m

h height of slit ft m

h physical stack height ft m

Ah plume rise ft m

Jm mass transfer factor — s

K coefficient in pressure drop equations ~ — —

K constant in Langmuir equation 1/atm 1/Pa

K equilibrium constant various various

K turbulent dispersion coefficient ft2/s m?/s

K mass-transfer coefficient Ibmol/ft? - s mol/m? - s

K, equilibrium constant with activities in  various various

atm

X1X
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Boltzmann constant = R/Avogadro’s
number

coefficient in modified Deutsch-
Anderson equation

kinetic rate constant

permeability

ratio of specific heats (Cp/Cy)

reaction velocity constant

forward and backward reaction rate
constants

mass transfer coefficient

length

length of city in downwind direction
(in box models)

length of collector in flow direction

length of piston stroke

mixing height (Fig. 6.9 only)

molar flow of nontransferred
component in liquid phase

liquid mass velocity

visual range constant

molecular weight

mass

mass flow rate

nitrogen content of fuel

number of particles, or of people, or
of turns in a cyclone separator

number, number of transfer units

rate of droplet flow

separation number = characteristic
dimension/Stokes stopping number
[see Sec. 8.2]

exponent in rate equation and
Freundlich equation

age

distance in direction of interest in

Gaussian plume derivation (Chapter 6)

exponent in series expansion

number of mols

molar flow rate

oxygen content of fuel

negative log,, of the HT activity
(= concentration) expressed in
mol/liter

gas pressure

power

penetration = 1 — collection
efficiency ’

vapor pressure

vapor pressure of liquid water

emission rate

volumetric flow rate = V - A

gas volumetric flow rate

not used

various
ft?
1/s

various

Ibmol/ft? - s
ft
ft

ft

in.

not used
Ibmol/s

1b/ft? - s
not used
Ibm/lIbmol
Ibm

1bm/s

wt %

number/s

year
ft

Ibmol
Ibmol/s
wt %

psia or atmospheres
ft - 1bf/s or hp

psia
psia
Ibm/s
ft3/s
ft3/s

mol/s

kg/m? - s
km - ug/m?
g/mol

kg

kg/s

wt %

number/s

year

mol
mol/s
wt %

Pa or mb
kW

Pa

Pa or mb
g/s

m?/s
m3/s
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oL liquid volumetric flow rate /s m3/s

q charge on a particle C C

q emission rate per unit area Ibm/hr - mi? g/s - m?

R Reynolds number — —

Ry Reynolds number for particles — —

RH Relative humidity = —_

Humidity

"~ Saturation humidity

R universal gas constant psi - f}/lbmol - °R N - m/mol - K
(see Appendix A)

r radius ft m

r reaction rate various various

S sulfur content of fuel wt % wt %

Sc Schmidt number — —

s standard deviation various various

T absolute temperature °R K

t quench zone thickness in. m

t thickness ft m

t time s s

nn half-life S S

U overall heat transfer coefficient Btu/h - °F - ft? W/m? - K

u wind speed ft/s m/s

u internal energy or molar internal Btu/(Ibm or Ibmol)  J/(kg or mol)
energy

\% voltage (or potential) v v

Vv volume ft3 m’

v velocity ft/s m/s

Vavg average gas velocity ft/s m/s

Ve particle or gas velocity on a circular ft/s m/s
path

Vb drop velocity ft/s m/s

Vp-fixed  drop velocity relative to fixed ft/s m/s
coordinates

Ve gas velocity ft/s m/s

Vi relative velocity ft/s m/s

Vs stack gas velocity ft/s m/s

Vs superficial velocity ft/s m/s

Vi terminal velocity ft/s m/s

w mass of solids/(volume of gas — —
x cake density)

w width of a collecting device ft m

w width of city ft m

w drift velocity (in electrostatic ft/s m/s
precipitators)

w weight fraction — —

w weight of a particle sample Ibm kg

w* equilibrium amount adsorbed Ibm/lbm kg/kg

[X] activity or concentration of compound  not used atm, or mol/cm?
X

X molar humidity of air, — .
mol water/mol dry air

X amount emitted in Lagrangian Ib kg

Gaussian plume equations

xxi
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NOTATION
X liquid content of transferred component  Ibmol/lbmol mol/mol
% distance ft m
x independent variable various various
X mol fraction in the liquid phase — —
b2 mol number of carbon in — —
hydrocarbon fuel
x small quantity in series expansion — —_—
Frmean mean value of independent variable various various
X,y distance in x and y directions ft m
XY indices in hydrocarbon formulae, — —
C:H,
x,y,z coordinate directions or lengths ft m
¥ gas content of transferred component Ibmol/lbmol mol/mol
y mol fraction in gas or vapor — —_
y mol number of hydrogen in — —
hydrocarbon fuel
y* equilibrium mol fraction — —
z elevation or vertical distance ft m
z number of standard deviations — —
from mean, = (x — Xmean)/0
in the normal distribution,
= [In(D/Dmean)]/o in the log
normal distribution.
a constant defined by Eq. (12.17) 1/s 1/s
a constant in Freundlich equation mixed mixed
o filter medium resistance ft m e
a dummy variable in flooding equation — —
B dummy variable in flooding equation — —
€ dielectric constant = =
& porosity — —
€0 permittivity of free space not used 8.85x 10712C/V - m
or 8.85 x 1072 F/m
P cumulative distribution function — —
¢ equivalence ratio — —_
¢ latitude deg deg
n efficiency — —
A latent heat of vaporization Btu/lbm J/kg
A mean free path ft m
A normalized A/F ratio — ) —
A wavelength of maximum emission (never used) uwm
" micron or micrometer not used =10"%m
u viscosity cP Pa-s
v kinematic viscosity = u/p ft2/s m?/s
P density or molar density (Ibm or Ibmol)/ft3 (kg or mol)/m3
ol liquid density at normal boiling point Ibmy/ft? kg/m>
o (variance)®® various various
o constant in Gaussian, or normal, various various
. distribution function
o Stefan-Boltzmann constant Btu/hr - ft?. °R* W/m? . K4
oy horizontal dispersion coefficient not used m
o vertical dispersion coefficient not used m
v specific gravity in flooding equation —_ —
w angular velocity radians/s radians/s




CHAPTER

1

INTRODUCTION TO
AIR POLLUTION
CONTROL

Air pollution is the presence of undesirable material in air, in quantities large enough
to produce harmful effects. This definition does not restrict air pollution to human
causes, although we normally only talk about these. The undesirable materials may
damage human health, vegetation, human property, or the global environment as
well as create aesthetic insults in the form of brown or hazy air or unpleasant smells.
Pollutants are known that may do all of these things. Many of these harmful materials
enter the atmosphere from sources currently beyond human control. However, in the
most densely inhabited parts of the globe, particularly in the industrialized countries,
the principal sources of these pollutants are human activities. These activities are
closely associated with our material standard of living. To eliminate these activities
would cause such a drastic decrease in the standard of living that this action is
seldom considered. The remedy proposed in most industrial countries is to continue
the activities and control the air pollutant emissions from them.

1.1 SOME OF THE HISTORY OF AIR POLLUTION CONTROL IN
" THE UNITED STATES OF AMERICA

Although air pollution control actions go back at least as far as the thirteenth century
[11,* most of the major effort in the world has taken place since 1945. Before then,
other matters were higher on society’s priority list (and are still higher in developing

*Numbers in brackets refer to items listed in the reference section at the end of each chapter.
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countries). In the 1930s and 1940s, a factory smokestack issuing a thick plume of
smoke was considered a sign of prosperity, and some government agencies included
it in their official symbols.

Before 1945, industrial air pollution control efforts were directed at controlling
large-factory emissions of pollutants that had led to conflict with neighbors of the
factories. Much of this did not involve governmental action, but rather was a response
to nuisance damage suits or the threat of such suits.

Between 1945 and 1969, as awareness of air pollution problems gradually
increased, some worthwhile local efforts to control air pollution were initiated, no-
tably in Pittsburgh, Los Angeles, and St. Louis. Between 1963 and 1967 the federal
government began to oversee and coordinate local and state air pollution control
efforts.

In 1969 and 1970, the United States experienced a great environmental awak-
ening. Today’s students may not realize how rapid or drastic a change that was.
Compare some major newspapers from 1968 with the same papers from 1970. En-
vironmental matters were scarcely mentioned in newspapers in 1968, but the same
newspapers had an environmental story every day in 1970. This period saw the pas-
sage of the National Environmental Policy Act and the Clean Air Act of 1970, both
of which have had sweeping effects and have greatly changed our way of dealing
with air pollution. Similar changes took place throughout the industrial world at
about the same time, with similar effects.

The sudden and sweeping change in air pollution law brought about by the
Clean Air Act of 1970 came as a great surprise to most major American industries.
At first the leaders of the older “smokestack” industries (steel, copper, some electric
power) fought the new regulations, in the courts, in the press, and in Congress.
Twenty-five years later their successors mostly have decided that the air pollution
regulations are here to stay and that their goals should be to influence the regulatory
process to make the regulations as clear and practical as possible and then to comply
with the regulations in as efficient and economical a way as possible. The best of
the industry leaders are always looking at the next generation of regulations so that
when those regulations appear, they will be prepared for them and will not have to
change what they did for today’s generations of regulations. Most major industries
try to be at least as well informed (and if possible better informed) on air pollution
technical matters as any of the other participants in the regulatory process.

In the late 1980s, a new theme entered the air pollution arena: global air pol-
lution. Until 1980, most air pollution problems were perceived as local problems.
The pollutants of interest had short lifetimes in the atmosphere, or were emitted
in such small quantities that they were not perceived as a problem far beyond the
place from which they were emitted. Thus, it seemed logical to let local or state
governments deal with them. (If a stinky factory provides jobs, the conflict between
those who enjoy the economic benefits of the factory and those offended by its smell
can be settled in a local election.) In the 1980s, three problems emerged involving
longer-lived pollutants and pollutants that are transported a long way before they
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do their damage: acid rain, destruction of the ozone layer by chlorofluorocarbons,
and the buildup of carbon dioxide in the atmosphere. The legal and administrative
structure developed in the 1970s to deal with local air pollution problems seems
useless to deal with these international or global problems. We shall return to these
three problems in Chapter 14. The history in other countries has been similar to that
in the United States; the industrial countries responded at about the same time and in
about the same way as the United States. The developing countries responded later
than the United States, and used a mixture of the ideas combined from the United
States and the World Health Organization, which seek similar goals by somewhat
different means.

1.2 WHY THE SUDDEN RISE IN INTEREST IN 1969-1970?

Why did air pollution awareness increase in 1969—-1970? This is a subject for his-
torical debate, but some of the reasons are obvious. A great deal of the anti-Vietnam
war activism was diverted into the environmental arena quite suddenly. The com-
munications media jumped on the bandwagon vigorously at about the same time
that the Santa Barbara oil spill provided a visible example of pollution problems and
attracted wide attention. There are certainly other causes.

Environmental concern is often considered a luxury only wealthy nations can
afford, and the United States had become very wealthy. To people who are worried
about their next meal or whether they will have a home or be able to pay for medical
care, air pollution does not seem very important. To a person whose basic physical
needs are satisfied, air pollution can be a much greater cause for concern. Certainly
the people who participated in the environmental awakening were mostly upper
middle class, including many college students. There were not many poor people
involved, or many people who had lived through the Great Depression of the 1930s.*

Furthermore, when the principal cause of death was infectious disease such as
influenza, tuberculosis, and typhoid fever, the effects of air pollution on health, which
are slow and cumulative, were seldom observed. As we have learned to prevent or
treat these diseases, we have doubled our average life span, surviving long enough
to die of long-term diseases such as arteriosclerosis, heart malfunctions, stroke,
emphysema, and cancer, all of which are related to environmental factors, including
air pollution. The same observation can be made about cigarette smoking; before

* Although the environmental movement was mostly an activity of the upper middle classes, the poor
are most often exposed to more severe air pollution (and other environmental insults) than are the rich.
The highest concentrations of air pollutants are found in the central cities, where poor people live, not in
suburbs where wealthier people live. The price of homes in Los Angeles is related to local air pollutant
concentrations; those near the beaches or high on the foothills, where the air pollutant concentrations are
lowest, normally command the highest prices. The same is true of industrial exposure; only poor people
work in jobs with severe exposure to potentially harmful materials. This is also true of the location of
unpleasant facilities; the slaughterhouse, landfill, and municipal incinerator are rarely located in rich
neighborhoods.
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we learned to treat these contagious diseases, smoking probably had little effect on
overall life expectancy. Now that these other causes of death are practically gone,
we live long enough that smoking has a real effect on life expectancy. So also with
air pollution.

It is useful to contrast the air pollution situation, for which we have taken ac-
tion so recently, with water pollution, for which we have had active programs for
over a century. The worst water problems were caused by contamination of drink-
ing water with human sewage. This quickly spreads cholera, typhoid, and amoebic
dysentery. These diseases are sudden and dramatic in onset and often swiftly fatal.
Their connection with polluted water is easily demonstrated. Thus, we responded to
the water pollution problem much sooner and more vigorously than we have to the
air pollution problem.

Evidence of the effects of air pollution on health (see Chapter 2) is much less
dramatic than that for water pollution. One can seldom point to a pile of corpses and
say, “They died of air pollution,” as one can after a cholera outbreak due to polluted
water. The effects are more like those of smoking; we seldom say, “He died of
smoking,” but we know that smoking has been shown to decrease the life expectancy
of the smoker and to increase the incidence of certain well-defined illnesses in
smokers and in those who breathe secondhand smoke. The fact that so many people—
including educated people—smoke demonstrates that this type of argument is not
as persuasive as the sight of the corpses after an epidemic spread by water pollution.
Many people do not take very seriously the loss of life and health due to air pollution,
like that due to smoking, because they believe it is “only statistical.”

The effects of air pollution and of smoking are also analogous in that many
people who have lived in badly air-polluted environments all of their lives have
excellent lungs and hearts. Similarly, everyone knows someone who lived to be a
vigorous 95 and smoked cigarettes or cigars every day. Those examples exist; the
counterexamples died younger, of diseases caused or aggravated by air pollution or
smoking.

Public awareness of air pollution developed at a period when the problem was
less severe in many respects than it had been previously. Before the introduction
of natural gas as the principal fuel in most U.S. cities, winter air was much dirtier
with coal soot than it is now. Likewise, early in this century, the emissions of sulfur
dioxide from copper smelting in cities such as Tacoma, Salt Lake City, El Paso, and
Anaconda were much greater than they are now. At those times, there must have
been dissatisfaction about these sources of pollution, but presumably not at the level
we have had in the past few years.

This increase in awareness is partly explained by the increased wealth of the
country, as mentioned before. We once thought these pollutants were necessary
concomitants of a prosperous economy; we now know otherwise. Similarly, we
once believed that nothing could be done about such problems. Now that we have
learned to read the genetic code and put people on the moon, it is harder to argue
that we cannot control air pollution. We can; this book explains the technical bases
and some of the details of how to do it.
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1.3 DIRTY AIR REMOVAL OR EMISSION CONTROL?

Example 1.1. The area of the Los Angeles basin is 4083 square miles. The heavily
polluted air layer is assumed to be 2000 ft thick on average. One solution to Los
Angeles’ problems would be to pump this contaminated air away. Suppose that we
wish to pump out the Los Angeles basin every day and that the air must be pumped
50 miles to the desert near Palm Springs. (We assume the residents of Palm Springs
won’t complain.) Assume also that the average velocity in the pipe is 40 ft/s. Estimate
the required pipe diameter.*
The flow rate required is

4 ¥ ft (5280 ft/mi)? fi*
Q:ﬂz 083 mi* - 2000 ft (5280 f/mi) T
At 24 h 3600 s/h s

3

=747 x 107 L&

s
and the required pipe diameter is

4 4 x 2.63 x 10° ft®/.
D=‘/£= s S —9158ft=2791m n
TV 7 x 40 ft/s

This is about six times the height of the tallest man-made structure, and far
beyond our current structural engineering capabilities. Similar calculations (Problem
1.1) show that the power required to drive the flow exceeds the amount of electrical
power generated in the Los Angeles basin. We are unlikely to solve our air pollution
problems by pumping away the polluted air, although this solution is still frequently
proposed. Instead, we must deal with those problems by reducing emissions, the
principal subject of the rest of this book.

1.4 ONE PROBLEM OR A FAMILY OF PROBLEMS?

In Table 1.1 we see emissions estimates for the major man-made pollutants for the
United States in 1997. From this table, we see the following:

1. There are six individual pollutants listed, which are the major regulated pollutants
in the United States. There is a much longer list of other pollutants, emitted in
much lesser quantities and regulated in a different way in the United States (see
Chapters 3 and 15). :

2. Some of the pollutants come mostly from transportation (motor vehicles) and
others come mostly from industrial sources.

3. Thereisno entry for “General air pollution.” The public thinks in terms of “general
air pollution” and wonders if the problem is mostly industry (them) or autos (us).

*Note: The symbol M indicates the end of an example.
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TABLE 1.1
National emissions estimates for 1997 (Values in millions of short tons/yr)

Source category PMjo SO, CcO NOyx voC Pb
Transportation 0.7 14 67.0 11.6 7.7 0.00052
Fuel combustion 1.1 173 4.8 10.7 0.9 0.00050
Industrial processes 1.3 1.7 6.1 0.9 9.8 0.0029
‘Miscellaneous — 0.0 9.6 0.3 0.8 -
Total 3.1 20.4 87.5 235 19.2 0.0039
Percentage of 1970 total — 65% 78% 116% 70% 1.7%

PM|o = particulate matter, 10 p. or smaller; see Chapter 8. SO, = all sulfur oxides, mostly SO,; see Chapter 11. CO =
carbon monoxide; see Chapter 15. NOy = all nitrogen oxides, mostly NO and NO,. The mass shown is based on all NO
being converted to NO,; this is referred to as “NOy expressed as NO,”; see Chapter 12. VOC = volatile organic
compounds; see Chapter 10. Pb = lead; see Chapter 15.

No value is shown for PM;o emissions as a fraction of 1970 emissions because no reliable estimate is available for PM;q
emissions in 1970. Forest fires are the most important of the “Miscellaneous” sources, for most pollutants. This table
contains no entry for O3, which is a major pollutant, but which is almost entirely a secondary pollutant for which there
are no major primary emission sources. VOC are listed not because they are directly harmful to human health, but
because they are a major primary precursor of secondary O3.

Source: Ref. 2.

Engineers recognize that there is not one air pollution problem but a group of
related problems, and that some of the problems are mostly caused by industry and
others are mostly caused by motor vehicles. The public and many politicians hope
to find a simple, one-step, inexpensive solution to “the air pollution problem.”
Engineers recognize that we are unlikely to find such a solution, and must continue
to apply limited solutions to parts of the family of air pollution problems.

4. From 1970 to 1997, the United States has made significant progress in reducing
emissions of lead (mostly by taking lead out of gasoline) and modest progress
in reducing emissions of the other major pollutants. The air pollutant emission
situation can be roughly approximated by

(Air pollutant) . (economic activity
= population -

o per unit of economic
emissions per person

) pollutant emissions
activity

1.1)

Since the environmental awakening of 1969-1970, the population of the United
States has increased by about 30%, our economic activity per person by about 80%,
and our motor vehicle usage by about a factor of 4. But the pollutant emissions
per unit of economic activity have declined steadily because of stringent programs
of emission control. Thus, in most of the United States, the emissions and hence
the measured concentrations of most pollutants in the atmosphere declined steadily
between 1970 and 1997. The decline has not been as rapid as many have wished, or
as rapid as many predicted, and there are exceptions to this decline (e.g., increases
in acid rain in the northeastern United States). In general, however, the installation
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of ever-more-effective pollution control equipment has allowed us to increase our
population and increase our level of economic activity per person while decreasing
most measured air pollutant concentrations. Unfortunately, the law of diminishing
returns applies to air pollution control: the pollution control steps taken to date have
been easier and cheaper than the ones we will have to take in the future.

1.5 EMISSIONS, TRANSPORT, RECEPTORS

Figure 1.1 is a schematic of the air pollution process. Some source emits pollutants
to the atmosphere. The pollutants are transported, diluted, and modified chemically
or physically in the atmosphere; and finally they reach some receptor, where they
damage health, property, or some other part of the environment. Some of the pollu-
tants are removed from the atmosphere by natural processes, so that they never find
a receptor.

In this book, in any discussion of air pollution, or any study of the regulatory
structure of air pollution control, one finds myriad details. One also finds that what
is done for one kind of source or one particular pollutant is different from what is
done for another source or pollutant. Some of these differences result from historic
accidents and some result from the very different sources and control technologies
for the various major pollutants. Faced with this diversity of details, one would do
well to look occasionally at Fig. 1.1 to see how that particular detail fits into the
overall air pollution schematic shown here.

In Fig. 1.1 we also see a major reason why air pollution is different from water
pollution or industrial hygiene. If the same figure were drawn for water pollution,
the atmospheric transport box would be replaced by a box for groundwater or stream
transport. Those mechanisms are indeed complex, but not nearly as complex as at-
mospheric transport. We would also see that the chemical or biological form in which
most water pollutants are emitted is the one that causes harmful effects. The same
is not true of air pollution: many of the major pollutants are formed in the atmo-
sphere and are called secondary pollutants to distinguish them from their precursors,
the primary pollutants. The industrial hygienist, who is responsible for protecting

Emission: Atmosphere: Effects on:
Sources Transport Human health
Measurement Dilution Materials
Control Modification Global climate

Pollutant removal by
natural mechanisms
FIGURE 1.1

Air pollution schematic, showing the interrelations among emissions, transport, dilution, modification,

and effects.
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workers in factories and other workplaces, is often concerned with the same emis-
sions as is the air pollution control engineer, but the industrial hygienist normally
has a more easily defined transport path between emission and those affected, and
rarely deals with secondary pollutants.

Several of these ideas are illustrated in Fig. 1.2, where we see smoothed average
concentrations of four air pollutants for one day in Los Angeles. CO and NO are
primary pollutants, emitted mostly by automobiles (Chapter 13), as is hydrocarbon
(HC), not shown on this figure. The peak concentrations of CO and NO occur during
the morning commute period. NO, and O3 are secondary pollutants formed in the
atmosphere by a complex set of reactions, summarized (see Appendix D) as

NO 4 HC + O, + sunlight — NO, + O3 (1.2)
0.50 T =T T T T T T 50
NO

040 - 40

o
W
(=]

0.20

Concentration of NO, NO,, and O3, ppm
Concentration of CO, ppm

0.10

2400 0300 0600 0900 1200 1500 1800 2100 2400
Time of day

FIGURE 1.2

Smoothed average daily concentrations of selected pollutants in Los Angeles, California, July 19, 1965 [3,
4]. Observe the progression NO — NO, — O3 and the different behavior of CO, which does not undergo
rapid chemical reactions in the atmosphere.
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The peak concentration of NO, occurs before the peak for O3 because the reaction
sequence, which is much more complex than the simplification in Eq. (1.2), forms
NO; first, then Oz. The CO concentration peak, which is shown on the right-hand
scale as being 270 times the peak concentration of NO, does not decline as rapidly as
the NO peak because the CO concentration is reduced only by atmospheric mixing
and dilution (Chapter 6) whereas the NO concentration is reduced by dilution and
mixing and by the chemical reaction in Eq. (1.2). The afternoon commute also
produces increases in NO and CO, but the measured concentrations are not as large
as the morning peaks because the average wind speed is higher and the atmospheric
mixing is stronger in the afternoon than in the morning (Chapter 5), thus causing
more rapid dilution. It has also been observed that the highest peak O3 concentration
normally occurs about 30 to 60 miles downwind of the place that had the maximum
morning emission of NO and HC because the polluted air mass can ride the wind
that far in a day. Thus, any regulatory scheme for these pollutants (Chapters 3, 10,
and 12) must account for the fact that the worst pollutant exposure may occur in a
different city, state, or country from the major emission source.

The two pollutants of greatest current (late 1990s) health concern are both
secondary: ozone, as described above, and fine particles. The very small particles
that enter most deeply into our lungs and that are believed to be most harmful are
largely formed in the atmosphere by reactions that can be summarized (in very
simplified form) as

Hydrocarbons + sulfur oxides + nitrogen oxides — fine particles  (1.3)

See Chapter 8.

1.6 UNITS AND STANDARDS

In this book, both English and SI units are used. As much as possible, we use the units
most commonly used in the United States in that particular part of the air pollution
control field. Historically, scientists have used metric or SI (often the cgs version of
metric) whereas engineers have used the English engineering system. The regulators
have used mixed systems. The permitted emissions from automobiles (Chapter 13)
are stated in g/mile, a mixed metric—English unit! This seems like an illogical unit,
but it is not. The emission data are used in mathematical models (Chapter 6) that
express emissions in g/s. The available data on automobile usage are all in vehicle
miles driven/hour, and the federal automobile fuel efficiency standards, which are
tested by the air pollution branch of the U.S. EPA, are in miles/gallon. The prudent
engineer will accept the units in use, clearly state the units on any quantity, and
always check the units in every calculation.

Most “practical” air pollution books present formulae that are unit-specific,
whereas most “scientific” or “theoretical” books present equations that are indepen-
dent of units. For example, the power requirement of a low-pressure fan or blower
(Chapter 7) is
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Py = B (1.4)

n :

where Pg is the power requirement, Q the volumetric flow rate, A P the pressure

increase across the blower, and 7 the efficiency of the blower or of the motor-blower

combination. This equation is correct in any set of units. One regularly sees it written
as

OAP 1

Po=——.

n 33,000

which is only correct if the power is expressed in horsepower, the flow rate in cubic

feet per minute (cfm), and the pressure in 1bf/ft?>. That is an uncommon unit for

pressure, so one is quite likely to misuse this equation. If we use the more common
1bf/in? (psi), then this becomes

QAP 144 QAP
e, = 0.00436=—— 1.6
n 33,000 n (1.6)

which is only correct for horsepower, cfm, and psi.

In this book all equations are of the type of Eq. (1.4), correct in any consistent
set of units, except if there is an explicit statement to the contrary. Some of the
problems ask the reader to convert from the universal form to “practical” forms like
Egs. (1.5) and (1.6).

In the United States, a concentration expressed in parts per million (ppm) is
almost always ppm by volume or by mol if it is concentration in a gas, and ppm
by mass or weight if it is concentration in a liquid or solid. (For a liquid or a solid
with a specific gravity of 1.0, such as water or dilute solutions in water, ppm is the
same as mg/kg, which is also widely used.) This mixed meaning for ppm continues
to be a source of confusion when both liquid or solid and gas concentrations appear
in the same problem. One often sees this concentration written as ppmv, to remind
the reader that for gases it is most often ppm by volume. (The same is true of parts
per billion; ppb = pg/kg for a solid or liquid material with specific gravity of 1.0.)

When standard conditions for a gas are referred to, there seems to be only one
choice for pressure, the standard atmosphere, whose values in a variety of systems
of units are shown inside the back cover. Unfortunately, there is no comparable
agreement as to which temperature should be used. Values of 0°C, 18°C, 20°C, and
25°C are used. Throughout this book, unless stated otherwise, air and process gases
are assumed to be at 1 standard atmosphere and 20°C (= 68°F). The properties of
air and water at this temperature and several others are shown inside the back cover
as well. (Unfortunately, many EPA regulations are based on a standard temperature
of 25°C = 77°F.) :

(1.5)

Po

1.7 THE PLAN OF THIS BOOK

There are many possible ways to arrange an Air Pollution book, no one of which
seems to please all readers. The plan of this book is first to discuss topics that
are common to all pollutants, and then to discuss individual pollutants. For each
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pollutant, the control technology is adapted to the sources and the physical and
chemical nature of that pollutant. Chapters 1-7 cover general topics in air pollution.
Chapters 8-12 cover the four major air pollutants that have been and continue to be
the focus of most of society’s air pollution control efforts. Chapter 13 covers motor
vehicles, which play a unique role in air pollution and contribute significantly to
urban air pollution problems. Chapter 14 discusses larger-scale problems, including
global ones. Chapter 15 treats five additional specific air pollution topics briefly.

1.8 SUMMARY

1. Air pollution is the presence of man-made harmful materials in the air, in quan-
tities large enough to produce harmful effects.

2. Public interest in air pollution was low before 1969. About that time, it increased
dramatically, and has remained high.

3. We are unlikely to solve our air pollution problems by blowing the polluted air
away; we will have to solve them by reducing pollutant emissions.

4. There is not one “air pollution problem” but rather a family of related problems.
We are unlikely to find a cheap, easy way to solve these problems. Instead, we
will have to make many small steps to reach our air quality goals, and these will
probably be more expensive than the steps we have taken so far.

5. The overall air pollution problem takes the following form: emissions — trans-
port, dilution, and modification in the atmosphere — effects on people, property,
and the environment. Although the details may differ from pollutant to pollutant,
all fit this pattern.

6. Some of the most important air pollutants are secondary pollutants, formed in the
atmosphere from primary pollutant precursors.

7. Ppm means ppm by volume or mol when applied to gases and ppm by mass or
weight when applied to liquids and solids.

8. For all problems and examples in this text, unless stated otherwise, the pressure
is 1 atm and the temperature is 20°C = 68°F (see inside the back cover).

PROBLEMS

See Common Units and Values for Problems and Examples, inside the back cover.

1.1. In Example 1.1:
(a) Estimate the pressure drop required.
. (b) Estimate the pumping power required.
See any fluid mechanics textbook for methods of making these estimates.
1.2. (a) InTable 1.1 we see that 57 wt % of the listed pollutants are CO. Does it follow from that
table that 57 percent of the air pollution problem in the United States is a CO problem?
(b) The same table shows that 57 wt % of all the listed pollutants come from transportation
(mostly automobiles). Does it follow that 57 percent of our national air pollution problem
is an automotive problem?
(c) If the answer to these questions is no, explain your answer.
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1.3. InTable 1.1 we see that most of the nitrogen oxides are emitted by transportation and power

generation, with much smaller emissions from other sources. Why are these other sources
less important?

1.4. On May 18, 1980, Mount Saint Helens in Washington state ejected into the atmosphere an

estimated 540 million tons of ash [5].

(a) How does that compare with the emissions of PM,, from human activities for 1997
shown in Table 1.1?

(b) Is it reasonable to make this comparison? Why or why not?

1.5. On November 4, 1996, José Angel Conchello, the secretary of the second-largest political

1.6.

party in Mexico (PAN), wrote to the mayor of Mexico City, proposing that four helicopters
be flown over the city to disperse the air pollutants. He said, “Extraordinary situations require
extraordinary solutions....I refer to the use of the helicopters of the Federal District, as if
they were huge ventilators to cause turbulence and vertical columns of contaminated air
to diminish the poisoning in the streets.” [6] Comment on the practicality of this proposal.
Sketch the air flow generated by hovering helicopters.

The “law of diminishing returns” is widely discussed in economonics texts. The author’s
favorite example is that the first hour of cleaning a messy house produces a very visible
improvement in its appearance, but that the next hour of cleaning effort produces less visible
effect, and subsequent ones even less. Suggest other examples from daily life of the law of
diminishing returns. Suggest how it applies to air pollution control.
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CHAPTER

2

AIR POLLUTION
EFFECTS

This is a book about air pollution control. But any competent engineer begins any
engineering task by asking, among other things, “Why are we doing this at all?”
We control air pollution because it causes harmful effects on human health, prop-
erty, aesthetics, and the global climate. This brief chapter reviews what we know
about these effects on human health and property and on visibility. Chapter 14 con-
siders global effects. Because the air pollution laws in the United States and other
industrialized countries are mostly concerned with protecting human health, we will
consider the effects on human health first.

2.1 EFFECTS OF AIR POLLUTION ON HUMAN HEALTH

In Bhopal, India, in December 1984, a release of methyl isocyanate from a pesticide
plant killed about 2500 people. Similar leakages of hydrogen sulfide from natural
gas processing plants have killed hundreds of people. These tragic events attract
wide attention. Normally, they are not considered air pollution events, but rather
industrial accidents. The damages to human health caused by air pollution are of a
very different type. The materials involved are rarely as toxic as methyl isocyanate
or hydrogen sulfide. They are generally not released in concentrations nearly as high
as those that cause such disasters. Their effects normally do not result from a single
exposure (methyl isocyanate and hydrogen sulfide can kill in a minute or two), but
from repeated exposure to low concentrations for long periods.

Table 2.1 lists the air pollutants that are regulated in the United States in
1998 because exposure to them is harmful to human health. The majority of the air
pollution efforts in the United States (and most of this book) is devoted to the control

13
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TABLE 2.1
Air pollutants believed dangerous to human health and currently
regulated in the United States

Pollutants regulated by National Ambient Air Quality Standards (NAAQS) as described
in 40CFR50 (as of July 1, 1998). These are called criteria pollutants because before the
standards were issued, documents called Air Quality Criteria were issued.

Sulfur oxides

Fine particulate matter
Carbon monoxide
Ozone

Nitrogen dioxide
Lead

Pollutants regulated by National Emission Standards for Hazardous Air Pollutants
(NESHAP) as described in 40CFR61 (as of July 1, 1998). These are called hazardous
air pollutants or air toxics.

Asbestos

Benzene

Beryllium

Coke oven emissions
Inorganic arsenic
Mercury
Radionuclides

Vinyl chloride

The Clean Air Amendments of 1990 expanded this list to 189 chemicals. The regulations
for those in addition to the above 8 are currently in the regulatory pipeline (see Chapter 15).

of the pollutants on this list. Extensive, detailed reviews of the health effects of air
pollutants are regularly published [1-5]. The rest of this section presents some basic
ideas about the health effects of these pollutants.

At least since the time of Paracelsus (1493—-1541), people have known that it
is meaningless to speak of any substance as harmful unless we specify how much of
the substance is administered. He said, “There is poison in everything and no thing
is without poison. It is the dose that makes it harmful or not.” The same is true of air
pollution. To make any meaningful statements about air pollution effects on human
health, we must consider the dosages people receive, that is,

Dosage = f (concentration in air breathed)d (time) 2.1

Current interest in air pollution and health is mostly directed at long-term, low-
concentration exposures (which lead to chronic effects). Short-term, high-concentra-
tion exposures (which lead to acute effects) occur only in industrial accidents (such
as the Bhopal tragedy) or air pollution emergency episodes; the latter occurred
occasionally in the past [6], but are now very rare in countries with modern pollution
control regulations.

To determine what dosage is harmful, we wish to construct a dose-response
curve. Such a curve can be plotted only for individual pollutants, not for “air pollu-
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tion in general.” (Synergism, the effect of two pollutants together being greater than
the sum of the separate effects of the two, may occur; that is believed to be the case
with sulfur oxides and fine particles, and perhaps some other pollutant combinations
as well.) Figure 2.1 is a dose-response curve for a hypothetical homogeneous popu-
lation exposed to a single hypothetical pollutant for a specific time period. We know
most about dose-response curves from pharmacology, where experimental subjects
are regularly given carefully measured doses of experimental pharmaceuticals and
their responses are measured. From theory and experiment, we know that for phar-
maceuticals, the most common dose-response curve is the no-threshold curve, which
passes through the origin [7].

However, in industrial hygiene it has been observed that there is some con-
centration of pollutants called the threshold value that “represents conditions under
which it is believed that nearly all workers may be repeatedly exposed day after day,
without adverse effect” [8]. These values, called threshold limit values (TLVs), are
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Response (in this case air pollution damage to public)

Dose (in this case concentration of air
pollutant to which the public is exposed)

FIGURE 2.1
Threshold and no-threshold dose-response curves. The straight lines are an admission of ignorance; we
generally do not know the true shapes of these curves.

.
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established by industrial hygiene boards [9]; industrial plants are expected to pre-
vent the exposure of workers to concentrations higher than the TLVs. These TLVs
do not represent true no-effect concentrations; rather, they represent concentrations
at which the health effects (if they exist) are less than the variation in health of the
general populace; hence the “signal” (health effect) is lost in the “noise” of the gen-
eral health variation of the population. This idea is sketched in Fig. 2.2. If the idea of
threshold values were literally true, then the true dose-response curves would be like
the threshold curve in Fig. 2.1. Ghering et al. have presented theoretical grounds for
believing that such true thresholds exist [10]. Their theory is illustrated by hydraulic
analogy in Fig. 2.3. If a first elimination mechanism can handle the entire pollutant
input into our bodies, then the second elimination mechanism will not come into
play. However, if the first mechanism is saturated, then the second will come into
play. If the first mechanism is harmless but the second mechanism creates harmful
degradation products within the body or harms some bodily organ, there will be no
damage to our bodies as long as the first elimination mechanism can handle the entire
input, but harm will result if the input exceeds the capacity of the first elimination

True effect

Response

Region below detectable
limit of response

Dose

FIGURE 2.2
The true dose-response situation may be that at low doses the effect is not truly zero but instead is too small
for us to detect.




AIR POLLUTION EFFECTS 17
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FIGURE 2.3

A fluid-mechanical analog of the biological mechanism that could result in a true threshold value for a toxic
substance. For flow rates less than (b), no flow exits by the higher opening. If the degradation products by the
lower route are harmless, and those by the higher are harmful, then the true threshold would correspond to an
intake rate equal to that shown in (b). (After Ghering et al. [10].)

mechanism. Under this theory, we would have to modify Eq. (2.1) to

Harmful dosage = / [(intake rate due to breathing)
— (removal rate by first mechanism)] d(time) (2.2)

There are known thresholds for some substances in our diet, such as selenium
[11]. Selenium is an essential nutrient; a zero-selenium diet is fatal. Large doses,
however, are poisonous; a high-selenium diet is also fatal. Therefore, there must be
two thresholds, a lower and a higher one, between which there is a selenium dietary
intake level that is harmless (or at least not fatal). Fortunately, the range between the
two fatal conditions is fairly wide.

There are theoretical (and some experimental) grounds for believing that there
are some substances for which there is no threshold; for such substances, any input is
harmful. (Such an input need not cause harm to every person exposed. Instead, it may
raise the statistical probability of contracting some disease, e.g., cancer.) In terms of
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the hydraulic analogy, there is no harmless elimination mechanism (or its effects are
so small as to escape experimental detection). Most of the substances believed to have
no thresholds are either carcinogens or emitters of ionizing radiation. Establishing
the existence or nonexistence of such thresholds experimentally is difficult.

If we wish to establish the dose-response curve for a pollutant, we have three
possible approaches: animal experiments, laboratory experiments with humans, and
epidemiological studies of human populations.

2.1.1 Animal Experiments

A good example of an animal experiment is given in [12]. Two groups of mice
(the ozone group and the control group) were simultaneously exposed to an aerosol
containing Streptococcus C bacteria, which killed up to 80 percent of the mice. The
ozone group had previously been exposed for three hours to various concentrations
of ozone; the control group had not been exposed to ozone. The observed mortality
values for the ozone and control groups are presented in Table 2.2, and the difference
in mortality is plotted against the ozone concentration in Fig. 2.4.
From this experiment we observe the following:

1. It is hard to perform any experiment with living beings and get as good repro-
ducibility as one can with inanimate objects. The control groups in all 10 trials
were exposed to what was intended to be the same concentration of bacteria each
time. The observed mortality varied from O to 15 percent. The data on differences
in mortality have significant scatter as well. The negative mortality difference is
almost certainly the result of scatter in the experimental data. It is hard to imagine
a mechanism by which exposure to 0.07 ppm of ozone would protect mice from
subsequent bacterial infection.

TABLE 2.2
Experimental results from exposure of mice to ozone and then
Streptococcus C bacteria

Percent mortality

Ozone concentration, ppm Control group Ozone group Difference
0.52 13 80 67
0.35 0 60 60
0.30 3 40 37
0.20 8 50 42
0.18 0 63 63
0.17 8 45 37
0.10 8 35 37
0.08 15 38 23
0.07 15 35 20
0.07 8 5 -3

Source: Ref. 12.
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Experimental data from Table 2.2 on the difference in mortality between mice exposed to ozone and

an unexposed control group, both subsequently exposed to Streptococcus bacteria [12], with two possible

interpretations.

19

2. Ozone exposure produces a significant effect on mortality at concentrations above
about 0.10 ppm, and the effect increases with increasing ozone concentration.

3. Here, the air pollution effect was indirect. No mice died as a result of ozone
exposure alone. Rather, the ozone, which is a respiratory irritant, presumably
irritated the lungs of the exposed mice, making it easier for lethal numbers of
bacteria to enter the bloodstream. The authors of the study concluded that the
ozone damaged some of the white cells that defend the body against bacterial
invasion. If we didn’t know the history of the test, we could conclude that exposure
to high concentrations of ozone led to increased mortality, but we would probably
not know the mechanism of that mortality. This uncertainty about mechanism is
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common in the epidemiological air pollution studies described in Section 2.1.3.
Conversely, if we merely looked at autopsy reports, we would have no way to know
which mice had been exposed to ozone and which not, or that ozone exposure
had played any role in their deaths. The autopsy reports would simply say, “Died
of bacterial infection.”

Although the data scatter is annoying, it is not nearly as great as it would have
been if we had used human subjects. The mice in this kind of study are highly
inbred so that the genetic variation among them is thousands or millions of times
less than that in human populations. Their environment from birth is controlled
to make them as similar as possible; the same is not true for humans. Even so,
their response shows considerable variation.

From this kind of test, we can estimate the effects on humans of similar exposures.
For new drugs not yet in public use, animal experiments are the only way we have
of making such estimates. However, what is harmful to one animal may not be
harmful to another. For example, before thalidomide (a sedative) was approved
for human use, it was extensively tested on mice (including pregnant mice), and
showed no harmful effects. In humans, it produced very severe birth defects.
Thus, animal tests only suggest what the human health effects of such exposures
will be.

These tests measured only acute effects, those seen in a few hours. They give us
some guidance about human short-term exposures. Because we are the longest-
lived of all mammals, we are concerned with lifetime exposures. Most laboratory
animals do not live very long, so it is hard to expose a laboratory animal to some
pollutant for more than a year or two. Such short-term tests tell us little about
lifetime exposures of humans to the same concentrations of the same pollutants.
This experiment was quick, simple, and cheap. Only small numbers of mice were
involved, and the effect considered, death, is easy to detect. To do a similar test ’
for carcinogenicity, one would have to expose mice for much longer and then do
an autopsy on each mouse. If one did not know which organ was likely to develop
the cancer, one would have to examine every organ of every mouse.

Two interpretations of the data appear in Fig. 2.4: a threshold-value interpretation
and a no-threshold interpretation. Based on these data alone, one cannot say which
of these interpretations (if either) is correct. This flaw is typical of all such animal
tests; at high concentrations, the results are rather clear, but at low concentrations
the uncertainty and scatter introduced by the variability of even highly inbred
mice make it impossible to determine the true shape of the curve. It is estimated
that if one wished to settle completely the threshold or no-threshold question for

" one substance suspected of being a carcinogen using mice as the experimental

animal (which does not necessarily settle the questions for humans), then an
experimental program involving at least a million mice would be needed (the
“megamouse experiment”).

The concentration at which significant effects are seen is near the currently per-
mitted value (NAAQS) of 0.08 ppm in the United States. However, the pathogen
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exposure that followed the ozone exposure was much more severe than humans
normally encounter. It quickly killed up to 15 percent of the control mice.

2.1.2 Short-Term Exposure of Human Volunteers

Ample published data show that short-term laboratory exposures of healthy young
adults to air pollutant concentrations much higher than those ever measured in the
ambient air produce no measurable, irreversible short-term or long-term effects [13,
14]. (Such tests show reversible changes in lung function and other physiological
parameters; these changes disappear a few hours after the tests.) However, because
we are interested in the effects of long-term exposure, and because we are interested
in the health effects not only on healthy young adults but also on the most sensitive
members of our society (young children, asthmatics, and the very old), it seems clear
that short-term laboratory tests on healthy young adults will not provide the data we
need. Such tests are useful for looking for the detailed physiological mechanisms
of air pollution damage, but the only way we can ultimately settle health-effect
questions is through sophisticated epidemiology.

2.1.3 Epidemiology

Several attempts have been made to do the required epidemiological studies. Per-
haps the most interesting is the Community Health and Environmental Surveillance
System (CHESS) study [15]. It has received vigorous technical criticism [16] and
has been vigorously defended [17]. However, in spite of its technical shortcomings,
the general approach of this study is ultimately the one most likely to allow us to
construct accurate dose-response curves for air pollutants. In one part of the CHESS
study, four cities were selected at various distances from a large copper smelter in
the Salt Lake Valley. The cities had a demonstrable gradient of sulfur dioxide con-
centration because of the prevailing wind patterns, and their different distances from
the smelter. The study team attempted to select neighborhoods in each of these cities
in which they could match sociological characteristics. For each neighborhood, the
study team attempted to measure the health of the populace, with specific emphasis
on health problems believed to be influenced by sulfur dioxide (asthma, chronic
bronchitis, and lower respiratory disease in children). They then sought a relation-
ship between SO, exposure and such diseases. They claim to have demonstrated
such a relationship, a conclusion their critics have vigorously denied.

If we assume, for the sake of argument, that their data are valid, we can examine
those data to see if they lead to an unambiguous definition of the dose-response
relationship for exposure to one specific air pollutant. Figure 2.5 is a plot of the
incidence of lower respiratory disease among children as a function of annual average
concentration of SO, in the four cities. It reveals the following:

1. The health effect considered is not zero for zero pollutant exposure; even in the
cleanest environment, a significant fraction of children will have lower respiratory
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Some data from the CHESS study [15]. The points represent study areas in (left to right) Ogden, Salt Lake
City, Kearns, and Magna. The SO; concentrations are influenced by the distances from a large copper smelter,
and by prevailing wind patterns.

disease in any year. If the curve is of the threshold-value type, then it must proceed
horizontally from the zero-exposure value, as shown, until the threshold value
is reached, where it will turn upward. The threshold-value curve shown in Fig.
2.5 turns upward at 80 pg/m>, which is the annual average SO, NAAQS in the
United States.

. The data do not unambiguously support either the threshold-value or the no-

threshold interpretation. Given this data set alone, one would be hard pressed to
select the better interpretation.

The health effects are plotted versus concentration of SO, the most easily mea-
sured sulfur oxide. It is far from clear that this is the biologically active agent;
it may be serving as a proxy for all sulfur oxides. There is evidence suggesting
that the biologically active agent is acid aerosol, created by the deposition of
sulfuric acid on fine particles [18]. The CHESS study contains many more data
than are shown in Fig. 2.5. This particular data set was chosen because it is not
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complicated by the effect of smoking, which severely complicates all of the adult
data.

4. This location was chosen for study because a 1960s copper smelter emitted large
amounts of SO, but only small amounts of particulates, producing a sharp gradient
in SO, concentration without a corresponding gradient in particulate concentra-
tion. In most industrial areas SO, and particulate concentrations are more or less
proportional, so that it is hard to study the effect of one without the other. Since
the date of this study, the smelter has reduced its emissions enough that in 1996
the highest annual average ambient SO, concentration at any of the four cities
shown in Fig. 2.5 was about one-tenth of the highest value shown in Fig. 2.5.
Since 1970 air pollutant emissions from major sources in industrial countries
have been reduced enough that the measurements shown in Fig. 2.5 are unlikely
to be repeated in the United States or other industrial countries.

An alternative epidemiological approach has been to correlate deaths or hospi-
tal admissions with measured air pollution concentrations. These can be carried out
by looking at historical records (a retrospective study) or by choosing one or more
suitable populations and following their health or longevity over time, together with
the air pollutant concentrations to which they are exposed (a prospective study).
Figure 2.6 shows the results of a retrospective study of the December 1952 Lon-
don pollution episode. An unusual meteorological situation caused five consecutive
days of very low wind speeds over London, England. The concentration of pollu-
tants, mostly derived from coal combustion, increased to values rarely encountered
in large cities. Schwartz [19] reported,

... There was a 2.6-fold increase in deaths in the second week (of December). Increases
were seen in all age groups, but the largest relative increases were in ages 65-74 (2.8-
fold) and ages 75 and over (2.7-fold)....The largest relative increases were seen for
bronchitis and emphysema (9.5-fold), tuberculosis (5.5-fold), pneumonia and influenza
(4.1-fold), and myocardial degeneration (2.8-fold).

From this report we see:

1. The observed particle concentrations are very high. Such concentrations have
rarely if ever been observed since 1952 in technologically advanced countries.

2. The increase in deaths followed the increase in particle concentration by a day.
It is commonly found in such studies that the concentration the previous day or
the average over the previous several days is the best predictor of the daily death
rate.

3. Other pollutants were present, but statistical analysis of the data shows a better
correlation with particulate concentrations than with other pollutant concentra-
tions or combinations of concentrations.

4. Most of the deaths were not of healthy young persons. Rather they were of sus-
ceptible persons, mostly older persons with pre-existing respiratory or circulatory
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Daily death rates and particle concentrations for the December 1952 London pollution episode, after
Schwartz [20].

problems. The air pollution episode did not kill them, but rather hastened their
deaths or shortened their lives.

Figure 2.7 shows the results of a prospective study of mortality [21]. Large
groups (1200 to 1600) or participants were selected in six cities. For 14 to 16 years
their health and survival were measured, along with concentrations of pollutants in
the six cities. The survival rate (fraction of the original study population still living)
was highest in the least polluted cities. Figure 2.7 plots the ratio of the annual death
rate in each of the cities to that in the-cleanest city (Portage, WI). This ratio is
obviously 1.00 for Portage, increasing to 1.26 for Steubenville. This study, by the
highly respected air pollution group at the Harvard School of Public Health, was one
of the major bases for the change in U.S. particulate standards in 1997 [22]. From
the study we see:

1. The death rate, adjusted for smoking and some other factors, seems to be linearly
proportional to the fine particle concentration (particles with diameters < 2.5 ).
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Ratio of death rates to that in Portage, W1, as a function of fine particle concentration. Here P = Portage, WI;
T = Topeka, KA; W = Watertown, MA; L = St. Louis, MO; H = Harriman, TN; and S = Steubenville, OH.
After Dockery et al., “An Association between Air Pollution and Mortality in Six U.S. Cities,” New England

J. of Medicine, Vol. 329, pp. 1753-1759, 1993. Copyright ©1993 Massachusetts Medical Society, All rights
reserved. [21]

Other air pollutant concentrations or combinations of them did not correlate the
mortality data as well.

There does not appear to be any threshold.

The concentrations are quite low. The values are not directly comparable to those
in Fig. 2.6 because of different measuring methods, but using the best estimates
of the correspondence of those methods [23], one concludes the peak value of
~ 2500 pg/m? on Fig. 2.6 would correspond to about 1500 pg/m? on Fig. 2.7.
However, the value on Fig. 2.7 is an annual average, and those are typically about
one-third of the highest-day value, so the proper ratio between the highest values
on the two figures is roughly [1500/(30 - 3)] ~ 17.

Figure 2.7 is a comparison of annual death rates as a function of particle concentra-
tion whereas Fig. 2.6 is of daily death rates. Various statistical studies have shown
that the effect is similar over most studies, both prospective and retrospective.
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The finding is that an increase in particle concentration of 100 pg/m? causes an
increase of about 6% in both the annual and the daily death rates.

The two previously reported studies were of death rates (mortality). Other stud-
ies concern sicknesses (morbidity). The results are similar; for example, Schwartz
[20] reports the results of a

... fortuitous natural experiment. Pope ... examined hospitalization for respiratory ill-
nesses in children in three adjoining counties in Utah—Utah County, Cache County
and Salt Lake County. All had similar housing and demographic patterns. However,
in the mid 1980s, the rate of hospitalization for respiratory illness in children in Utah
County was approximately twice as great as that in the two adjoining counties. Utah
County had an integrated steel mill in a valley subject to temperature inversions. In
August 1986, the steel mill shut down due to a strike. It remained closed for 13 months.
In that period the rate of hospitalization of children for respiratory conditions in Utah
County fell dramatically and was indistinguishable from the rate in the neighboring
counties. When the steel mill reopened, the rate of childhood hospitalization for respi-
ratory conditions grew in Utah County and reached a level about twice as high as that
in the adjoining counties once more.

(The steel mill changed owners and has significantly reduced its emissions since
1986-87. The annual average inhalable particle concentration in Utah County in
1995-96 was 64% of the concentration in 1988-89.)

These epidemiological studies are all difficult, and their results are subject
to challenge. Most require analyzing the data statistically and adjusting the data to
account for extraneous variables like smoking, accidental deaths, epidemics, and the
like. Often the results are plausible, but of only modest statistical significance. They
almost never lead to results as unambiguous as those in Figs. 2.4 and 2.6. Nonetheless,
they appear to be the best measures we have of the effects of air pollutants on human
health, at concentrations to which human populations are regularly exposed.

2.1.4 Regulations to Protect Human Health

Given the difficulty of obtaining unambiguous dose-response curves, we should not
be surprised that there is controversy over how clean people want the air to be (or
how much people are willing to spend for clean air). Faced with this problem, the
U.S. Environmental Protection Agency (EPA), acting under the Clean Air Act, has
commissioned studies by outstanding medical scientists and concluded that the first
six pollutants listed in Table 2.1 have thresholds, while the last eight do not have
demonstrable thresholds. The Clean Air Act requires the EPA to establish National
Ambient Air Quality Standards (NAAQS) (which are maximum allowable levels of
contamination) for threshold-value pollutants. The values are to be set to “protect
the public health, with an adequate margin of safety.” For pollutants for which there
does not appear to be a demonstrable safe threshold value, such a standard cannot be
set. The Clean Air Act regulates the eight no-threshold pollutants via the National
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Emission Standard for Hazardous Air Pollutants (NESHAP) regulations, discussed
briefly in Chapter 3 and in more detail in Chapter 15. In 1990, Congress listed 189
chemicals as hazardous air pollutants.

Industrial exposures to pollutants in the United States are regulated by the
Occupational Safety and Health Administration (OSHA) and the ACGIH (Ameri-
can Conference of Governmental Industrial Hygienists) [9]. They have determined
permitted occupational exposure concentrations for some of the pollutants listed in
Table 2.1 (as well as many others to which the public is not exposed). The two sets
of values are presented in Table 2.3.

From Table 2.3, we see that the permitted industrial concentrations are gen-
erally much higher than the permitted ambient air concentrations. This difference
reflects two facts: we are exposed to ambient air 168 hours a week but are on the
job only 40 hours a week; and the working population does not contain the most
susceptible members of the population (infants, asthmatics, and very old people). In
addition, people who are especially susceptible to irritation by a certain pollutant will
quit a job where the concentration of that pollutant is insufficient to bother average
people; unlike ambient air quality standards, industrial standards are not intended to
protect everyone.

In Chapter 15, we consider the health effects of CO and lead and the special
problems of indoor air pollution and radon, which are not normally considered air
pollution.

2.2 AIRPOLLUTION EFFECTS ON PROPERTY

In the early history of air pollution control, a great deal of attention was paid to
air pollution damage to property. Today we pay little attention to it. The reason for
this change is that 50 years ago, there were pollutants that caused visible damage
to plants and animals. The owners of these plants and animals sued the emitters
for damages and thus contributed to the early development of air pollution science
and engineering. Today there are few such sources because we have imposed strict
controls on them to protect human health.

A few examples of this kind of damage remain. Metals corrode faster in the
polluted environments of our cities than they do in cleaner environments. Paints do
not last as long in polluted environments as in clean ones; tires and other rubber
goods fail due to ozone cracking, caused by atmospheric ozone, if they are not
made with antioxidant additives (which most now have); and some green plants
are harmed by air pollutants. Figure 2.8 is a summary of the effects of nitrogen
dioxide on plants [24]. As expected, the damage depends on the concentration and
the duration of exposure. Like humans, plants can survive short-term exposures to
high concentrations of NO, without measurable ill effect; the longer the exposure
time, the lower the concentration needed to produce damage.

In the case of crop damage caused by a single, well-identified emitter, histor-
ically it has been cheaper for the emitting facility to pay the neighboring farmers a



28 AR POLLUTION CONTROL ENGINEERING

TABLE 2.3

Comparison of air quality standards and industrial exposure standards

Permitted ambient

Permitted industrial

concentrations concentrations
Substance (NAAQS)* (TWA and STEL)”
Sulfur dioxide 80 wg/m® (0.03 ppm),? 2 ppm, 8-h average.
annual average, 365 p,g/m3 5 ppm, 15-min peak.
(0.14 ppm), 24-h average.©
Ozone 0.08 ppm (157 pg/m?), 0.1 ppm, 8-h average.

Nitrogen dioxide
(NOp)
Carbon monoxide

Inhalable particles
(PM0)?

Fine particles

8-h average.

0.053 ppm (100 pg/m?3),
annual average.

9 ppm (10 mg/m?), 8-h
average.

35 ppm (40 mg/m3), 1-h
average.

50 wg/m3, annual average.
150 pg/m? 24-h average.

25 pg/m3, annual average.

3 ppm, 8-h average.
5 ppm, 15-min peak.
25 ppm, 8-h average.

Standards exist for specific
kinds of particle, but not for
PMjo.

Standards exist for specific

(PM35) 65 wg/m?, 24-h average. kinds of particle, but not for
PM;s.
Lead 1.5 pg/m3, quarterly average. 50 ug/m?, 8-h average.
Asbestos No NAAQS. A special standard, in number
of fibers per cc, exists.
Benzene No NAAQS. 10 ppm, 8-h average.
Beryllium No NAAQS. 2 pug/m?3, 8-h average.
10 pg/m?3, 15 min peak.
Coke oven No NAAQS. No standard for these as a
emissions group, standards for individual
components.
Inorganic arsenic No NAAQS. 10 pg/m?, 8-h average.
Mercury No NAAQS. 25 pg/m3, 8-h average plus
a lower standard for alkyl
mercury compounds.
Radionuclides No NAAQS. No comparable standard.
Vinyl chloride No NAAQS. 5 ppm, 8-h average.

“The NAAQS (National Ambient Air Quality Standards) are current EPA values. The TWA (time-weighted
average) and STEL (short-term exposure limit) values are current ACGIH (American Conference of
Governmental Industrial Hygienists) values.
bFor gases, the standards can be expressed as ppm or pg/m>; most tabulations show them both ways (for
standard temperature and pressure of the gas). For solids such as PMo, PM; 5, or asbestos, the molecular
weight is generally not known, so representation as ppm by volume or by mol is generally not possible; the
standards are expressed as jLg/m’ or its equivalent (again assuming the gas is at standard temperature and
pressure).

At 1 atm and 25°C, one m® of any perfect gas contains 40.87 moles. One ppm is 40.87
micromoles. The weight concentration (see above) of any gaseous pollutant is

Concentration (E%) = ppm - 40.87 - (molecular weight, g/mol)
m

“For SO;, NO;, CO, and lead the short-term NAAQS (8 or 24 h) are not to be exceeded more than once per
year, and the annual average standards are not to be exceeded in any year. For O3, PMjo, and PM3 5, the
standards are statistical, requiring that some percentile of the annual distribution not exceed the standard.
4The standard for Total Suspended Particulates (TSP) was revoked and replaced by the PM,q standard in
1987. The PM, s standard, promulgated in 1997, operates in parallel with the PM, standard.
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Threshold curves for the death of plants, foliar lesions, and metabolic or growth effects as related to the
nitrogen dioxide concentration and the duration of the exposure [24]. The concentrations shown are much
higher than the NAAQS for NO,, 0.053 ppm annual average. (Reprinted with permission from
Springer-Verlag and Professor D. C. MacLean.)

small damage settlement than to reduce their emissions to zero. This practice has cre-
ated amusing situations like the one in the Salt Lake Valley, in which farmers near the
Kennecott Copper smelter regularly planted alfalfa, which is particularly sensitive
to the SO, emissions from the smelter, and then claimed damages from Kennecott
for the demonstrable SO, damage to their crops. When the smelter emissions were
greatly reduced in the 1970s to protect human health, those farmers stopped growing
alfalfa because, without the annual damage payments, it was not economical to grow
alfalfa in that location.

We have internalized many property damage costs: city dwellers expect to paint
their houses more often than country dwellers, and we are used to paying a bit more
for tires that contain antioxidants. Occasional studies have estimated the increased
costs of such damages, and the calculated amounts are substantial. However, our
concern with them is not comparable to our concern with human health.

One type of property damage of great concern is the damage to historical
monuments. If alfalfa production is reduced, the petunias in our garden wilt, or our
tires wear out a bit faster because of ozone damage, we can mitigate the damage for
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FIGURE 2.9

An example of acid precipitation damage to an outdoor statue. The statue, made of porous sandstone, was created in 1702 as part of the gable of the
entrance of the Castle at Herten, near Recklinghausen, Germany. The left photo, taken in 1908, shows some stains and the loss of the left hand, but most

of the face and right hand were intact after 206 years of exposure. The right photo, taken in 1969, shows the loss of most of the detail of the statue over
61 years [25]. (Reprinted with permission from the Westfalisches Amt fiir Denkmalpflege.)



AIR POLLUTION EFFECTS 31

small amounts of money. Unfortunately, air pollution (chiefly acidic precipitation)
is damaging the sandstone and marble statues and monuments of Europe and the
northeastern United States. Those are not easily replaced. Figure 2.9 shows an exam-
ple of damage to a European statue, caused by acidic deposition. The most famous
statues at the Parthenon—the caryatids—have been moved into an air-conditioned
museum; fiberglass and epoxy replicas now stand outdoors in their place.

2.3 AIR POLLUTION EFFECTS ON VISIBILITY

Most gaseous air pollutants are totally transparent. The only common exception is
NO,, which is brown. (Fluorine, chlorine, bromine, and iodine are also colored, as
are some organic vapors, but these are rarely emitted to the atmosphere in signifi-
cant quantities.) Some urban smogs appear brown because of the NO, they contain.
Most visible effects of air pollution are caused by the interaction of light with sus-
pended particles. Figure 2.10 shows the possible interactions of a light photon with
atmospheric particles.

In Fig. 2.10a, we see the light from an auto headlight coming to an eye. Some
of the photons (1) come directly to the eye; the eye sees those. Some (2) are scattered

(a)

(O]

FIGURE 2.10

Possible interactions of light photons with particles: (a) light from an auto headlight coming to an eye,
(b) view of the Statue of Liberty coming to an eye.
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away by particles in the air between the lamp and the eye; the eye does not see those.
Some (3) are absorbed by the particles; the eye does not see these photons either.
Some (4) are scattered by particles more than once and come to the eye from a
different direction than from the headlight. You have probably observed that on a
foggy night, at first you do not see an oncoming car, then you see a diffuse glow,
and finally as the car approaches, you see the shape of the car’s headlights. You do
not see the car at first because the light from the headlights is either scattered away
or absorbed by the fog particles (water droplets) before it reaches your eyes. When
you see the diffuse glow, some of the light photons from the headlights have been
scattered out of the direct line of sight and then scattered again by a second collision
with a droplet so that they come to your eyes from a direction other than the direct
line of sight from the headlight. Finally, as the car approaches, most of the photons
coming to your eyes come directly, without being scattered, so you see a clear image
of the headlight.

Whether a photon is absorbed or scattered by a particle is mostly determined
by the ratio of the diameter of the particle to the wavelength of the light. If the
particle diameter is much larger than the wavelength, the photon will be absorbed
(or reflected back if the particle is highly reflective). If the particle diameter is much
smaller than the wavelength of the light, the photon will pass right by it, neither
absorbed nor scattered. If the particle has approximately the same diameter as the
wavelength of the light, it will scatter the light. You have probably observed that
bright white clouds are unlikely to produce rain; the particles (water droplets) in
them are small enough to scatter light and thus are too small to fall as raindrops.
Black clouds are likely to rain on us; the water droplets in them are large enough to
absorb most of the light that falls on them and thus are large enough to fall as rain.

Example 2.1. Figure 2.10 shows the possible fates of a photon of light passing
through an air mass containing particles. If such a mass contains 50 pg/m? of parti-
cles, all of diameter 0.3 - 1075 m, and the distance between the headlight and the eye
is 1 km, what fraction of the light photons would be expected to collide with one of
the particles?

Here we ignore the possibility of a photon hitting two particles, or of one
particle being directly behind another. We consider a prism of air with projected
area A and length L, whose volume is V = AL. The mass of contained particles is
m = ¢V and the number of particles is N = m/[(r/6) D3 p]. The projected area of
the particles i Aprojected, particles = N (77/4) D?. We may combine these values to find

Aprojected,panicles N(T[/4)D2 ) m ) cLA _ 1.5¢L
A A N@@/6)D3p m Dp
1.5-50-107¢ g/m* - 1000 m

- =0.125
0.3-106m-2-106 g/m> [

(2.3)
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This simplified calculation suggests that 12.5% of the photons would be ex-
pected to contact a particle. (See Problems 2.8 and 2.9 for more detailed estimates.)

In Fig. 2.10b, we see how we view the Statue of Liberty from a distance on a
sunny day. The statue itself is not emitting light; we see it by the sunlight reflected
off of it. These reflected photons can be either absorbed or scattered by particles
between it and us (1) or can come to our eyes (2). In addition, particles in the air
between us and the statue can scatter sunlight to us. When we speak of air being
hazy, we normally mean that it contains particles that scatter sunlight (or moonlight
or streetlight) toward us, which prevents us from seeing distant scenes clearly. In
Fig. 2.10b, if a cloud were to shade the air between us and the statue while the statue
itself remained in the sun, then we would see the statue more clearly than we do
when the sunlight is scattered from the particles in the air between us and the statue.
The same effect is produced by a dirty windshield; if a cloud covers the sun, the
visibility improves dramatically.

Gas molecules are, in effect, very small particles (diameter ~ 0.0005 p =
0.5 nm). They also scatter light (a phenomenon called Rayleigh scattering [26])
but not nearly as efficiently as particles with diameters close to the wavelength of
visible light (= 0.3 to 0.6 ). Scattering by molecules or particles changes the color
of the light. Since the wavelength of blue light is shorter than that of red light, the
wavelength-to-particle-size ratio is smaller for blue than for red, making blue easier
to scatter than red. That is why the sky appears blue: when we look away from the sun,
we see the blue part of sunlight scattered toward us, mostly by oxygen molecules.
That is also why sunsets are orange or red: at sunset and sunrise, we see the sun
through a longer column of air than at noon, so more of the blue light is scattered
away. Normally, sunsets are redder than sunrises. Solar heating of the ground during
the day and the resulting atmospheric turbulence produce a higher concentration of
particles in the air at sunset than at sunrise. These particles scatter all light, so that
the solar intensity is lower at sunset than at sunrise; and they scatter blue light more
efficiently than red, so more of the light that reaches us is shifted toward the red end
of the spectrum.

Figure 2.11 shows the visible haze caused by a layer of urban smog, trapped
close to the ground and containing many fine particles. That haze is visible both be-
cause it scatters the image of the buildings and streets below it and because it scatters
sunlight to our eyes. The fine particles in the second photo are mostly secondary par-
ticles, produced in the atmosphere by chemical reactions among primary pollutants
emitted by human activities. There are nonhuman sources of visibility-impairing
pollutants as well, e.g., secondary particles formed from hydrocarbons emitted by
vegetation, wind-blown dust, and fine salt particles emitted from ocean sprays. In
most major cities, particularly during periods of low winds, these secondary particles,
caused by human activity, can cause a very perceptible haze.

Visibility is normally much better in dry climates than in moist ones, mostly
because fine particles absorb moisture from the atmosphere. and thus grow to a size
at which they are more efficient light scatterers.

£
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FIGURE 2.11
Two views of downtown Los Angeles: (a) a day with strong winds from a nonpolluted area brings clean air
into the region; (b) during the morning of a day with a strong inversion (Chapter 5) with clean air above the
inversion and smoggy air below. Visibility is obscured by numerous fine particles (about 0.1 to 1 . in
diameter), mostly formed in the air from hydrocarbons, sulfur dioxide, and nitrogen oxides. (Reprinted with
permission from South Coast Air Quality Management District.)
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The light-scattering and -absorbing properties of particles are used as a way
of estimating the emissions of particles in plumes from chimneys and other sources.
This phenomenon is discussed as plume opacity in Chapter 4.

In cities, these hazes may be beneficial because they alert the public to the
fact that invisible pollutants are probably also present. These visible hazes have
encouraged citizens to pay the cost of controlling air pollution, including control of
invisible pollutants that may be more dangerous to their health than are the visible
haze particles. In remote scenic areas, the hazes are annoying because they obscure
the view. The 1977 Amendments to the Clean Air Act established a policy to protect
visibility in scenic areas and to restore the visibility in scenic areas where it has been
degraded by human activities. So far, the scenic areas referred to in the act have
included large national parks and wilderness areas.

24 SUMMARY

1. Before 1960, our principal concern about air pollution effects was with property
damage. Since 1960, we have been concerned primarily with human health.

2. Quantifying the health effects of short-term exposure to high concentrations of
the common air pollutants is easy, but those high concentrations occur only
in laboratory tests. It is much harder to quantify the health effects of the real
situation we fdce: long-term exposure to low concentrations of these pollu-
tants.

3. The visibility effects of air pollutants are often the effects most obvious to
the public. They are now regulated in national parks and some other scenic
areas.

This chapter shows that the quality of our experimental basis for deciding
on the proper concentration standards for air pollutant concentrations to which the
public is to be exposed is poor. At high concentrations (e.g., Figs. 2.4 and 2.6), the
effects are clear and frightening. But at the concentrations to which the people of
industrial countries are regularly exposed, our knowledge is much less complete and
is largely based on extrapolations of the higher concentration data. We have only
limited confidence in these extrapolations. Nonetheless, we must make important
public health (and economic) decisions based on these inadequate data.

There is no way to escape this dilemma. If we decide to wait for more data, we
are, in effect, deciding to continue doing what we are currently doing, which may be
a serious mistake. We must make the best decisions we can based on the inadequate
data now available. Engineers generally wish to make conservative decisions, but
in this case it is not clear what is a conservative decision. If we decide to err on the
side of public health by spending a large sum of the public’s money on air pollution
control, is that conservative? If we decide to err in the other direction, risking the
public’s health to save their money, is that conservative? There is no widely accepted
answer to these questions.
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PROBLEMS

See Common Units and Values for Problems and Examples, inside the back cover.

2.1.

2.2.

2.3.

24.

2.5.

2.6.

2.7.

Industrial representatives claim that the NAAQS for SO; is so low that one exceeds it if one

strikes a simple wooden match in a modest-sized room. Is this true?

(a) Calculate the concentration expected for striking such a match in a room that is 15 ft by
15 ft by 8 ft. A typical 2-inch wooden match contains & 2.5 mg of sulfur.

(b) Compare the resulting concentration to the annual average SO, ambient air quality
standard.

The NAAQS for fine particles (PM,, annual average) is 25 pg/m>. Every time you breathe,

you take in about 1 liter of air.

(@) Assuming that the air contains 25 wg/m> of fine particles, how many grams of fine
particles do you take in with every breath?

(b) Assuming that all the particles are spheres with a diameter of 1.0 w, how many particles
do you take in with every breath?

(c) If you are an industry representative, which of these numbers will you cite? If you
represent an environmental organization, which will you cite?

The NAAQS for sulfur dioxide (annual average) is 80 j.g/m>. Every time you breathe, you
take in about 1 liter of air. Assume the air is exactly at the NAAQS for SO,.

(a) With every breath, how many grams of SO, do you take in?

(b) How many molecules of SO, do you take in? A gram of SO, = 9.4 x 10! molecules.

Using the description in the text, draw a dose-response curve for selenium in the diet. Plot
percent fatalities vs. dietary selenium input, g/day.

Suggest reasons for the following observations [27] about daily mortality:
(a) It is higher on Christmas and New Year’s Day than on other days.
(b) It is higher on Monday than on Wednesday or Thursday.

Epidemiological studies are all correlations of observed health effects with measured air
pollutant concentrations. In all such studies there is the hazard that some important variable
has been overlooked, and that it is the true cause of the observed health effects. Careful
investigators work very hard to avoid this error. It is widely reported that the monthly rate
of death by drowning is well correlated with the monthly consumption of watermelons.
Would it be safe to conclude that one of these caused the other? Or is there another variable
to consider?

Figure 2.8 shows a summary of experimental data for the effect of NO, exposure on plants.
If we consider only exposure for the time interval 0 to 10 h (i.e., up to one day but not the
associated night) and if we assume that the plant breathes in and out at a rate of 1 L/h, and
that such a plant will be killed if it breathes in a total of 0.001 g of NO, during any period
less than 24 h, what would the Death curve .on that figure look like? Show only a rough
sketch, with no numerical values. For exposures less than 10 h, assume that the plant is
exposed for At hours to concentration ¢ and then spends the rest of the day in an unpolluted .
environment with ¢ = 0,
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2.8. The most widely used equation for estimating visibility is the Koschmeider equation:

1200 km - pg/m’
" Particle concentration

where Ly is the visual range, the distance at which an average person can barely distin-

guish a dark object (such as a mountain or skyscraper) against the sky. This equation is an

approximation, based on an average set of atmospheric particles.

(a) Use Eq. (2.4) to estimate the visual range when the particulate concentration is equal to
the annual average and to the maximum 24-hour NAAQS for PM,q.

(b) In the Grand Canyon and the surrounding area, on clear days, one can easily see moun-
tains 100 miles away. What is the probable concentration of particles in the atmosphere
when one can see that far?

(c) If the particle concentration in the atmosphere is increased by 1 pwg/m?, what is the
percentage decrease in the visual range if the initial visual range is 20 km? If the initial
visual range is 200 km, what is the percentage decrease?

2.9. The most general approach to visibility is

dE = —Ebey, dx (2.5)

v (2.4)

where E is the light intensity of a collimated beam of light, by, is the extinction coefficient,
which is the sum of the four separate b values for light scattering and absorption by gas
molecules and by particles, and x is the distance [28]. If the air mass through which one
views a distant object is uniform, so that b, is constant, this may be integrated to

E
— = exp (—bext Ax) (2.6)
E, s

The Koschmeider equation [Eq. (2.4)] is based on the visual range corresponding to £/ Ey =

0.02 when Ly = Ax.

(a) What is the relation between b, and Ly ?

(b) What is the assumed relation between particle concentration ¢ and bey, in Eq. (2.4)?
Reference 28, page 134, shows values for various kinds of particles, with ranges of
bext/c from 0.4 to 5 (m?/g). How does the value you compute here, which is intended
to be an average over all conditions, compare with those values?

(c) Another measure of visibility is the number of deciviews [29], defined as

bCXl
10~3/m
What is the relation between number of deciviews and visual range? What advantage
might this measure have over by, and Ly as a measure of visual range? Here, 1075/m
is the value of by, for air containing zero particles at an elevation of about 5500 ft.
(d) Show the relation between Eq. (2.3) in Example 2.1 and Egs. (2.5) and (2.6).
(e) What is the value of b, /c for Example 2.1?
2.10. Figure 2.12 on page 38 shows the effect of sulfur dioxide on the corrosion of mild steel [30].
Can the data on this figure be represented by a simple equation?

Number of deciviews = 101n

@.7)

2.11. By what chemical or physical mechanism does acid rain cause the destruction of statues
shown in Fig. 2.97 :
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FIGURE 2.12

Relationship between corrosion of mild steel and corresponding mean sulfur dioxide concentrations for
various exposure times at seven sites in Chicago (September 1963—1964) [30]. Reprinted with permission
from the Air and Waste Management Association.
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CHAPTER

3

AIR POLLUTION
CONTROL LAWS
AND REGULATIONS,
AIR POLLUTION
CONTROL
PHILOSOPHIES*

Most air pollution control activities in the United States take place in response to
or in anticipation of air pollution laws and regulations. These laws and regulations
change with time. The details of the laws and regulations presented in this book are
current as of the date of publication, 2000, but the laws and regulations are sure to
change soon after the book is published. This chapter discusses the basic structure
and underlying philosophies of U.S. air pollution law and regulations, which have
not changed substantially in the past 30 years. Understanding that structure and
philosophy will help the reader to understand the current laws and the changes that
will occur in the future.

3.1 US. AIR POLLUTION LAWS AND REGULATIONS

Most air pollution control engineers work with permits. Major facilities (such as steel
mills, copper smelters, and chemical plants) must have a permit in order to operate
in the United States. These permits are authorizations by local, state, or federal
authorities, normally expressed as “The emissions of pollutant X from the main
stack at factory Y- shall not exceed Z pounds per hour,” for each stack in the plant,

*Much of this chapter is adapted from Refs. 1 and 2.
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together with information about monitoring, reporting emissions to the regulatory
agency, test procedures, and so forth. The legal authority for these permits is derived
as shown in Fig. 3.1.

The permits ultimately are based on the U.S. Constitution, our basic legal
and court system, and common law. The Clean Air Act of 1963, as amended in
1970, 1977, and 1990, passed by Congress and signed by the president, provides
the legal basis of air pollution laws in the United States. The U.S. Environmental
Protection Agency (EPA) prepares and publishes detailed regulations showing how
those laws shall be applied. These regulations are the subject of public hearings,
approval by the Office of Management and Budget (OMB), and litigation. When
they have survived those tests, they have the force of law. Some of these regulations

Individual operating permit for Some major industries,
an industrial facility, e.g., a copper e.g., autos, gasoline
smelter or steel mill production
A / / 3

Local

regulations

State regulations
to implement

the state SIP Fed.eral
] NSPS regulations for
NESHAP autos, gasoline,
etc.
SIP for NAAQS,

PSD, nonattainment areas, \
emission trading, and
other regulations

A

‘ U.S. EPA regulations to implement the Clean Air Act |
3

l Clean Air Act, as amended, 1963, 1970, 1977, 1990 ]
A

L U.S. Constitution, basic legal structure, common law —I

FIGURE 3.1

The flow of legal authority leading to air pollution operating permits in the United States. SIP (State
Implementation Plan); NAAQS (National Ambient Air Quality Standards); PSD (Prevention of Significant
Deterioration); NSPS (New Source Performance Standards); NESHAP (National Emission Standard for
Hazardous Air Pollutants).
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(NSPS and NESHAPS, discussed below) apply nationwide. Their corresponding
EPA regulations govern a local facility’s operating permits directly.

The EPA regulations are published in the Federal Register and compiled in
the Code of Federal Regulations, Chapter 40. In the July 1, 1997, compilation the
air pollution regulations occupy 7261 pages. These regulations include detailed in-
structions to the states on how to prepare State Implementation Plans (SIPs) for
controlling air pollution in their states. These plans must undergo public review and
approval in the states and then be reviewed and accepted (or modified) by the EPA.
Based on their SIPs, the states prepare regulations that include the detailed operating
permits for facilities in their state. The state permit often includes the direct federal
regulations (NSPS, NESHAPS), and may include local regulations as well.

Federal regulations direct the states to require a permit for each facility that
has the potential to emit 100 tons/yr of criteria pollutants or 25 tons/yr of hazardous
pollutants. Here “has the potential to emit” means that if the facility were to operate
with all its pollution control devices turned off, it would emit that amount. Thus, a
facility with a potential to emit 100 tons/yr, but which has 99% efficient control and
actually emits 1 ton/yr, would still be required to obtain such a permit. In addition,
if the facility is located in a region with severe pollution problems, the above values
at which permits are required can be smaller.

Some nationwide products, such as automobiles and gasoline, are regulated
directly by the EPA. An automobile manufacturing plant must have a state operating
permit for the local air pollutant emissions it creates and an EPA certification that
its autos meet the federal emission standards. _

Individuals generally do not need such permits. They are directly affected by
local regulations (such as no open burning of garbage) and state traffic regulations
and auto emission inspections, and are indirectly affected by the federal regulations
on automobiles and gasoline.

3.2 AIR POLLUTION CONTROL PHILOSOPHIES

The wish of all concerned with air pollution is to have a completely unpolluted
environment at no cost to anyone. That appears to be impossible, so our logical goal is
to have an appropriately clean environment, obtained at an appropriate cost, with this
cost appropriately distributed among industry, car owners, homeowners, and other
sources of pollutants. An air pollution control philosophy is a fundamental set of
ideas about how one determines what constitutes an appropriately clean environment,
appropriate cost, and appropriate distribution of that cost. These ideas form the basis
of the laws and regulations shown in Fig. 3.1.

The detailed regulations can be set in a strict way or a lax way (one may choose
to err on the side of strict control or on the side of minimum control cost). Whether
one should be strict or lax in applying any philosophy is independent of the choice
of air pollution control philosophy.

A perfect air pollution philosophy and its 1mplement1ng regulations are cost-
effective, simple, enforceable, flexible, and evolutionary. A cost-effective philosophy
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gains the maximum possible benefits (reduced damages or discomforts) for the
resources expended on pollution control. A simple philosophy and its implementing
regulations are understandable to all involved in the pollution control effort and
do not require legal interpretation of every word of the laws and regulations. An
enforceable philosophy clarifies the responsibilities of all parties involved in a way
that courts of law will enforce. A flexible philosophy can deal with special difficulties
(such as control equipment breakdown and delays in control equipment delivery).
An evolutionary philosophy enables us to utilize new information on the effects of
pollution and new developments in control technology without major overhauls of
our legal structure or major revisions of existing industrial plants.

3.3 THE FOUR PHILOSOPHIES

Actual regulations are often based on mixtures of the philosophies shown below.
Which of these philosophies is the basis for some regulation is frequently not obvious.
Nonetheless almost all air pollution regulations are based directly or indirectly on
these philosophies. The four philosophies discussed here are emission standards,
air quality standards, emission taxes, and cost-benefit standards. The first two are
in current use in the United States and other industrial countries and are fairly well
understood. The latter two have mostly been the subject of academic publications
and have not had much practical testing. They are related to and interact with the
first two.

3.3.1 The Emission Standard Philosophy

The basic idea of the emission standard philosophy is that there is some maximum
possible (or practical) degree of emission control. This degree varies between various
classes of emitters (e.g., autos, cement plants) but presumably can be determined for
each class. If this degree of control is determined for each class, and every member
of that class is required to limit emissions to this maximum degree possible, then
the pollutant emission rate will be the lowest possible. Because emission rate and
air cleanliness are inversely related (see Chapter 6), it follows that if this philosophy
is carried out rigorously we will have the cleanest possible air. Thus this might be
called a cleanest possible air philosophy.

Apparently the first large-scale application of this philosophy was the Alkali
Acts in England starting in 1863 [3]. These followed the introduction of the Leblanc
process for manufacturing an alkali, soda ash, Na,COs. In the original form of
the process, the hydrochloric acid (HCI) byproduct was emitted from the plant’s
smokestack as a vapor or mist. This emission devastated vegetation downwind and
led to controversy and legislation. The legislation created a corps of “alkali in-
spectors” whose duty was to regularly inspect all alkali plants and to find the best
techniques for minimizing the emission of harmful air pollutants. Once a technique
had been shown to be effective in one plant, the inspectors forced all of the other
plants to adopt it. Thus the emission limitations were steadily made more stringent as
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the control technology improved, and each member of the class was obliged to meet
the same emission limitation as the cleanest member of the class. This application
is called the best technology type of emission standard because all members of a
class are required to employ the best technology currently available for controlling
emissions and to keep the control equipment in good operating condition. In this
type of regulation there is generally no specified emission rate or emission test; the
operator who installs and operates properly the “best technology” is deemed to be
complying with the regulation. (The British equivalent phrase for best technology
is best practical means. The British air pollution control agency was called “The
Alkali Inspectorate” until 1974.)

The best technology approach is still widely used in cases where determin-
ing the emission rate in pounds per hour would be difficult. For example, fed-
eral regulations for large gasoline storage tanks require that such tanks have float-
ing roofs with well-designed and well-maintained seals (see Chapter 10). Similarly,
most states require gasoline stations to use “Stage I Vapor Recovery” (see Chapter
10), which requires the station’s underground tanks and the trucks that fill them
to be connected in a way that minimizes emissions due to fuel transfer. The regu-
lation consists of the technical description of the equipment and its operation and
maintenance.

The prohibition against open burning of garbage and agricultural wastes is
a kind of emissjon standard, because open burning generates more air pollutants
per unit of waste than land fill, closed incineration, recycling, or composting. By
forbidding open burning, we force waste disposers to use better technology.

Visible emissions from stacks and vents, particularly from the chimneys of
coal-burning furnaces, are indicative of emissions of air pollutant particles. (The
relation between emissions visibility and mass emission rate is far from linear, see
Section 4.9). Regulations limiting these visible emissions are a form of emission
standard. The common test for visible emissions, introduced by Ringleman [4], is a
cheap, rapid, widely applied tool for emission regulation and enforcement.

Fuel sulfur content and gasoline olefin content maxima and gasoline oxygen
content minima are also emission standards because most of the sulfur in fuels enters
the atmosphere as sulfur dioxide, because olefins are more effective in causing pho-
tochemical smog than equivalent amounts of other hydrocarbons, and because autos
using oxygen-containing gasolines emit less CO than those using other gasolines.

A final kind of emission standard is a numerical one. For example, under current
EPA regulations, a coal-fired electric power plant whose construction commenced
after September 1978 may not emit to the atmosphere more than 0.03 pound of
particulates per 10° Btu of fuel burned, as determined by stack test, nor more than 1
percent of the ash in the fuel, whichever is less. Similarly, automobiles made in 1993
and later may not emit more than 0.25 gram/mile of hydrocarbons in a well-defined
test procedure [4] (see Chapter 13). .

All of these kinds of emission standards have the same general idea: there is
some degree of emission control that it is practical to impose upon all members of a
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well-defined class of emitters, and that degree of control is required of all members of
that class. This philosophy was the basis of most of the air pollution control activities
in the industrial world from 1863 to 1970. In current U.S. air pollution law, two sec-
tions are “pure” emission standards. These are the Standards of Performance for New
Stationary Sources (commonly called new source performance standards [NSPS])
and the National Emission Standards for Hazardous Air Pollutants (NESHAP).

The NSPS (see Table 3.1) prevent a firm that plans to construct a new facility
from “pollution shopping” among states and localities to find the one with the least
stringent air pollution control standards. No state or locality in the United States
can become a pollution haven by offering a standard less stringent than the NSPS.
Before the enactment of the Clean Air Act of 1970, which instituted the NSPS, some
states and localities in the United States regularly invited industry to locate there and
enjoy the lax pollution regulations, and some industries encouraged this policy. (No
such rules exist between nations, and facilities have been moved from nations with
strict standards to those without them, simply to reduce air pollution control costs.)
NESHAP regulations cover pollutants that are believed to have no threshold (see Fig.
2.1). For them, any exposure is likely to produce some harm. Thus we wish to reduce
emissions as much as possible, by applying best technology emission standards to
all emitters of this category of pollutants (Chapter 15).

TABLE 3.1
Federal standards of performance for new stationary sources (commonly called
new source performance standards [NSPS])

This list is an excerpt from the 1998 version of 40CFR60. Standards are listed there for 68 industrial categories.
New categories are regularly added, and existing ones modified. This excerpt shows the kind of regulations
that are contained in that much larger compilation.

1. Coal-fired power plants whose construction started after September 18, 1978, may not emit the following
to the atmosphere:

a. Particulate matter more than 0.03 1b/10° Btu, or 1% of the ash solids in the fuel, whichever is less.

b. Sulfur dioxide more than 1.2 1b/10° Btu, or more than 30% of the SO, that would be formed if all the
sulfur in the coal were converted to SO,, whichever is less.

c. Nitrogen oxides more than 0.6 1b/10® Btu for most coals, or 0.5 1b/106 Btu for sub-bituminous coal.
2. Large incinerators shall not emit to the atmosphere gases that contain more than 27 mg/dry standard cubic
meter of particulates. There are also limits of opacity, cadmium, lead, mercury, and acid gases.
3. Portland cement plants shall not emit to the atmosphere the following:
a. Gases from the kiln containing more than 0.30 Ib/ton of kiln feed (dry basis).
b. Gases from the clinker cooler containing more than 0.10 Ib/ton of feed to the kiln (dry basis).
4. Nitric acid plants shall not emit gases containing more than 3.0 1b of NO; per ton of nitric acid produced.
5. Sulfuric acid plants shall not emit gases containing more than 4 1b of SO, and/or 0.15 1b of sulfuric acid
mist/ton of acid produced (100% basis).

The above regulations also limit the opacity of the plumes from these plants, mostly as a control measure, and
have very detailed discriptions of testing and monitoring requirements.
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These two parts of current U.S. law are “pure” emission standards in the sense
that the emission rates permitted were determined strictly on the basis of best tech-
nology. On the other hand, the emission standards for motor vehicles [5] were deter-
mined not by inquiring what was the best available technology but rather by deciding
on the basis of the ambient air quality standard philosophy (discussed later) what
emission level was permissible and then making that emission level the standard.
Because the emission standards computed in this way were more stringent than
could be met by the then-current (1971) best technology, they are referred to as
technology-forcing emission standards.

Permits of many state and local air pollution control agencies for individual
facilities are based partly on their assessment of what is best technology and partly
on an overriding application of the air quality standards philosophy discussed later
in this chapter. .

3.3.1.1 The advantages and disadvantages of emission standards. Table 3.2
compares emission standards (and the three other philosophies to be discussed later)
with the list of qualities previously given. The cost effectiveness of the emission
standard philosophy is very bad. If we uniformly apply the same emission standards
to an entire class of emitters, including both those at remote locations and those in
industrial, densely populated areas, then for a stringent standard, the remote plants
will make a large expenditure to produce a small reduction in damage to receivers and
hence a small benefit. If the standard is lax, then plants in industrial areas will not be
controlled to the degree that minimizes damage to the surrounding population. This
consequence follows naturally from application of a common standard (“cleanest
possible air”’) to both densely and sparsely populated areas.

The simplicity of the emission standard philosophy is excellent. The entire set
of regulations consists of the permitted emission rates and the description of the test
method to be used to determine whether the emission standards are being met.

The problem of the trade-off between cost effectiveness and administrative
simplicity of the emission standard strategy is exemplified by the history of emission
standards for automobiles. In 1967 automobile manufacturers petitioned the United
States Congress to write uniform motor vehicle emission standards for the whole

TABLE 3.2

Comparison of air pollution control philosophies

Desirable ~ Emission Air quality Emission Cost-benefit
quality standard standard taxes analysis
Cost effectiveness Very bad Good Fair Excellent
Simplicity Excellent Poor Excellent Terrible
Enforceability Excellent Fair Excellent Unknown
Flexibility Poor Fair Unnecessary Unknown

Evolutionary ability Fair Fair Good Good
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United States and to forbid the states from individually writing their own. They did
so because they feared the complexity of having to produce a multiplicity of different
vehicles to meet different state standards [5]. In 1973 they petitioned Congress to
do the reverse and allow them to use a “two-car strategy” in which vehicles that
met stringent emission standards would be sold in areas with severe air pollution
problems and vehicles that satisfied somewhat less strict standards would be sold in
areas without severe air pollution problems [6]. They did this because they believed
that the extra expenditure to produce and operate cars meeting stringent standards was
not cost-effective in areas without severe air pollution problems. Congress refused
their request.

The enforceability of the emission standard philosophy is excellent. Once
standards are set and test methods defined, one knows whom to monitor and for
what. Violation criteria can easily be written and penalty schedules formulated.

The flexibility of this philosophy is poor. If a plant orders pollution control
equipment in good faith and the equipment fails to meet the manufacturer’s predicted
performance criteria (and hence the emission standards), it may take years to replace
it. How should the air pollution control authorities deal with this plant? Under this
philosophy they can close the plant, fine its operators, or give it a variance to operate
until the equipment is fixed. Experience shows that plant closing is politically im-
possible, serious fines are politically very difficult, and the variance is an invitation
to infinite delays; but under this philosophy there are no other obvious alternatives.

The evolutionary ability of this philosophy is fair. If a new technology makes
it possible to set a lower standard, it can be implemented for all sources built after a
certain date. This method works fairly well for autos, whose lifetime in the economy
averages 10 years, but poorly for industrial plants whose lifetime is 30 to 50 years.
Mandating a lower emission standard for plants built after a certain date will help the
air quality in areas undergoing growth after that date but not those without growth.

Most of the progress in air pollution control between 1863 and 1970 was made
by application of this philosophy. The best technology approach made sense for
the Leblanc soda ash plants because their pollutant could be collected and sold at a
profit. It made sense for coal-burning furnaces because their black soot emissions
were wasted fuel. But most of the air pollutant emissions that can be recovered and
sold at a profit are now being so collected and sold. Further progress in control of
air pollutants (either to achieve cleaner air or to maintain current air cleanliness as
the population grows) will be made by applying more stringent controls than those
now in use, both to new and to existing sources. The emission standard philosophy
is useless as a guide to deciding how stringent those controls should be.

This uselessness is illustrated by the question of the design efficiency of elec-
trostatic precipitators for large emitters of particles, e.g., coal-fired electric power
plants. The typical particle collection efficiencies by new installations have risen
steadily over the past several decades, from 90 percent to 99+ percent. There ap-
pears to be no reason that precipitators cannot be built with recovery efficiencies of
99.9 percent or 99.99 percent, or better. The most general simple design equation
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for these precipitators is the Deutsch-Anderson equation (Chapter 9),

—wA
Control efficiency = 1 — exp (%) 3.1)

where  w = “drift velocity,” an appropriate average particle movement velocity
toward the collecting plates

A = area of the collecting surface
QO = volumetric flow rate of gas being cleaned

The cost of an electrostatic precipitator is roughly proportional to the area of the
collecting surface, A, so that for a given installation (and hence a constant Q and w)
we can say approximately

Control efficiency = 1 — exp (—some constant x cost) (3.2)

Thus, according to Eq. (3.2), if it costs N dollars to install a 90 percent-efficient
precipitator, it will cost 2N for 99 percent, 3N for 99.9 percent, 4N for 99.99
percent, etc. (This calculation is only approximate because precipitators collect big
particles preferentially. As efficiency goes up, the average value of w goes down.
See Chapter 9 for detail.)

Given this approximate cost/efficiency relation, what is the best technology
or cleanest possible air value for this kind of installation? Clearly, we can mandate
any degree of control efficiency we wish, and precipitators can be built to meet it. If
the level of best technology is deemed to be 99.5 percent (a typical current value)
and some plant installs a precipitator that is 99.95 percent efficient, shall we then
mandate that all future plants should install precipitators that efficient? We could
design and build even more stringent control devices without limit if we wished.
Should we?

If society had infinite resources and were willing to commit them to the con-
trol of this one air pollutant, this question would not be difficult. But society has
finite resources and will probably only commit some fraction of them to air pol-
lution control. It would seem folly to commit all of them to this particular kind of -
pollutant. But the best technology philosophy or cleanest possible air philosophy,
if carried to its logical conclusion, would lead inevitably to that. For this reason,
those who apply this philosophy have generally tempered it with some qualifier like
“taking costs into account.” In current federal regulations there are defined values of
best available control technology (BACT), reasonably available control technology
(RACT), maximum available control technology (MACT), and lowest achievable
emission rate (LAER). These all represent some kind of “best technology” that is
believed suitable for some class of emitters, even though the requirements can be
quite different from each other [7]. These all reflect the fact that this philosophy, if
pursued to its logical conclusion, leads to impossible results. Although the emission
standard philosophy has been useful in the past, it provides little guidance for the -
future.
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3.3.2 The Air Quality Standard Philosophy

If the emission standard philosophy is logically a “cleanest possible air” philoso-
phy, the air quality standard philosophy is logically a “zero-damage” philosophy. In
Chapter 2 we discussed the idea of threshold values below which no air pollution
damage would occur. The air quality standard philosophy is based on the assumption
that the true situation for most major air pollutants is the threshold value situation
sketched in Fig. 2.1. If that assumption is true, and if we can determine the pollutant
concentration values (including time of exposure) that correspond to such threshold
values, and if we can regulate the time, place, and amount of pollutant emissions to
guarantee that these threshold values are never exceeded, then there can be no air
pollution damage, ever, anywhere. The U.S. air pollution community is trying to do
precisely that, by carrying out the basic air quality standard philosophy of the Clean
Air Act.

To implement this philosophy, someone must study the available dose-response
data and determine the threshold values. In U.S. air pollution law, these are to be set
“with an adequate margin of safety ... to protect human health” [8] and are called
National Ambient Air Quality Standards (NAAQS). (Note the upbeat wording: this
really means “permitted levels of contamination.”) The EPA has established such
standards for six major pollutants, shown in Table 2.3 [9]. (The process of setting
these standards calls for issuing documents called “Air Quality Criteria,” for which
reason the pollutants on this list are called criteria pollutants.) The states are now
attempting to manage air quality to ensure that those standards will not be exceeded,
ever, anywhere. The procedure is illustrated in flowchart form in Fig. 3.2 on page
50.

The process for a specific pollutant at a specific locality begins with a measure-
ment of the ambient air quality. If the measured pollutant concentration is acceptable
(i.e., less than the NAAQS), then the air quality at some time in the future is pre-
dicted. If this is acceptable, no action is needed. If the future concentrations (taking
into account population and industrial growth) exceed the standards, then emission
regulations must be devised to prevent this predicted violation.

If the current pollutant concentrations are greater than the permitted values,
then emissions must be reduced to bring the current values into compliance with the
standards. Determining which emissions to reduce and how much to reduce them
requires some way of estimating the relation between emissions and ambient air
quality, normally an air quality model (Chapter 6).

Using these models, one computes the needed emission reductions and enacts
the regulations to compel the emitters to reduce their emissions. (These are usually
a set of emission standards, based not necessarily on best available technology, but
rather on a computation of the emission reductions needed to meet the NAAQS.)
Once this set has been enforced and the emissions have been reduced, one again
measures the ambient air. If the standards are not met (and the emissions have
indeed been reduced as required by the model), then the modeling exercise has
produced incorrect results and the entire cycle must be repeated until the standards
are met. This process was initiated in the United States in April 1971 [10], with all
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FIGURE 3.2
Flow diagram representation of the National Ambient Air Quality Standards (also called Air Quality
Management) process.

of the standards to be met by 1975. The states were required to prepare SIPs and
regulations to implement them for each of the major pollutants. Delays in meeting the
standards were granted in some cases as provided by law. Meeting the standards has
been more difficult than was imagined in 1971. In 2000, 25 years after the original
deadlines, many of the standards have not been met in the regions with the most
difficult problems. For the most part, we failed to meet the standards because we
underestimated the total emissions, overestimated the efficacy of control measures,
and used optimistic models to predict future air quality. The states and the EPA are
now on their third or fourth time around the loop shown in Fig. 3.2, trying to bring
the ambient air pollutant concentrations down to the NAAQS.

The process shown in Fig. 3.2 took place simultaneously for each of the six pol-
lutants for which we have NAAQS and in each Air Quality Control Region (AQCR)
in each state. (Some AQCRs are multistate, e.g., New York City and the adjacent
part of New Jersey.) For states and pollutants where the standards have not been
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met (in EPA language, they have not attained the standards and hence are nonattain-
ment areas), the process continues until such time as the air becomes as clean as the
standards require.

3.3.2.1 The advantages and disadvantages of the air quality standard phi-
losophy. Comparing the air quality standard philosophy with the list of desirable
qualities previously described in Table 3.2, we see that its cost effectiveness is good
but not excellent. It has the virtues of concentrating pollution control expenditures
in the areas with the worst pollution problems and, in principle, of allowing higher
emission rates (and lower pollution control expenditures) in areas with less serious
problems. However, once a set of NAAQS is in place, they must be met everywhere,
even in areas people seldom or never visit. Thus, this philosophy requires some
control expenditures for which the damage reduction benefits are small.

No one has found a way to write a simple set of regulations based on this
philosophy. The EPA’s best efforts to write a simple set of regulations to enforce
the NAAQS part of the Clean Air Act, which is based on the air quality standard
philosophy, have been the subject of a seemingly unending set of legal challenges.
Some critics have referred to the Clean Air Act as the “Lawyers’ Full Employment
Act.” The reason for this complexity is that we are attempting to control the con-
centration of pollutants in the ambient air. Those concentrations are influenced by a
wide variety of emitters, some nearby, some far away. The connection between the
emissions and air quality at a given location depends on the meteorological trans-
port and dispersion of the pollutants and on atmospheric reactions of the pollutants
(see Chapter 6). None of these subjects is well enough understood to allow exact
and unequivocal calculations of the contributions of individual emitters to specific
local concentrations in urban areas. Given this uncertainty, regulations attempting
to deal with local and long-distance polluters have been promulgated, and contested
in court, with resulting modifications and complexities.

The enforcement difficulty of this philosophy results from the same cause as
its complexity, namely, that one is trying to enforce air quality. When the air quality
standard is not met, the culprit is not generally obvious. If the pollutant has only one
major source in the region, then assigning responsibility is easy. If the pollutant is a
secondary pollutant like ozone, formed in the atmosphere by the interaction of several
other pollutants (volatile organic compounds—VOCs—and nitrogen oxides—NO,)
emitted by a variety of sources, then assigning responsibility is much more difficult.

The flexibility of the air quality standard philosophy is fair. Because of the
multiple ways by which air quality standards can be imet, those managing the air
quality have some flexibility, and each state or local agency can write those detailed
regulations it considers best, within limits. Special cases and emergencies can be
handled locally.

The evolutionary ability of the air quality standard philosophy is fair. As new
data appear, standards can be changed; but such changes require completely new
emission regulations, which are expensive and time-consuming. When the EPA
added the PM, 5 standard to the existing PM;q standard (1997, see Table 2.3), each
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of the states had to write a new SIP section and the appropriate regulations for PM; s.
The state air quality management plans (SIPs) are regularly updated, taking new data
and information on control technology improvements into account.

One clear difficulty with the air quality standard philosophy, which led to
court action in the United States, concerns nondegradation or nondeterioration. If it
were absolutely true that there was no damage at all, of any kind at concentrations
below the threshold values, then there could be no logical objections to polluting
up to those concentrations. In effect, the EPA guidelines to the states for developing
their SIPs took this view [10]. In contesting those regulations, a consortium of
environmental groups showed that this interpretation was not apparently the intent
of Congress nor was it even completely consistent with the EPA’s own regulations
issuing the standards [11]. Aside from these purely legal questions, the logical bases
for opposing this view are (1) that the setting of threshold values is bound to be
based on limited data, so that we cannot be absolutely certain that we will not
cause harm in pure-air areas by polluting them up to the levels of the standards, and
(2) that visibility (see Section 2.3) is not a threshold-value property. Hence, if we
were to pollute up to the NAAQS, most of the scenic areas of the Southwest and
Rocky Mountain states would experience a marked and significant degradation of
their traditionally high visibility and clear skies.

This controversy was litigated for five years before Congress settled it for the
United States by writing the Prevention of Significant Deterioration (PSD) section
into the 1977 amendments to the Clean Air Act. Under these regulations the pollutant
concentration in clean air areas is allowed to increase, but only by small, regulated
amounts [12]. This problem and its legislative solution clearly reveal the most basic
difficulty with the air quality standard or zero-damage philosophy: it is completely
dependent on the assumption that there are threshold values below which there is
zero damage. For visibility this assumption is demonstrably false (see Problems 2.8
and 2.9). Thus the strongest intellectual basis for the PSD doctrine is this attack on
the basic premise of the air quality standard philosophy, which is certainly false in
the case of visibility. However, as more and more data accumulate on air pollution
effects on humans, it becomes harder to believe that the threshold-value idea applies
to human populations [13]. If it becomes clear that threshold values do not apply,
then it will be equally clear that the ambient air quality standard or zero-damage
philosophy is without intellectual foundation. If that is the case, we can still use
ambient air quality standards if we wish; but we will have to choose the values on
some philosophical basis other than threshold values and zero damage.

3.3.3 Emission Tax Philosophy

Most of the current U.S. air pollution laws and regulations are based on the two
preceding philosophies. We know a great deal about their advantages and drawbacks.
The two philosophies discussed next are not in use to any significant extent anywhere



AIR POLLUTION CONTROL LAWS AND REGULATIONS, AIR POLLUTION CONTROL PHILOSOPHIES 53

in the world, but rather are ideas that have had theoretical discussion in academic
journals. They represent possible future alternatives.

Laws based on an emission tax philosophy would tax each emitter of major
pollutants according to its emission rate; e.g., X cents per pound of pollutant ¥ for
all emitters. This tax rate would be set so that most major polluters would find it
more economical to install pollution control equipment than pay the taxes. In its
pure form these laws would exert no legal or moral sanction against an emitter who
elected to pay the tax and not control emissions at all. In the pure form, the emission
tax philosophy is clearly quite different from the air quality standard or emission
standard philosophy. Emission taxes have also been proposed in combination with
the air quality standard philosophy; in this combination, emission taxes would act as
an added incentive to reduce emissions to lower levels than those required to meet
air quality standards [14]. In this case the two philosophies would work in parallel.

Emission taxes can be considered as one member of a larger class of philoso-
phies called economic incentives. The other members of this class are tax rebates,
low-interest-rate loans from the government for the installation of air pollution con-
trol equipment, and direct public subsidies for pollution control. These rebates, loans,
and subsidies have not been proposed as separate and complete philosophies (i.e.,
they have no pure form) but rather have been proposed and applied mostly as ways of
distributing the costs of implementing the air quality standard or emission standard
philosophies.

The emission tax philosophy assumes that the environment has natural removal
mechanisms for pollutants (with chlorofluorocarbons—CFCs—as a possible excep-
tion, see Chapter 14) and that at any particular contaminant level the environment
has a finite, renewable absorptive or dispersive capability. If this is so, and if that
capability is seen as public property, then it should logically be rented to private users
to return maximum revenue to the public treasury, and it should not be overloaded;
the analogy with publicly owned forest or grazing land seems obvious. For this rea-
son one might think of the emission tax philosophy as a market allocation of public
resources philosophy, as compared with the cleanest possible air and zero-damage
bases of the two previous philosophies.

If we take that view and apply the pure form of emission taxes, then we accom-
plish two desirable results. First, the degree of pollution control by the individual
firm becomes an internal economic decision. In the two previously discussed philoso-
phies, if the individual firm can persuade (or litigate) the control authorities into a
less restrictive regulation, that firm saves money and possibly gains an advantage
over its competitors who are not able to do so. In the emission tax philosophy, each
firm chooses the degree of control efficiency that will minimize the sum of control
costs and taxes for it. Industry is good at such economic choices.

Second, the emission tax philosophy should minimize the misallocation of
pollution control resources. If we use it, small emitters will presumably find it eco-
nomical to pay the taxes rather than put economically wasteful control devices on
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their plants. Large emitters will find the taxes on their emissions prohibitive and
will install high-quality control equipment. Overall, this should allocate pollution
control resources well.

Many versions of emission taxes have been proposed and discussed, but none
has reached the state of legislation. Many states charge permit fees that are pro-
portional to emissions, so these are a form of emission tax. The amounts involved
are generally much smaller than the taxes that would be charged in a pure emission
tax regulatory scheme. Comparison of the emission tax philosophy with the list of
desirable qualities must be based on impressions of how the legislation would work.

The cost effectiveness should be fair because an emission tax philosophy would
allow each emitter the choice of controlling emissions or paying the taxes (or con-
trolling to some economic degree and paying for the rest). Making the decisions—
whether or not to control and what the degree of control should be—a matter of the
internal economics of major emitters would probably result in a better overall cost
effectiveness than is possible with uniform emission standards. However, uniform
national emission taxes may result in some remote plants installing control equip-
ment at large cost to minimize taxes without a corresponding reduction in damages.

Most schemes proposed so far only envisage taxes on large sources. For these,
the tax rates and emission test methods constitute the whole of the regulations. If an
attempt was made to extend the tax to all emitters of a particular pollutant, then the
problem would become much more complex [15]. For sulfur oxides, for example,
one could tax motor vehicle and home-heating fuels, based on sulfur content, at a rate
comparable to that for sulfur emissions from large industrial sources. This would be
simple. But there seems to be no comparably simple scheme for particulate or NOy
emissions from home-heating sources, autos, etc.

If tax schemes are limited to large sources, then enforceability should be ex-
cellent. The emission-testing industry would have to be expanded, and certification
of emission test firms instituted; but once a certified body of independent emission
testers was available, their test values would be readily accepted as the basis for tax
payments. Recording emission meters in exhaust stacks would also be most useful.

Flexibility to deal with the kinds of problems previously discussed would
be unnecessary. Other philosophies need flexibility to deal with the problem of an
emitter who cannot economically meet an area-wide standard, or who cannot meet it
by a statutory deadline, or who has a control equipment breakdown. In an emission
tax system, the emitter simply pays the tax. (With the control equipment out of
service, the emission tax meter will run very fast, providing a strong incentive to get
the equipment back in service quickly!)

The evolutionary ability should be good because the tax rate could be changed
as necessary. Caution would be required, because industry has complained about
their difficulties with changing standards. (They speak of the difficulty of “shooting
at a moving target,” which apparently adds greatly to the pleasure of duck hunting,
but is not as much fun in industry.) However, raising a tax rate for existing plants
causes much less economic disruption than lowering an emission standard. In the
case of the tax rate increase, the existing plant would probably elect to pay the higher
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tax, whereas for the lowered emission standard, it would probably have to replace
its existing pollution control equipment with more effective equipment.

Although the emission tax philosophy is widely favored by economists in pure
or mixed form and was proposed in one of President Nixon’s messages to Congress
[14], it has generally been anathema to American industry. One industrial group
stated [16], “As a matter of principle, the right to pollute the environment should
never be for “for sale.”” If we compare this view to that of holders of grazing rights
on the public domain, we see that it is the same. Those who enjoy free or subsidized
use of the public domain are reluctant to pay the fair market price for that use.

In a pure emission tax philosophy we need some way to set the emission
tax rates. Generally the suggestion is that tax rates will be raised on a previously
announced schedule, continuing until the air is “clean enough.” If we decide on the
basis of assumed threshold values, then emission taxes become merely a novel way
(possibly a good one) of implementing the air quality standard philosophy, and not
a freestanding philosophy at all. If the basic assumption of the air quality standard
philosophy proves incorrect, then using it as a basis for determining “clean enough”
in the emission tax philosophy has the same drawbacks as discussed previously.

We could choose not to consider air quality at all in deciding on our tax rates
and use some purely economic criteria, e.g., maximum tax revenue or marginal cost
of pollution control equal to some current best technology value. Such an approach
would presumably include no consideration of air pollution damage to the public.

3.3.4 Cost-Benefit Philosophy

The cost-benefit approach assumes that either there are no thresholds or, if there
are, they are low enough that we cannot afford to have air that clean. If so, then we
must accept some amount of air pollution damage to someone, somewhere. This
philosophy suggests that we attempt to decide, in as rational a manner as possible,
how much damage we should accept and correspondingly how much we should be
willing to spend to reduce damages to this level.

The idea is illustrated in Fig. 3.3 on page 56. At the right, a high ambient air
concentration of pollutant corresponds to zero pollution control cost. The ambient
air concentration can be reduced by air pollution control expenditures. The con-
trol cost goes up steeply as the ambient air concentration becomes small. At zero
concentration we have zero damage costs; the damage cost rises slowly at first and
then more rapidly at high concentrations. The sum of the two costs has a minimum
value at some intermediate concentration. This minimum corresponds to the opti-
mum pollution control expenditure; expenditures above or below it are economically
wasteful.

Figure 3.3 is an example of the classic “minimization of the sum of two costs”
problem that appears in economics and engineering texts. The minimum occurs

“when the slopes of the two cost curves are equal and opposite, or

d(pollution control costs + pollution damage costs) 0 (3.3)

d(ambient air pollutant concentration)
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Pollution
Pollution control cost damage
(or pollution control cost
expenditure)
S Total
(damage + control)
cost
Optimum
Ambient air concentration of pollutant
FIGURE 3.3

Schematic representation of the relation between damage, control, and total
costs, for one pollutant at one location.

Figure 3.3 is a great simplification because it shows one control cost curve,
one damage cost curve, and one atmospheric concentration. In reality there is a
damage curve for each individual exposed to air pollution, a control curve for each
emitter (including autos, household space-heating plants, etc.), and a concentration
dimension for each pollutant at each location. Thus instead of a one-dimensional op-
timization, we have a multidimensional optimization with the number of dimensions
being at least as large as the number of people in the world.

The simple application shown in Fig. 3.3 and Eq. (3.3) does not consider the
questions of “Whose costs, whose benefits?” If the pollutant is emitted by our autos,
then the cost of controlling their emissions will probably be distributed over the
population in the same way as the damages are. But for a pollutant emitted by one
factory, and injuring the rest of the community, that distribution is quite unequal; and
questions of justice and equity must be included with the questions of economics.
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This approach is frequently criticized by those who say, “You can’t reduce X
to monetary terms,” where X may be human health, human life, or the quality of
a clear sky, or air pollution damage to the cathedrals of Europe, or something else.
Such values are hard to assign, but society obviously does. The value we place on
health is indicated by how much each of us spends to safeguard or improve our own
personal health and by how much society spends to improve community health. The
value society places on human life is indicated by how much society will spend
to prevent one accidental death [17]. Juries set financial values on loss of life and
health every day. The value we place on clear skies is indicated by how much people
will give up to live in areas with such clear skies. Frequently, the person making
this criticism disagrees with society’s evaluation. The author disagrees with some of
society’s evaluations, but that is not grounds for saying that society cannot and does
not evaluate these things.

Comparing the cost-benefit philosophy with the list of desirable properties,
we see that its cost effectiveness is excellent. Since the goal of this philosophy is to
solve the cost-benefit minimization problem, if that minimization is done properly
the result must have the best possible cost effectiveness. (Cost-benefit means the
process sketched in Fig. 3.3, in which costs and benefits are explicitly computed.
Cost effectiveness means trying to find the minimum-cost way to reach some goal
or objective whose benefits are not explicitly computed, e.g., meet the NAAQS for
ozone (O3) in Los Angeles, or conduct a manned mission to Mars.)

The cost-benefit philosophy is not simple. The problem of solving Eq. (3.3),
with as many variables as there are people and enacting regulations to enforce it,
is far beyond our current capabilities. Because of this complexity, we will likely
never have air pollution regulations based directly on cost-benefit analysis or on
the direct application of Eq. (3.3). More likely, greatly simplified approaches will
be used, for example, the use of cost-benefit analysis to set emission standards or
to set air quality standards. For many years, laws based on the emission standard
philosophy have included words suggesting that standards be set “taking into account
the cost. . .” [18] or analogous words about reasonableness or practicality. In deciding
what is reasonable or practical, those writing the regulations have consciously or
unconsciously attempted to decide what the benefits of a given control measure
would be and balanced these benefits against the cost. If it should become clear
that one or more of the major air pollutants are no-threshold pollutants, air quality
standards will probably be set on a cost-benefit basis.

Because Table 3.2 is written for “pure” philosophies, the enforceability and
flexibility of the cost-benefit philosophy are listed as “unknown.” No one has pub-
lished any clear idea of how a set of regulations based on pure cost-benefit analysis
would be written. The evolutionary ability should be good. As new air pollution
damage data or new control technology appears, we can introduce these into our
cost-benefit equation and modify the regulations to take them into account.

If this philosophy will most likely not be used as a “pure” philosophy, but rather
as a guide for setting emission or air quality standards, why list this as a philosophy?
The major purpose of this chapter is to elucidate the true philosophical bases on
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which we are currently acting. If we have been applying this philosophy informally,
then we ought to admit it. If emission standards and/or air quality standards are not
really our basic philosophy, then we ought to devote the thought and effort necessary
to putting our cost-benefit decisions on a sound basis. To do so will require public
exposure of the assumptions and value judgments that are needed to do cost-benefit
calculations involving human health damage, aesthetic damage, etc. Exposing such
value judgments will be painful and controversial, but the alternative will be making
air pollution control decisions in a less-informed way.

3.4 MARKET CONTROL AND EMISSION RIGHTS

In carrying out the mandates of the Clean Air Act of 1970, most of the states enacted
regulations that placed a numerical emission limit on each stack of each plant.
Industries concluded that they could often meet the overall plant emission limitation
more economically by controlling large sources more stringently than their permits
required, and not controlling smaller ones. This practice led to legal controversy
over how much flexibility individual emitters had in meeting overall emission goals.
Industry calls the detailed, stack-by-stack regulation approach taken by the EPA and
most of the states the command and control approach. They dislike it.

Industry also suggested that if two factories each emitted X pounds/year of
some pollutant, and the applicable SIP required a 20 percent reduction in the emission
of that pollutant, then it could be cheaper for one factory to reduce emissions by 40
percent than for both to reduce by 20 percent. Presumably both factories would share
the cost of 40 percent control at one factory.

If a factory were to reduce emissions more than the minimum required by
the applicable regulations, industry asked the state and federal regulators to permit
them to bank, sell, or trade the credit for that extra emission reduction. This request
was accepted in some EPA regulations in the 1980s and strengthened in the 1990
revision of the Clean Air Act. This provision is particularly important in areas that
do not meet the NAAQS (nonattainment areas). By current EPA rules a new facility
that wishes to locate in a nonattainment area must produce somewhere in the area
an emission reduction that is larger than the new facility’s permitted emissions.
Banking, trading, or selling emissions credits with other facilities allows this to be
done. That raises the philosophical question of whether someone who has always
emitted X pounds/year of pollutant ¥ has a marketable property right to do that in
the future. In current U.S. law the answer is yes. Consequently, for some old, dirty
factory, the most valuable asset is the marketable right to emit air pollutants. In Los
Angeles the oil refineries have concluded that they can reduce regional hydrocarbon
emissions more cheaply by buying up and junking old cars (thus taking them off
the road) than they can by improving the already efficient emission controls in their
refineries. The U.S. government from 1980 to 1992 was strongly market-oriented
and supported many schemes to bring market forces into the area of air pollution
regulation. It is too early to say whether that has had long-term beneficial effects.
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3.5 PRINCIPAL U.S. AIR POLLUTION LAWS

The body of U.S. air pollution law is contained mostly in the Clean Air Act and
the regulations (local, state, and federal) that implement it. The principal parts of
this complex law are listed in Table 3.3. The law contains many other provisions
that are procedural, legal, and budgetary and that are generally of less interest to
pollution control engineers than those listed here. Air pollution laws interact with

water pollution and solid waste laws as well.

TABLE 3.3

The most important sections of the Clean Air Act of 1970, as
amended in 1977 and 1990

Section

Title

Principal provisions

107

109

110

e

112 and
301-306

160-169

171-192

202-235

401-416

601-618

Air Quality Control

Regions (AQCR)

NAAQS

Implementation plans
(SIP)

NSPS

NESHAP

PSD

Nonattainment areas
Mobile sources

Acid deposition control

Stratospheric ozone
protection

Divides the country into regions. States
must administer air quality in each such
region, under federal supervision

Establishes National Ambient Air
Quality Standards

Requires states to prepare and enforce
State Implementation Plans. Gives
details on how it is to be done

Establishes the Standards of Performance
for New Stationary Sources, commonly
called the new source performance
standards

Establishes national emission standards
for hazardous air pollutants, also
called air toxics

Lays out rules and regulations for
regions with air cleaner than the
NAAQS and for the protection of
visibility, principally in large national
parks and wilderness areas

Gives detailed descriptions of what must
be done in areas where NAAQS are not
currently met

Places control of motor vehicle emissions
mostly in the hands of the federal
government; sets motor vehicle and fuel
composition standards

Establishes a federal acid deposition
control program

Establishes programs for protection of
the stratospheric ozone layer
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3.6 SUMMARY

1. All major sources of air pollutants in the United States of America are required
to have permits that regulate their emissions. These are mostly issued by states,
as directed by the federal Clean Air Act and its implementing regulations.

2. From 1863 to 1970 air pollution control efforts were largely based on the emission
standard or cleanest possible air philosophy. Since then, the air quality standard or
zero-damage philosophy has been dominant in U.S. air pollution law. The emis-
sion tax, or market allocation of public resources, philosophy has been proposed
and discussed as an alternative to these two philosophies.

3. Airquality standards, which are based on the assumptions of true threshold values,
answer the question, “How clean should the air be?” Emission standards and
emission taxes do not answer that question at all. If the basic assumption of
the air quality standard philosophy proves incorrect, then none of these three
philosophies will answer that question.

4. Informally, or unconsciously, pollution control agencies have answered that ques-
tion by some kind of estimate of costs and benefits.

5. Market methods of allocating emission rights are favored in current U.S. air
pollution laws and regulations.

PROBLEMS

See Common Units and Values for Problems and Examples, inside the back cover.

3.1. If an automobile uses 1 gallon of fuel for each 15 miles traveled, if the fuel density is 6 1b/gal,
and if the hydrocarbon (unburned gasoline) emission standard for autos is 0.25 g/mile (in
the exhaust gas) (Federal Standard for 1993 and later automobiles) and the emissions equal
this standard, what fraction of the fuel fed to the car is emitted (unburned) in the exhaust
gas?

3.2. (a) What percent efficiency must an ash collector for a coal-fired power plant have to meet
the NSPS for coal-fired power plants (Table 3.1)? See inside the back cover for the
properties of typical coal.

(b) Is the 0.03 1b/10° Btu rule more or less restrictive than the 1 percent emission rule?

(c) At what percent ash in the coal would the two rules be equally restrictive?

(d) Why are there two separate restrictions? (To answer this part of the question, you must
know some of the history of these regulations beyond that presented in this book.)

3.3. Do the regulations for coal-fired power plants and for cement plants (kiln) in Table 3.1 lead
to the same required control efficiency for particles? The uncontrolled particle emissions
from a typical cement kiln [19] are about 180 Ib/ton of kiln feed.

3.4. Many industrial countries are relocating factories with high air pollution (and other envi-
ronmental) control costs to developing countries, and operating them with air and other
pollutant emissions much larger than would be tolerated in any industrial country. (Lower
wages are also a factor.) The industries and the less-developed countries argue that, although
no one likes the pollutants emitted, those less-developed countries have much worse envi-
ronmental problems than those caused by the industry (e.g., most of the population has no
safe drinking water, and children regularly die of waterborne diseases that do not occur
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in industrial countries). The taxes and payroll from the industries will help develop safe
drinking water, schools, hospitals, etc. The developing countries consider the air and other
pollution from these factories a small price to pay for these economic and environmental
benefits.

Environmental groups say this amounts to exporting pollution and to exploitation of
the poor in other countries to support the wasteful lifestyles in industrial countries.

Who is right? Are both right? If you as the prime minister of a developing country
were offered a plant that would be a severe air polluter but would generate enough taxes
to pay for the installation of a safe drinking water system for a community that has none,
would you accept?
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CHAPTER

AIR POLLUTION
MEASUREMENTS,
EMISSION
ESTIMATES

There are two kinds of air pollution measurements: ambient measurements (concen-
trations of pollutants in the air the public breathes, or ambient monitoring) and source
measurements (concentrations and/or emission rates from air pollution sources, or
source testing). Both are required in the ambient Air Quality Standard philosophy
(Chapter 3), the principal basis of air pollution law in the United States. Concentra-
tions in the ambient air must be measured to determine whether that air is indeed
safe to breathe (i.e., it meets the NAAQS). To control pollutant concentrations, we
must regulate the time, place, and amount of their emissions. Thus emission rates
of various sources of air pollutants (e.g., factories, power plants, automobiles) must
be measured.

Even if we did not have legal requirements for these tests, we would need them
to evaluate the performance of air pollution control devices, which normally are sold
with performance guarantees. The buyer will usually not pay for the control device
until tests demonstrate that the device meets these performance guarantees in actual
plant operation.

In most air pollution control agencies the monitoring and source testing are
done by different people, who use different terminologies to discuss their work.
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Air mover
Inlet device, Sampling probe, (pump)
to exclude heated if necessary
unwanted to prevent condensation
materials
FIGURE 4.1

The components of any ambient-monitoring or source-sampling device. If the detector functions in real time
(not cumulative), then the gas meter is not needed, but some kind of signal integrator or recorder is.

This chapter tries to treat them both as one, because they have so much in common.
Where there is a significant difference between what the two groups do, that is
noted.

Almost all air pollution measuring devices (ambient monitoring or source
sampling) have some or all of the various parts shown in Fig. 4.1. As we discuss the
details in subsequent sections, look back at this figure to see how each piece fits into
this overall view.

4.1 A REPRESENTATIVE SAMPLE

Any air pollution measurement involves two problems. The first is to obtain a suit-
able, representative sample; the second is to determine the concentration of the
pollutant of interest in it correctly. Generally the first is harder.

What constitutes a representative ambient air sample has been the topic of
prolonged legal and technical controversy. Some of the problems are illustrated in
Fig. 4.2. The air inside the parking structure normally contains much more CO than
the NAAQS allows for ambient air. So if one takes a sample inside such a structure
one finds a violation of the NAAQS. If one takes a sample directly across the street
from such a structure, in most cases the concentration will be an order of magnitude
less than inside the structure. A block away, the concentration will be even less.
On the sidewalk directly adjacent to the structure the concentration will be perhaps
twice as high as on the opposite side of the street. Which, if any, of these locations
is suitable for obtaining a sample of ambient air? Generally the ambient air sampler
should be located at the place to which the public has free access where the pollutant
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= Parking
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FIGURE 4.2
[llustration of some of the problems of choosing a sampler site to measure ambient CO in a city.

concentration is highest. This excludes all indoor spaces and plant sites to which the
public has no access.

An ambient monitor must be placed where it has power, shelter from rain
and snow, perhaps a constant temperature environment, easy access for monitoring
personnel, protection from vandalism, and, if possible, free rent. The traditional
place has been the roof of the county health building or of the county courthouse.
Unfortunately the concentration of auto-related pollutants measured there is often
much lower than at street level at the busiest intersection downtown.

The U.S. EPA has very detailed guidelines for the proper placement of in-
takes for air samplers that are meant to represent ambient air [1]. Carbon monoxide
measurements must be made at street level, downtown. In Fig. 4.2 the air pollution
control agency could meet this requirement by renting an office on the second floor
of a downtown building and hanging its sampling probe out of the window, about 10
feet above the sidewalk. Other choices may be equally plausible, but those of the EPA
are probably as good as any and have the merit of being uniform across the country.

In source testing, the representative sample problem is equally difficult. Gas
flow in a large industrial flue or smokestack may be steady and well-mixed across the
diameter of the stack, in which case any sample taken any time and any place in the
stack will be representative. But for most such stacks the velocity and concentration
in the stack vary from point to point and from time to time, so that many separate
measurements must be made and averaged. Figure 4.3 on page 66 shows the mea-
sured local velocities and concentrations in a duct carrying a particle-bearing gas
stream. The differences in velocity and particle concentration from place to place in
the duct are substantial. Clearly if one had measured the velocities and concentrations
at only one point, for example, near the bend on the inside, one would have computed
a much lower overall gas flow rate and emission rate than the true values. Even 36
feet farther downstream, the velocity and concentration data do not indicate that the
flow has become uniform, although the nonuniformity is much less than it was close
to the bend.
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FIGURE 4.3

Measured velocities and particle mass flow rates (velocity x concentration) in a complex duct. The values
shown are the ratio of the observed value to the average value for the whole duct. For example, near the bend,
where the velocity is shown as 1.2, the measured velocity was 1.2 x 39 ft/s = 47 ft/s = 14.3 m/s [2].

Example 4.1. In a source test, the stack was divided into four sectors, each of
which had the same cross-sectional area. The following velocities and pollutant
concentrations were measured in these sectors:

Sector number ~ Velocity V,m/s  Concentration ¢, mg/m>

1 10 500
2 12 600
3 14 650
4 15 675

What is the average concentration in the gas flowing in this stack?
The average concentration is

Total mass > VAc > Ve
“2 = Total volume > VA - [ v :|f0r -
10 x 500 + 12 x 600 + 14 x 650 + 15 x 675

B 10+ 12+ 14 4 15

— 616 —
m




AIR POLLUTION MEASUREMENTS, EMISSION ESTIMATES 07

If the sampled sectors did not have equal areas this calculation would be more
complex. |

Presumably if one went far enough downstream in this duct one would find
that the flow velocities and particle concentrations had become uniform. If one can
do that, one should. But a more typical sampling situation is shown in Fig. 4.4. In
those ducts, one cannot find a place “far downstream from any change of direction
or other flow disturbance.” In newer plants designers have sometimes considered the
problems of obtaining a uniform gas flow and have provided access and a suitable

FIGURE 4.4

The long straight duct and the comfortable place to stand and rest one’s instruments, with rain cover and
power supplied, are not the norm for source testing [3]. (Reproduced with permission of Academic Press and
the University.of Minnesota.)
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location for the source sampler to place the required instruments. In older plants such
convenience is rarely the case, and in many newer plants it is more economical to
make the plant efficient, and let the source tester work harder and under more adverse
conditions. Procedures adopted by the EPA attempt to standardize the number and
location of the samples on a technically sound basis [4].

4.2 GETTING THE REPRESENTATIVE SAMPLE TO THE
DETECTOR

Many sampling instruments have some kind of device on their inlets to exclude
unwanted materials. For example, insects sucked into a particulate sampler nozzle
lead to erroneously high readings. A bug screen will exclude all but the smallest of
these. Air often contains large dust particles, which are of little health concern, that
weigh more than all of the fine particles in the same air sample, which are of serious
health concern. As indicated in Table 2.3, the U.S. EPA modified its particulate
samplers in 1987 and in 1997. Before 1987, the sampler inlet was designed to
exclude all particles larger than 50 microns; the quantity sampled was called Total
Suspended Particulate (TSP). The 1987 modification changed the inlet to exclude
all particles larger than 10 microns; the quantity sampled is called PM, (particulate
matter 10 microns or smaller). The 1997 modification changed the inlet again to
exclude all particles larger than 2.5 microns; the quantity sampled is called PMj; 5
(particulate matter 2.5 microns or smaller). The 1997 modification also changed the
flow rate.

In all sampling devices there is the possibility that gases may condense in the
sampling device or react with the solids they encounter there. Many combustion
stack gases have a high water content and will condense on the walls of an unheated
sampling probe; probes are normally heated to prevent this. Acid gases like SO, will
react with alkaline solids on a filter, thus increasing the weight of solids on the filter.

If a grab sample taken in the field is brought to a laboratory for analysis, the
sample container must not react with or modify its contents in transit. This problem -
is real; even apparently inert materials like glass react with some air pollutants.

4.3 CONCENTRATION DETERMINATION

Once a representative sample has been obtained, the concentration of the pollutant in
itmust be determined. For some pollutants this measurement can be done fairly easily
by real-time instruments. Most of these operate optically; the sample passes through
a cell in which a light beam of a suitable wavelength is absorbed by the pollutant of
interest, or the pollutant is allowed to enter a fast, light-producing chemical reaction
with some reagent and the resulting light emission is measured. If a wavelength
can be selected that is absorbed or emitted by that specific pollutant and not.by any
other pollutant then this determination may be quick, simple, accurate, and cheap.
Generally, however, some other pollutant called an interference also absorbs or emits
at the wavelength of interest.
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The problem of interferences is not trivial. Measuring SO, in nitrogen gas is
easy. One passes the gas through a dilute solution of NaOH, in which the reaction is

SO, + 2NaOH — Na,SOs + H,0 4.1)

and measures the change in NaOH concentration by simple acid-base titration. How-
ever, if the problem is to measure SO; in air, CO; in the air will cause an interference
by this reaction,

CO; + 2NaOH — Na,CO3 + H,0 4.2)

and the measured change in NaOH concentration will be due partly to the SO, and
partly to the CO,. In this case, the CO, concentration in the air is known, so a
correction could be made in principle (but not in practice, see Problem 4.6); but in
the other cases the concentration of the interfering component may not be known,
so that the uncertainty in the resulting measurement is also unknown. This type of
problem can trap even very competent researchers. The U.S. EPA adopted a new
method for measuring NO, and then had to withdraw it when it became clear that
the method was not adequately protected from such interferences [5].

44 AVERAGING

If we are measuring ambient air quality with real-time instruments, we generally
want to know the average concentration over some period of time so that we can
compare it with the applicable ambient standards, which all have some measuring
period. This is found by

1
Average concentration = Cayy = e / cdt “4.3)

where ¢ = the instantaneous concentration indicated by the instrument
t = the time of measurement

Most of the real-time instruments present their results as an electronic signal that can
be easily averaged by built-in electronics for any suitably chosen averaging time.

The older instruments for gases as well as the current instruments for particu-
lates are not real-time instruments but rather are averaging instruments. For example,
one EPA-required method for ambient particulate sampling is the PM, 5 sampler. It
consists of a special inlet that excludes particles larger than 2.5 . in diameter, a filter,
afan, a flow-measuring device, and a suitable housing. A preweighed filter is placed
in the filter holder, and air is sucked through it for 24 hours at a measured rate. The
concentration of particles is computed from

Increase in filter weight

Average concentration = Cpyg = (4.4)

Air flow rate x Atime

Example 4.2. A PM, s sampler ran for 24 hours at an average flow rate of 16.7
L/min. The tare weight of the fresh filter was 0.1400 g, and the gross weight of the
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filter, dried to the same humidity as the fresh filter, was 0.1405 g. What was the
average PM, 5 concentration in the air drawn through the sampler?
From Eq. (4.4), we calculate that

(0.1405 — 0.1400) g h 1000 L s 8 ng

g = - =208 x 1077 = =208 —

‘8= 167 L/min x24h  60min . m3 T m?
This answer would normally be reported as 21 pg/m>. |

In this example we see that the sample size for a conventional PM, 5 sampler
is quite small. The value of 21 pg/m?, which is 84% of the annual average NAAQS,
is typical; and the measured change in filter weight is only 0.5 mg. High-quality
weighing and sample humidity control are needed. If the weighings are only reliable
to 100 pg, then our confidence in the difference of the two measurements is +200
ng, and our confidence in the ambient concentration is only about 2 parts in 5 or
+40 percent. If the weighing uncertainty were £10 pg, then our uncertainty in the
concentration would be 2 parts in 50 or 4 percent. The example also shows that the
resulting measurement is the average over the past 24 hours. This type of instrument
is not nearly as suitable for determining hourly variations or trends as are the real-
time instruments. But efforts to develop a suitable real-time instrument for PM; 5
have so far not been completely successful, mostly because of this small sample size
problem (see Problems 4.10 and 4.11). (The 16.7 L/min flow rate for PM; 5 samplers
is close to the average human breathing rate, so that the sample weight increase, 500
ng, is close to the mass of fine particles breathed in per day by an average person
when the PM; 5 concentration is 20.8 pg/m?3.)

Some older measuring schemes for gaseous pollutants operated somewhat
like this one, passing a measured volume of gas through a bubbler that contained a
solution that reacted specifically (no interferences!) with the gas to be measured and
then titrating the solution to determine the concentration of the pollutant in the gas
or measuring the color of the solution. The calculation is the same as in Eq. (4.4)
except that the weight change of the filter is replaced by the change in number of
equivalents of reagent reacted times the molecular weight ratio or the color of the
solution times some suitable weight conversion factor.

Similarly, many source sampling devices use these cumulative measuring
schemes. For example, Fig. 4.5 shows the sampling train recommended by the EPA
for measuring the concentration of SO; in a stack. The Pitot tube is used to measure
the gas velocity in the stack. The sample of gas is pulled by the pump through the
sampling probe, 4 midget bubbler, and three midget impingers (i.e., glass bubblers
in which the gas contacts a suitable reagent). Then the gas passes through a needle
valve and rotameter, which are used to ensure the flow rate of gas is in the right
range, and into a dry gas meter, which is the ultimate measure of the amount of gas
that has flowed through the system.

In practice, a sampling train like the one in Fig. 4.5 would be used to take
samples at various points in the stack, with the flow rate at each point adjusted by the
needle valve and rotameter so that sampling rates are proportional to local velocities
as indicated by the Pitot tube. In this way the concentration determined by a single
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FIGURE 4.5 .

U.S. EPA “Method 6” sampling train for SO,. Glass wool excludes particulate matter from the rest of the
sampling train. The midget bubbler contains an aqueous isopropanol solution, which removes SO3 but not
SOg; its contents are discarded after the sampling is completed. The first two midget impingers contain an
aqueous solution of hydrogen peroxide; the third impinger is empty and traps carryover liquid from the
second. At the end of the test, the contents of the three midget impingers, plus the water used to rinse them,
are combined and titrated with barium perchlorate, using a thorin indicator. The silica gel drying tube
protects the pump, rotameter, and dry gas meter from moisture carried over from the impingers [4].

chemical analysis of the reagents in the impingers and by the cumulative reading of
the dry gas meter would be as representative as possible of the average concentration
in the stack. This procedure averages the readings, just as was done in Example 4.1,
and finds the measured value with one set of concentration measurements, rather
than by numerically averaging a group of many individual measurements.

4.5 STANDARD ANALYTICAL METHODS

EPA has standard sampling methods for various pollutants. Often these are differ-
ent for ambient monitoring than for source sampling. Table 4.1 on page 72 shows
standard methods for monitoring ambient air [1]. In effect, these methods define the
pollutants. Thus, for legal and regulatory purposes, in ambient air SO, is defined as
that material which is detected by the SO, method shown in Table 4.1, the West-
Gaeke method. However, in a powerplant stack SO; is defined as that material that
is detected by “Method 6” (Fig. 4.5), which is chemically quite different from the
West Gaeke method. This difference does not seem to have caused much trouble.
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TABLE 4.1
Test methods for major air pollutants in ambient air

In EPA terminology, for each major air pollutant there is a reference method, which is the test method that is
considered the standard against which other methods can be tested, and there are equivalent methods, which
have been checked against the reference method and found to give similar results. State and local ambient
monitoring agencies mostly use the equivalent methods, which are generally simpler, cheaper, and easier to
use than the reference methods. This table lists only the reference methods. All of the material in this table is
described in much more detail in Ref. 1.

Particulate Matter, TSP, PMy9, and PM; s. There are three standard methods. In all three a sample is drawn
through an inlet designed to exclude particles larger than a certain size (50 ., 10 ., and 2.5 u, respectively),
and then collected on a filter for 24 hours. The filter’s gain in weight is divided by the measured cumulative
air flow through the filter to determine the particle concentration (see Example 4.2). The filter size and air
flow are much larger for the TSP and PMjq devices than for the PM; s device. The TSP (total suspended
particulate) filter is used only for the lead measurement, described below. Both PM g and PM; s are used to
test compliance with the applicable NAAQS.

Sulfur Dioxide (SO2). In the West-Gaeke method a known volume of air is bubbled through a solution of
sodium tetrachloromercurate, which forms a complex with SO,. After several intermediate reactions, the
solution is treated with pararosaniline to form the intensely colored pararosaniline methyl sulfonic acid, whose
concentration is determined in a colorimeter.

Ozone (03). The air is mixed with ethylene, which reacts with ozone in a light-emitting (chemiluminescent)
reaction. The light is measured with a photomultiplier tube.

Carbon Monoxide (CO). The concentration is measured by nondispersive infrared (NDIR) absorption. Here
nondispersive means that the infrared radiation is not dispersed by a prism or grating into specific wavelengths;
rather, filters are used to obtain a wavelength band at which CO strongly absorbs.

Hydrocarbons (Nonmethane). The test is for hydrocarbons excluding methane. The gas is passed through
a flame ionization detector (FID), where the hydrocarbons burn in a hydrogen flame. Hydrocarbons cause
more ionization than hydrogen; this ionization is detected electronically. Part of the sample is diverted to a
gas chromatograph, where methane is separated from the other gases and then quantified. Its concentration is
subtracted from the total hydrocarbon value from the FID. Although there is no NAAQS for hydrocarbons, its
measurement in ambient air is required as part of the control program for O3, for which it is a precursor.

Nitrogen Dioxide (NO3). NO; is converted to NO, which is then reacted with ozone. The light from this chemi-
luminescent reaction is measured. Because ambient air contains NO (often more than NO;), a parallel sample
is run without conversion of the NO; to NO, and the resulting NO reading is subtracted from the combined
NO and NO; reading to give the NO, value. The instrument normally reports the NO concentration as well.

Lead. A TSP filter is extracted with nitric and hydrochloric acids to dissolve the lead. Atomic absorption
spectroscopy is then used to determine the amount of lead in the extract.

4.6 DETERMINING POLLUTANT FLOW RATES

The mass flow rate of pollutant is the product of the concentration in the gas and the
molar or mass flow rate of the gas, e.g., ’

Pollutant molar flow rate = (molar flow rate of gas) @5)
x (pollutant molar concentration in gas) ’

Example 4.3. The sampling train shown in Fig. 4.5 indicates that the concentration
of SO, in a stack is 600 ppm. The Pitot tube and manometer in the same figure
indicate that the flow velocity is 40 ft/s. The stack diameter is 5 ft. The stack gas
temperature and pressure are 450° F and 1 atm. What is the SO, flow rate?
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The molar flow rate of the gas is
Molar gas flow rate = V Ap

Ibmol y 528°R
std f® = 910°R

fi
=40 — x %(5 f)? x 2.59 x 1073
S

Ibmol :536@1
S

=1.18

The molar flow rate of SO, is

1.18 Ibmol/s x 600 x 107® = 7.08 x 10~ Ibmol/s = 0.32 mol/s
Multiplying by the molecular weight of SO,, we have
7.08 x 107* x 64 = 4.53 x 1072 Ib/s = 163 Ib/h = 20.6 g/s = 74.1 kg/h *®

This simple calculation would be suitable for a stack whose velocity and con-
centration are the same at every point and time in the stack. Otherwise, averaging
would be needed.

4.7 ISOKINETIC SAMPLING

In stack sampling for particulates—but not in any sampling for gases—one must
maintain isokinetic flow into the sampling probe. The problem is illustrated in Fig.
4.6. If the gas velocity inside the sampling probe is the same as the gas velocity
in the stack from which the sample is being taken, the sampling condition (bottom
sketch, Fig. 4.6) is isokinetic (V,, = V), and the measured concentration (c,,) will
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equal the true concentration (c,). However, if the velocity in the nozzle exceeds that
in the stack (top sketch, Fig. 4.6), then the gas streamlines will bend into the nozzle,
and the inertia of the particles will carry some of them past the nozzle even though
the gas they were in will be collected, and thus the measured concentration will be
less than the true concentration. Conversely, if the velocity in the nozzle is less than
the velocity in the stack (middle sketch, Fig. 4.6), then the gas streamlines will bend
away from the nozzle and their inertia will carry some particles into the nozzle, away -
from the gas that accompanied them. The measured concentration will then be larger
than the true one. Various ingenious schemes have been devised to adjust the flow
in the nozzle to keep its velocity the same as the flow in the stack and thus preserve
isokinetic conditions. More details on this topic appear in Refs. 3 and 6.

4.8 EMISSION FACTORS

Emission testing is expensive. For simple, well-defined sources (e.g., a powerplant
stack), it can be tedious but it is not difficult. For a poorly defined source (e.g., road
dust from an unpaved road or CO from a forest fire), reliable test results are difficult
to get. Furthermore, such testing is only possible after the facility is in place; often
we want to know what the emissions from a new facility will be before it is built.

To meet these needs, the EPA has produced a very useful set of emission factor
documents [7]. These are commonly referred to by their original publication number,
AP-42. These are summaries of the results of past emission tests, organized to make
them easy to apply.

Example 4.4. Table 4.2 shows part of two tables from one section of the EPA
emission factors library. It shows the estimated emissions from the combustion of
bituminous coal if no control devices are used. These are the emissions going into
the control devices. Comparing them to the permitted emissions coming out of the
plant (see Table 3.1), one can estimate the degree of control required.

Using this table, estimate the emissions from a 500-MW power plant at full
load, burning a typical Pittsburgh seam coal (see inside the back cover and Ap-
pendix C). The thermal efficiency is 35 percent (this is a high-efficiency, modern
plant; the electric power industry would refer to it as having a “heat rate” of (3413
Btu/kwh)/0.35 = 9751 Btu/kwh). The power plant’s boiler is assumed to be of the
PC, wall-fired, dry bottom type.

All of Table 4.2 is in terms of tons of coal burned. We can compute the coal
consumption rate by

Coal consumption | Power output
rate ~ Efficiency.coal heating value

B 500 MW 5 3413 Btu 5 1000 kW
"~ 0.35 x 13,600 Btu/lb kWh MW

Ib ton tonne
=3. =179 — =1
3.585 x 10 h 9 o 63 2
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TABLE 4.2
Emission factors for bituminous and subbituminous coal combustion
without control equipment

Emission factor, Ib/ton of coal burned”

Furnace type® All particles®  PMS, SO} NO% CO
PC, wall-fired, dry bottom 10A 23A 38S 21.7 0.5
PC, wall-fired, wet bottom 7A 2.6A 38S 34 0.5
PC, tangential fired, dry bottom 10A 2.3A 38S 144 0.5
Cyclone 2A 0.26A  38S 33.8 0.5
Spreader stoker 66 13.2 38S 137 5

Hand-fired 15 6.2 318 91 275

Source: Tables 1.1-3 and 1.1-4 of EPA Emission Factors Book [7]. Section 1.1 of that document
(Bituminous and Subbituminous Coal Combustion) is 46 pages long and has 19 tables, 6 figures, and
77 literature citations.

4To obtain emission factors in kg/MT, divide table values by 2.
bThe various furnace types are described in [7] and in combustion books. PC means pulverized coal.

“The letter A on some particulate and PM;, values indicates that the weight percentage of ash in the
coal should be multiplied by the value given. Example: If the factor is 10A and the ash content is 8%,
the particulate emissions before the control equipment would be 10 - 8 or 80 Ib of particulate per ton of

coal.
48 = the sulfur content, which plays the same role as A in the preceding footnote.

¢ SOy is expressed as SO,. It includes SO, SO3, and gaseous sulfates.
f NO, is expressed as NO,. It includes NO and NO,.

The particulate emission rate is

Particulate ) _ (‘emission ) (coal flow) _ ., Ib [ coal flow
emissionrate / =\ factor rate - ton rate
Ib t Ib
= (KB e 3 170 o =156 52 107 —
ton h h

tonne
h

(See Notes ¢ and d to Table 4.2 for the meanings of A and S.) Of these 7.8 ton/h of
particulates, (2.3/10) = 23% are PM o (smaller than 10 microns). In the same way,
we can calculate the SO, emission rate, or

SO, __ ( emission \ [ coal flow —38Slb— coal flow
emissionrate / ~ \ factor rate - ton rate

Ib t
— 38 x 1.6) 2 % 179 — 1,09 x 10°
ton h h

t
=780 _ 7,
5

=54 20 g OOE
h h
For carbon monoxide we can see that the emission rate is 0.5 1b/ton - 179 ton/h =
89.5 Ib/h, and for nitrogen oxides, 3884 Ib/h. ' =
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Table 4.2 contains two types of emission factors, those that can be calculated
approximately and those that rest entirely on measurement.

Example 4.5. If all of the ash in the coal in Example 4.4 were emitted with the gas
stream, what would the emission factor for particulates be?

The factor is 10A 1b/ton, where A is the ash percentage in the coal. If the coal
is A percent ash, then the coal contains

A 2
Ash content = — X D00 I = 20A &
100 ton ton
and thus, if all of it were emitted, the factor would be 20A instead of 10A. [ ]

If we knew nothing about the behavior of pulverized coal furnaces, we could
estimate the particulate emission factor by simple stoichiometry; as shown in Ex-
ample 4.5, we would find an answer that is twice the value in Table 4.2. Data in
that table reflect the observation that, on the average, 25 percent of the ash in this
type of furnace falls to the bottom (bottom ash), 25 percent falls to the bottom of
the economizer, and is also called bottom ash, while the remaining 50 percent is
carried along with the gas stream (fly ash). This is an example of a semicalculable
emission factor. The emission factor for SO, is also semicalculable (see Problem
4.13). In Table 4.2 there is no simple way to calculate the emission factors for carbon
monoxide and aldehydes, which are products of incomplete combustion. (Advanced
combustion models can estimate them.) Instead, their values in Table 4.2 are simply
the average of many test results.

We can prepare an estimate of the emissions from a new or existing facility
quickly and cheaply using emission factors. The Emission Factors book gives a
quality grade to each of the.individual emission factors presented. Those shown in
Table 4.2 range in quality from A (best) to E (worst), indicating that some of these
values are highly reliable, based on ample, high-quality test data, whereas others
are based on limited and/or questionable data. The original test data sources are
usually cited. A prudent engineer always consults the emission factor library before
deciding to do an emission test. Perhaps the test is not needed. If it is, the library
will provide a good estimate of what to expect in the test and lead to literature on
how previous investigators tested this type of emission source and what difficulties
they encountered.

In principle, there is no difference between emission tests for stationary sources
(e.g., factories) and for mobile sources (e.g., autos). In practice, they are different,
because the normal function of a mobile source is to move about, whereas for testing
purposes it must normally sit still because the measuring instruments are stationary.
States and local agencies often use the emissions at idle to find and correct malad-
justed or malfunctioning cars. For federal certification of new auto models the tests
are done on a chassis dynamometer, in which the auto’s drive wheels are placed
on rollers that allow the vehicle to operate at significant engine speeds while it is
standing still and, by changing the resistance of the rollers, to appear to accelerate
or to go uphill or down. See Chapter 13 for more about mobile source emissions.
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4.9 VISIBLE EMISSIONS

Section 2.3 showed that airborne particles can scatter and absorb light. If the particle
concentration in the plume from some source (a smokestack, a diesel truck, an
oil-burning auto) is high enough, the plume will be visible. As the plume flows
downstream and mixes with the surrounding air the particle concentration is diluted,
and the plume’s opacity or optical density decreases (see Section 6.3). In principle
one should be able to look at a plume and estimate the particle emission rate from
what one sees. In practice it is relatively easy to measure the opacity, using either
trained observers or electro-optical devices. But relating that opacity to the mass
emission rate of the particles in the plume, which is usually the regulated quantity,
is not easy.
The reason for this difficulty is evident in the following equation:

Plum fedx particle particle
( : 'te ) =f [:(acrossthe), ( size ), ( optical ),
opactty plume distribution properties

solar moisture
( illumination ) s ( content of ) ]
angle plume

where ¢ = particle concentration

x = distance in the viewing direction

If all of the terms except f ¢ dx were constant and known, then we could easily relate
plume opacity to mass emission rate (if we knew the wind speed and dispersion
parameters; see Chapter 6). But the remaining terms in Eq. (4.6) vary from one stack
to another and from one time of day to another, so that relating opacity to mass
emission rate is difficult.

In spite of this difﬁculty, visual measurements of plume opacity have played
a major role in air pollution control. Professor Maximilian Ringleman devised a
system for making such measurements in about the year 1890 [8]. He marked five
grids of various densities on a piece of white cardboard. An observer viewed the
plume and then the cardboard, comparing the plume’s optical density to that of the
various grids. From that visual comparison the observer could determine if the plume
was lighter or darker than the five grids (called Ringleman #1, . . . ,#5, corresponding
to 20 percent, . .., 100 percent opacity). With practice, trained observers could make
this determination without Ringleman’s grids. State air pollution control agencies
regularly conducted (and some still do conduct) smoke schools at which the students
learned to determine opacity to +10 percent by simply looking at the plume, thus
acquiring “calibrated eyeballs.”

Before 1970 there were no numerical emission limits (of the form “no more
than X 1b/h of pollutant ¥”’) for most emission sources. Most pollution control
agencies relied heavily on opacity measurement for regulating particulate emission
sources. The regulations normally forbade a plume opacity greater than 20 percent,
or in some cases 40 percent, for more than a few minutes at a time. The control
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agency’s enforcement officers could make a measurement from the road outside the
offending plant, without notifying the plant owner. The cost of the test was negligible,
and it could be made on short notice. (This is the only kind of test discussed in this
text that does not require a device or set of devices as shown in Fig. 4.1). The
courts generally upheld the validity of the tests and the rules they were intended to
enforce. In that period many major sources regularly exceeded these opacity values;
the control agency’s inspectors, using this cheap and simple method, helped bring
them under much better control.

Since the passage of the Clean Air Act of 1970, most major sources of airborne
particulates in the United States must submit to regular stack tests to demonstrate
compliance with numerical emission limits. Although the visible emissions regu-
lations became less important, the regulations still often contain a limit on plume
opacity, and they require large sources to install in-stack electro-optical detectors to
record the plume opacity. This serves to detect occasional periods of high emission
rates and also responds to the public’s belief that no one should be allowed to emit a
thick plume of smoke. Alas, that belief also causes many industrial sources to expend
money and resources to eliminate steam plumes, which are simply condensed water,
but which the public assumes are harmful.

There is continued interest in using optical methods to estimate pollutant con-
centrations. For example, devices are now being developed that pass an infrared
beam through the exhaust of individual automobiles as they pass the monitoring
site on a street or freeway ramp. Those autos that are gross CO emitters are easily
detected. This method, or others like it, may play a significant role in future emission
testing and control.

410 SUMMARY

1. The basic problems in ambient monitoring and source testing are the collection
of a representative sample and the correct analysis of that sample. Generally, the
collection of a representative sample is the harder part.

2. A substantial literature exists on the details of ambient monitoring and source
testing [3, 9-14].

3. The Emission Factors compilations produced by the EPA allow us to estimate
emissions from existing or new sources quickly and cheaply. Often these compi-
lations provide a practical substitute for emission measurements and a guide to
the literature on testing of many kinds of sources.

4. Visible emissions regulations played a major role in air pollution control enforce-
ment before 1970. They now play a minor role.

PROBLEMS

See Common Units and Values for Problems and Examples, inside the back cover.

4.1. In Fig. 4.3, estimate the particle concentration (Ib/ft?) in the section near the bend, where
the emission rate is shown as 0.1 times the mean emission rate.
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Estimate the total volumetric flow rate of gas and the total mass emission rate of the particles
in Fig. 4.3.

We need to sample the gas flow in a circular duct with axisymmetric flow. We want to take
three samples that represent equal areas perpendicular to the flow. If the radius of the duct
is rg, what are the three radial distances from the center (ry/ro, r2/ro, and r3/rg) at which
to locate the sample probe to give equal-area sampling?

We have tested a plant’s emissions of particulates and found the following data:

Sample number  Stack velocity, ft/s  Particle concentration, g/m>

1 50 0.50
2 60 0.30
3 40 0.70

Each sample represents the average over a 20-min period. What was the average particle
concentration in this stack over the whole 60 min of this test?

In Example 4.1, if each of the sectors represents a cross-sectional area perpendicular to the
flow of 1 m?, what is the total flow rate of pollutant (g/s or g/min or equivalent) in this duct?
Section 4.3 suggests that one could sample for SO, in the presence of CO, using a simple
collection in an NaOH solution, and measure the amount of reagent consumed. The normal
concentration of CO; in the atmosphere is about 360 ppm. In ambient air the SO, concen-
tration is rarely more than 0.1 ppm. If we measured the NaOH consumption for a sample
of gas, and if we knew the CO, concentration exactly (which we rarely do), how many
significant figures would we need in our measured consumption in order to know the SO,
concentration to + 1%?

Figure 4.6 shows that, if the flow velocity into the probe is not the same as the flow velocity
in the free stream being sampled for particles, the measured concentration will not be the
same as the true concentration in the stream being sampled. The computation of how big an
error is made by failing to match these velocities is fairly complex [3]. Some of the tools
needed for making this calculation are presented in Chapter 9. However, if you are clever
and think about the problem physically, you can make a reasonable estimate of how large
an error is created for the following case.

The true particle concentration in the stream being sampled is 0.1 g/m>. The particles
are spheres, 10 p in diameter. The probe has an inside diameter of 0.5 cm, and negligible
wall thickness. The velocity in the free stream is 10 m/s, and the velocity inside the probe
is 1 m/s. No particles stick to the inside wall of the probe.

What is the approximate particle concentration in the gas flowing in the probe?

In Example 4.1 we have now discovered that the velocity measuring device was improperly
calibrated. We have recalibrated it and find that the velocities, in order, should have been 8,
12, 16, and 20 m/s. The concentration measurements are unchanged. What was the average
pollutant concentration of the gas flowing in the stack?

In Example 4.1 we have now discovered that the four sectors in which we measured the
velocity did not have equal areas, as we had previously assumed. Based on careful measure-
ments, we find that sectors 1 and 2 had areas of 1 m? and sectors 3 and 4 had areas of 2 m?.
Making these corrections, estimate the average pollutant concentration of the gas flowing
in this stack.

All natural fibers (paper, cotton, wool) absorb measurable amounts of moisture from a
humid atmosphere. Their weights can increase a few percent in going from a dry to a moist
atmosphere. Particulate samplers use filters made from glass or synthetic fibers, which
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absorb much less moisture. But even they absorb some. In Example 4.2, how much would
the reported concentration change if the analyst failed to dry the filter to exactly the same
moisture content before and after sampling, so that the filter itself increased in weight by
0.1 percent between its initial and its final weighing?

4.11. We wish to design a rapid-response, portable PM;, sampler. The specifications call for an

air flow rate of 1 L/min, and a 10-min sampling time.
(a) If the ambient concentration of PM is 25 pwg/m>, how large a sample will we collect?
(b) Can we detect that on the ordinary balances in your laboratory?

4.12. Before the early 1990s, the EPA regulators called for converting measured ambient concen-

trations to standard temperature and pressure (25°C, 1 atm).

(a) InExample 4.2, if the sampler were at Salt Lake City, where the atmospheric pressure is
typically 0.85 atm, and the temperature was 25°C, what would the reported concentration
be?

(b) If a person breathes 16.7 L/min at sea level, and if a person breathes the same mass
of air at all elevations, would the correction shown in part (a) result in making the
measurement correspond to the true mass of PM, s inhaled?

(c) Physiological measurements [15] indicate that up to 10 000 ft of elevation, humans
breathe in the same volume of air at all elevations. If that is correct, does the correction
to sea level underpredict, correctly predict, or overpredict the mass of PM, 5 that a person
breathes? (Current EPA regulations do not require this conversion to STP.)

4.13. (a) Repeat Example 4.5 for SO,. Remember that the oxidation of 1 kg of S produces 2 kg

of SO,.
(b) Compare your result to the 38S in Table 4.2. What does your result mean physically?

4.14. Table 4.2 shows that, on a weight of pollutant per weight of fuel burned basis, the nitrogen

oxide emissions from hand-fired furnaces are about one-third as large as the emissions from
cyclone furnaces. Explain why. Your answer should only require a sentence or two. The
reasons are discussed in detail in Chapter 12.

4.15. The emission factor for CO for coal combustion in large furnaces is 0.5 Ib/ton (see Table 4.2).

What is the corresponding emission factor for automobiles, in Ib CO/ton of fuel burned?
The permitted CO emission for new cars (Chapter 13) is 3.4 g/mi. Assume that the fuel
economy is 25 mi/gal and the gasoline density is 0.72 kg/L.

4.16. A typical person at rest produces 0.007 mL (stp)/min of CO, which is exhaled (Chapter 15).

The typical human diet in wealthy countries like the United States is about 600 g/day of

food (dry basis).

(a) What is the emission factor (g CO/g food) for a human?

(b) What is the ratio of that emission factor to the emission factor for a 1990s auto
(g CO/g fuel)? (The latter factor is calculated in Problem 4.15.)

4.17. Example 4.4 estimated the uncontrolled emissions for a typical, modern coal-fired power

plant with no emission control. The permitted particulate emission rate for such a plant is
shown in Table 3.1. Estimate the required percentage particulate control efficiency if this
plant is to meet the standards in Table 3.1.

4.18. Based on Table 4.2,-what fraction of the ash in the coal is expected to be emitted from the

following uncontrolled furnaces:
(a) PC, wall-fired, wet bottom furnace?
(b) Cyclone-type furnace?

Explain the differences in terms of the different physical arrangements of these furnaces.

4.19. In the production of coke for steelmaking, coal is heated to decompose it. The hot coke is

pushed into railroad cars. Then enough water is poured onto the hot coke to quench it so
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that it will not burn in the storage pile. (If you watch a steel mill you will see that every few
minutes a large white cloud issues from a short tower next to the coke ovens; it comes out for
only about a minute. This is the steam-water mixture from the coke-quenching operation.)
Normally the water used for quenching contains dissolved solids, so that evaporation
of this water will cause those solids to form dry particulate air pollutants.
(a) Estimate the emission factor for the formation of these particles (in pounds of parti-
cles/ton of coke quenched or the equivalent) from the following information:
The concentration of dissolved solids in the quench water is ¢ (ppm by weight).
The coke leaves the oven at 1700°F and is quenched to 212°F.
The average heat capacity of coke in this range is 0.325 Btu/Ib°F.
The heat of vaporization of water, starting from the liquid at 70°F and ending as steam
at 212°F, is 1112 Btu/lb.
Assume that only enough water is put on the coke to cool it to 212°F and that all of that
water evaporates. (Operating steel mills use about five times this much water. Some of the
particles are captured by that excess water, so your estimate should be higher than what is
actually observed.)
(b) Compare your estimate with the value of 5.24 1b of particulates per ton of coal charged,
for quenching with water with > 5000 mg/L of dissolved solids, given in Section 7.2-16
of Ref. 7.
Stack tests are expensive. For that reason typically only about three tests will be run, and
their values averaged. The permitted emission rate of pollutant X for some new facility is
100 Ib/h. Three tests were run, with measured values of 95, 98, and 102 Ib/h.
(a) What is the average measured emission rate?
(b) What is the statistical probability that the true average emission rate is >100 1b/h? To
answer this question use Student’s ¢ statistics, as described in any statistics book.
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CHAPTER

S

METEOROLOGY FOR
AIR POLLUTION
CONTROL
ENGINEERS

Most of us are interested in meteorology because we want to know if it will rain on
our picnic, freeze our tomato plants, or be suitable weather for lying on the beach.
Air pollution control engineers have picnics, grow tomatoes, and lie on the beach, but
their professional interest in meteorology is mostly with wind speed and direction
and with atmospheric stability. Chapter 6 shows how these two atmospheric variables
enter into the most commonly used air pollutant concentration models. Most often
they are the only meteorological variables used in those models. This chapter gives
some background on how our global weather system works and then considers these
two topics of special interest to air pollution control engineers.

5.1 THE ATMOSPHERE

The global atmosphere is roughly 78 percent nitrogen, 21 percent oxygen, 1 percent
argon, and other trace gases (see inside the back cover). Those ratios change very
little with place or time in most of the atmosphere. The moisture content of the
atmosphere, either as water vapor or as liquid drops or ice crystals, changes signifi-
cantly with place and time and is responsible for many of the exciting, beautiful, and
destructive things the atmosphere does. A typical water content (20°C, 50 percent
RH) is 1.15 mol (or volume) percent. [Relative humidity, RH, is the ratio of the water
content of the air to the saturation water content; see Eq. (5.10).] The water content of
the atmosphere, at saturation, increases rapidly with increasing temperature. At any
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temperature the absolute amount of water in the air, expressed either as mol percent
or 1b water per 1b air, increases with increasing RH.

The atmosphere has a perfectly well-defined—but quite uneven—lower bound-
ary, the surface of the land and the oceans. Its upper boundary is not as well-defined;
the atmosphere simply becomes thinner and thinner with increasing height until it
is as thin as outer space. One-half of the mass of the atmosphere is within 3.4 miles
of the surface; 99 percent is within 20 miles of the surface. If the atmosphere were
peeled off the earth and had its edges stitched together to make a pancake shape, it
would have an approximate thickness of 20 miles and a diameter of 16,000 miles
(see Problem 5.1).

This large width and small depth mean that most of the motions in the atmo-
sphere must be horizontal. Except for very vigorous storms, the vertical motions in
the atmosphere are one or two orders of magnitude smaller than the horizontal ones
(the vertical component of the wind velocity is one or two orders of magnitude less
than the horizontal component of the wind velocity). Similarly, atmospheric storms
and systems are thin. A tropical storm is typically 200 miles or more across and 10
miles from top to bottom.

5.2 HORIZONTAL ATMOSPHERIC MOTION

The horizontal movement of the atmosphere (the horizontal component of winds) is
driven mostly by uneven heating of the earth’s surface and modified by the effect of
the earth’s rotation (Coriolis force) and the influence of the ground and the sea.

5.2.1 Equatorial Heating, Polar Cooling

Averaged over the year, the solar heat flow to the earth’s surface at the equator is 2.4
times that at the poles [1]. The atmosphere moves in response to this difference in
heating, and in so doing transports heat from the tropics to the Poles, partly evening
out the temperature difference from equator to poles, just as air movement in a
room distributes the heat from an electric heater in one corner of the room to the
whole room. In both cases the distribution of heat results from warm air rising at the
heat source (electric heater or solar-heated equator) and cold air sinking where the
surroundings are coldest (the part of the room away from the heater or the Poles).

In the room, heating can be accomplished by one simple circulatory cell, il-
lustrated in Fig. 5.1. For the earth one might logically assume that the same would
occur, with air rising at the equator and sinking at the Poles so that there would
be equator-to-Poles flow at high altitudes and Poles-to-equator flow at the surface.
However, because the atmosphere is quite thin relative to its width, that flow is me-
chanically unstable and breaks up into subcells. Any odd number (but not an even
number! see Problem 5.2) of such cells could exist in each hemisphere; on the earth
there are normally three cells in each, as shown in Fig. 5.2.

In the Northern Hemisphere we see from the circulation cells sketched at
the edges of the figure a south-to-north flow at high altitude and a north-to-south
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FIGURE 5.1

Air circulation in a room heated by an electric heater. There is a single circulation cell, rising at the heater
and descending at the cold wall.
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FIGURE 5.2

Schematic representation of the general circulation of the atmosphere. (Frederick K. Lutgens/Edward J.

Tarbuck, The Atmosphere, 5e, ©1992, p. 170. Reprinted by permission of Prentice Hall, Englewood Cliffs,
New Jersey.)
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flow at the surface in the tropical and polar cells with oppositely directed flows in
the temperate cell. There are seven boundaries between cells on the globe, one at
the equator and two in each hemisphere and two at the Poles. At the boundary at
the equator and the two between the temperate and polar cells the air is rising; at
the boundaries between tropical and temperate cells and at the Poles (which are
“hole in the donut” boundaries) the air is sinking. We shall see later that rising
air is cooled and produces rain, while sinking air is heated and becomes relatively
dry. The rising boundaries (equator and temperate-polar boundaries) are regions
of higher than average rainfall; most of the world’s rain forests are located near
the equatorial rising zone, and the great temperate forests are near the temperate-
polar rising zones. The sinking boundaries (the Poles and the tropical-temperate
boundaries) are regions of lower than average rainfall; most of the world’s great
deserts are located near the temperate-tropical sinking zones. The Poles also have
little precipitation; they are cold deserts, where the small amount of precipitation
remains as ice and snow because there is negligible evaporation or melting. We will
return to the wind directions shown in Fig. 5.2 shortly.

5.2.2 The Effect of the Earth’s Rotation

The preceding simple picture is greatly complicated by the rotation of the earth.
Figure 5.3 shows what would happen if two people threw a ball back and forth at
the North Pole. We know the earth rotates once a day. While the ball is in flight from
pitcher to catcher, an observer in a nonrotating spaceship hovering above the earth
would see the ball go straight; the observer would also see the catcher move to the
left of the ball, riding on the rotating earth. The catcher, riding on the earth, would
see the ball curve away to the left. Thus, from the viewpoint of any observer riding
with the earth, the ball appears to curve to its right. If the same experiment were
conducted at the South Pole, the ball would appear to curve to its left.

Example 5.1. In Fig. 5.3, at the North Pole, the pitcher throws a standard baseball
(0.32 1bm) at a speed of 90 mi/h (132 ft/s). The distance thrown (pitcher’s mound to
home plate) is 60 ft. The ball is thrown directly at the catcher. From the viewpoint
of an observer on a nonrotating space station, how far does the catcher move to the
left while the ball is in flight?

The earth completes one revolution per day so that

2 radians day
X
day 24 x 3600 s

Here the distance traveled by the catcher is

=727 %107 s7!

w =

Ax
Distance traveled by catcher = rw At = ra)—v—

60 ft
132 ft/s
=0.00198 ft =0.024inch=060mm = =

=60ftx 727 x 103 s7 ! x
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FIGURE 5.3
Path of a ball thrown from the North Pole, as seen by an observer on a stationary space platform, and as seen
by people riding on the rotating earth.

A remarkably sharp-eyed catcher would notice that, although the ball started
coming straight at her, it actually arrived 0.6 mm to the left of its original target. It
would appear to her and to all earth-bound observers that it curved to its right by that
amount while in flight. However, the observer on the nonrotating spacecraft would
see it fly perfectly straight and would recognize that the earth rotated while the ball
was in flight.

One could solve all engineering problems from the viewpoint of a person in a
hovering spacecraft, but most of us prefer to solve them from our own viewpoint,
that of a person riding on the earth. The most common way of adjusting for the
observed curvature shown in Fig. 5.3 is to introduce an adjustment for the switch
of frames of reference, called the Coriolis force, which, when added to the other
forces in Newton’s law of motion, correctly predicts the observed behavior. Unlike
gravitational and centrifugal forces, which are independent of the motion of the body
being acted upon, the Coriolis force (or Coriolis acceleration) acts at right angles to
the motion of the body, is proportional to the velocity of the moving body, and is
given by
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. . iolis f bod
Coriolis acceleration = cmo LGN E By =2Vwsing 5.1
Mass of the body

where V = velocity of the moving body
o = angular velocity of the earth
¢ = latitude

Example 5.2. Repeat Example 5.1 from the viewpoint of someone riding on the
earth, using the Coriolis force. The Coriolis acceleration is given by Eq. (5.1). From
any physics book one may find that the horizontal deflection due to any constant
acceleration acting over a short time period is

Ax\2
Deflection = 0.5a(A1)?> = 0.5 - 2Vwsin ¢ (7)6)

At the North Pole sin ¢ = 1, and a little algebra shows that the right side is rw At,
the same as in Example 5.1. [ ]

This example shows that by including the Coriolis force we find the same deflec-
tion (which we would actually observe if we conducted the experiment) from the
viewpoint of an observer riding with the rotating earth (see Problem 5.3).

Example 5.3. Estimate the Coriolis acceleration for a body moving 10 ft/s at 40°
North latitude. Using the earth’s angular velocity from Example 5.1, we find

ft 1
Coriolis acceleration = 2 x 10 — x 7.27 x 107> = x sin 40°
S S

fr

=935x 107 = =285 x 107 = -
S S

The Coriolis acceleration for this velocity, a typical wind velocity, is 2.9 x
1073 as large as the acceleration of gravity. This is small enough that most com-
putational models in meteorology completely omit it for vertical motions, where
gravity dominates. However, for horizontal motions, at right angles to the direction
of gravity, the other accelerations are all small, so it plays a much more significant
role. We do not notice the Coriolis acceleration as we walk or run; it is so small
compared to gravity or wind resistance that we cannot perceive it.

The principal accelerating forces causing (or retarding) horizontal flow in the
atmosphere are the Coriolis force, pressure gradient forces, and frictional resistance
at the surface of the earth.

Exami)le 5.4. Estimate the acceleration of the air caused by a pressure gradient
of 1 mb/100 km. (Meteorologists always use the bar [= 10° Pa = 0.9872 atm] as
aunit of pressure, and [mb = millibar = 1073 bar = 100 Pa]. Meteorologists almost
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always state pressure gradients in mb/100 km; engineers would state this as 0.01
mb/km = 1 Pa/km.)

Here we apply Newton’s law to 1 cubic km of air (a cube with edge length =
x = 1 km) and use the standard sea-level air density, finding

Pressure _F
acceleration | ~
_AAP _xX*AP AP

Vo  x3p  xp
. 1Pa km kg )
~ \1km x 1.21 kg/m* ) \ 1000 m / \ s2 x m x Pa

_ gy T s ft
—83x 1075 =27x107 n
S S

This is a typical atmospheric pressure gradient. The computed acceleration
is about three times the Coriolis acceleration computed in Example 5.1, but only
about 0.00008 times the acceleration of gravity. Away from the earth’s surface (e.g.,
at high altitude) the Coriolis and pressure gradient forces together determine the
wind velocity and direction; close to the surface, friction between the moving air
and the ground or ocean makes the picture more complicated. Pressure-gradient
acceleration is inversely proportional to air density, which means that if the horizontal
pressure gradient is the same at high altitude as at low (which it practically is) then
(1) the acceleration will be greater at higher altitudes than at low because air density
declines with altitude and (2) high-altitude winds will be faster than low-altitude
winds, which they generally are.

So far, we have not said in which direction the Coriolis acceleration (or force)
operates. As we have defined it, it always operates at right angles to the velocity of
the moving body; other definitions are possible. In the Northern Hemisphere it turns
the body to the right (as seen in Fig. 5.3) and in the Southern Hemisphere to the left.
Returning to Fig. 5.2, we can now see the reason for the direction of the wind arrows.
If there were no Coriolis force, we would expect them all to point either north or
south. However, in the Northern Hemisphere they curve to the right as shown, and
in the Southern Hemisphere to the left. The result is that near the equator the surface
wind is from the east (trade winds), in the midlatitudes the surface wind is from the
west (prevailing westerlies), and in the polar regions the surface wind is from the
east (polar easterlies).

5.2.3 The Influence of the Ground and the Sea

Figure 5.2 would be a better predictor of the world’s horizontal atmospheric flows
if all the land were flat, and if land and sea had the same response to solar heating.
Neither of these is the case. The highest mountains rise above most of the atmosphere
(the top of Mt. Everest, at 29,028 ft, is above 70 percent of the atmosphere). Major
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mountain ranges like the Himalayas, Rockies, Alps, and Andes are major barriers
to horizontal winds, and regularly have very different climates on one side than on
the other. Even smaller mountains and valleys can strongly influence wind direction,
albeit on a smaller scale.

The surface of the ground heats and cools rapidly from day to night and from
summer to winter because solid ground is a poor conductor of heat. The surface
of oceans and lakes heats and cools slowly, mostly because their surface layers are
stirred by the winds and by natural convection currents, thus mixing heat up and
down. Solid ground is not stirred by the wind or convection currents, so heat cannot
mix up and down; its surface temperature changes more rapidly than that of bodies of
water. Thus the heating (or cooling) of the air layer adjacent to solid ground is much
faster than that of air over bodies of water. Probably the most spectacular example
of this phenomenon is the monsoon weather of India and parts of East Africa. The
summer sun warms the air above India more than the air over the surrounding oceans,
which causes strong upward motion of the air over India. Moist air from over the
surrounding warm oceans flows inward to fill the low-pressure region caused by this
rising air. This moist air rises, cools, and forms the monsoon rains on which Indian
agriculture depends. The same phenomenon leads to summer thunderstorms over
the southwestern United States, but they are not as strong as those of the Indian
monsoon.

The simple picture of the general circulation of the atmosphere presented in
Fig. 5.2 is obviously a great simplification of what nature does. Its predictions are
better near the equator than near the Poles. As Fig. 5.2 shows, the boundaries between
the polar cells and the temperate cells are irregular. Those boundaries move enough
that their motion plays a significant role in the climate of North America and Europe.
In spite of this simplification, this picture explains many of the observed facts about
the movement of air and the location of deserts and forests. Most of the interesting
and exciting weather phenomena are superimposed upon and ride with the general
circulation shown in Fig. 5.2.

5.3 VERTICAL MOTION IN THE ATMOSPHERE

Vertical and horizontal motions in the atmosphere interact; the horizontal flows in
Fig. 5.2 are driven by rising air at the equator and sinking air at the Poles. In the
atmosphere any parcel of air that is less dense than the air that surrounds it will
rise by buoyancy, and any parcel more dense than the surrounding air will sink by
negative buoyancy. Most vertical motions in the atmosphere are caused by changes
in air density.

5.3.1 Air Density Change with Temperature and Humidity

The density of any part of the atmosphere is given almost exactly by the perfect gas
law,
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MP
il 5.2
p= o= (5.2)

At one particular altitude (and hence one particular P) the density is determined by
Mand T.

Example5.5. Estimate the change in air density due to a 1°Cincrease in temperature
(for dry air), and a 1 percent increase in relative humidity, both at 20°C.

Differentiating the natural log of Eq. (5.2), we find
' d dM dP dT
e A i (5.3)
P M P T

(no term appears for R, because d R = 0). At constant M and P we have

d o
dp__dT ___ 1C oo
” T (20 + 273.15)K
or
dp/p

= —0.0034/°C, at20°C
aT 0 f a

The average molecular weight of air is given by the equation
Mavg = Ywater Mwater + (1 — Ywater) Mair = Mair + Ywater (Mwater — Mair)  (5.4)
where ywaer 1S the mol fraction of water vapor. At 20°C
Ywater =~ 0.023 RH
so that
My = 29 — 0.023 RH(29 — 18) =29 — 0.253 RH
and ’

dp dMys  —0253dRH _ —0.253dRH
P Mg 29—0.253RH 29

d —0.253(0.01/%RH
pip _ 00TV g9 x 16 R -
dRH 29

We see that about a 40 percent increase in relative humidity is required to
produce the same effect as a 1°C increase in temperature. This explains why most
of the vertical motion of the atmosphere is driven by changes in temperature rather
than by changes in humidity.

5.3.2 Air Density Change with Pressure

The basic equation of fluid statics, also called the barometric equation, states that
dp

o LN 5.5
7 P8 (5.5)
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where  z = vertical distance

g = acceleration due to gravity

It is correct for solids, liquids, or gases. The pressure at any point in the atmosphere
or in the oceans or inside the ground is that pressure needed to support the weight
of everything above that point. If we substitute Eq. (5.2) for density in Eq. (5.5), we
have

dap gMP

—_—— 5.6

dz RT )
or

dP M

—=—->—d 5.7

B =T % 5.7

If T and M did not change with elevation, we could integrate this to find the relation
between pressure and elevation. The changes in M are not important, as we saw in
the previous example, but those of temperature are. To see why, consider a parcel
of air in a flexible balloon that is moving upward in the atmosphere (see Fig. 5.4).
According to the assumptions shown in that figure, the parcel of air does work on
its surroundings as it expands, and it exchanges negligible amounts of heat with its
surroundings. Thus it undergoes a reversible, adiabatic process. Here the balloon
serves only to isolate a parcel of air for our consideration. If the air in the balloon

Balloon expands as it rises
and thus does work on its
surroundings.

Accordion-pleated balloon
«— requires no work to stretch.

Heat transfer between
balloon and surroundings
is not zero, but is slow
enough to ignore.

FIGURE 54

A parcel of air contained in a hypothetical, flexible, rising balloon: As the balloon rises, it does work on the
atmosphere by expanding. If it also has negligible heat transfer with the surroundings, then the behavior of
the air in the balloon is practically reversible and adiabatic.
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were in the open but did not mix significantly with its surrounding air, it would
behave the same way. Thus, for any parcel of air, moving upward without significant
mixing with the air around it, reversible adiabatic behavior would be observed. From
any thermodynamics book one finds that, for a perfect gas undergoing a reversible,
adiabatic process (also called an isentropic process),

d—P = Ce d—T- reversible, adiabatic, perfect gas (5.8)

P R T

where Cp is the heat capacity of the gas at constant pressure. Eliminating d P/P
from Egs. (5.7) and (5.8) and rearranging, we find

ar M
(—) S (5.9)
d Z adiabatic, C P

perfect gas
which is true for a reversible adiabatic atmosphere of any perfect gas. It is also
correct on Mars or Venus, which have very different atmospheres from the earth.
(The adiabatic assumption is probably a poor one for permanently cloudy Venus.)
For air at the gravity of the earth, we calculate that

dT gM 9.81 m/s? x 29 g/mol kg Pa-m- g
— = —-—— = — X
dz ] e Cp 3.5 x 8.314 m? - Pa/mol - K = 1000 g kg
perfect gas
K °C °F e
= —0.00978 — = —9.78 — = —5.37 & —
m km 1000 ft km

(Here we have taken the Cp of air as 3.5R.)

This temperature gradient is called the lapse rate, and it is normally stated as
a positive number. In the preceding calculation, the adiabatic lapse rate would be
reported as 5.4°F per 1000 ft or 10°C per km. If the numerical value of the lapse rate
is greater than this (e.g., 12°C per km), it is called a superadiabatic lapse rate, and
if it is less than this (e.g., 8°C per km), it is called a subadiabatic lapse rate. For the
purposes of calculation, meteorologists and aeronautical engineers have defined a
“standard atmosphere” that represents the approximate average of all observations,
day and night, summer and winter, over the whole United States [2]. This average
of observed temperatures is compared in Fig. 5.5 on page 94 with the adiabatic
lapse rate just calculated. The lapse rate in the standard atmosphere is 6.49°C/km =
3.56°F/1000 ft, about 66 percent of the adiabatic lapse rate.

On Fig. 5.5 one also sees that in the “standard atmosphere” the temperature
declines linearly up to 36,150 ft and then remains constant up to 65,800 ft. The lower
region, which contains about 75 percent of the mass of the atmosphere, is called the
troposphere. In the region just above it, called the stratosphere, the temperature
does not continue to decrease with increasing height, because at that elevation some
chemical reactions occur that absorb energy (or heat) from the sun, so that the
adiabatic assumption is not followed.

The fact that the “standard atmosphere” has a lapse rate only about 66 percent
of the adiabatic lapse rate simply indicates that the adiabatic assumption is not
appropriate for all circumstances, or even the average of all circumstances. The
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FIGURE 5.5

Comparison of the temperature-elevation relations in the adiabatic atmosphere and the standard atmosphere.

atmosphere is practically transparent to visible light, but it absorbs and emits heat
significantly at infrared wavelengths mostly because of the water in the atmosphere.
This absorption causes the air to be heated from below, by infrared radiation from the
earth, thus making the upper troposphere warmer than it would be without it. Many
readers have observed that on a clear summer night in the desert the temperature
drops much more than on a comparable clear night in a moist climate; in the latter,
more of the outgoing heat is absorbed and then emitted back to the earth than in a dry
climate. This topic is discussed in more detail in Chapter 14. In addition, water vapor,
rising from the ground and-condensing to form clouds, transports heat upward from
the surface, making the upper troposphere warmer than it would be under adiabatic
conditions. E

The adiabatic lapse rate just computed does not include this possibility of con-
densation of moisture; for that reason it is called the dry adiabatic lapse rate. In a few
pages we will consider the moist adiabatic lapse rate. For any lapse rate (adiabatic,
standard, some other) one may calculate pressure-height relations (Problem 5.6) and
density using the preceding equations.
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5.3.3 Atmospheric Stability

The temperature-elevation relationship sketched in Fig. 5.5 is the principal deter-
minant of atmospheric stability. The reason is sketched in Fig. 5.6. Four cases are
shown: for each there is a sketch of elevation-temperature and of the mechanical
analog of the stability. On each of the temperature sketches the adiabatic lapse rate,
dT /dz = —5.4°F/1000 ft, is shown as the dashed line, whereas the actual lapse rate
is shown as a solid line.

In part (a) the actual lapse rate is greater than the adiabatic lapse rate |d T /dz| >
| — 5.4°F/1000 ft|; this is a superadiabatic situation. If some parcel of air is moved
up or down quickly, as by a bird flying by or by having the parcel pass over a hill
or a low spot, there will not be enough time for much heat to transfer to or from
the surrounding air. So the air parcel will follow the adiabatic curve in Fig. 5.6,
not only in part (a) but also in parts (b, ¢, and d). In part (a) this means that if
the air parcel starts at some point where its temperature is the same as that of the
surrounding parcels and it moves upward along the adiabatic curve, it will be at a
higher temperature than the surrounding parcels in its new location, so buoyancy
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Neutral Q
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Note: In all of these plots the dashed line represents
the adiabatic lapse rate, d7/dz = -5.4°F/1000 ft
(dz/dT = —185 ft/°F).

FIGURE 5.6
Relation between actual lapse rate, adiabatic lapse rate, and atmospheric stability (see Problem 5.17).
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will force it to continue to move upward. If, instead of moving upward, it is forced
to move downward, then, following the adiabatic path, its temperature will be lower
than that of the surrounding parcels and negative buoyancy will cause it to move
downward. This situation is like that of the ball sketched at the right of part (a):
it is unstable. Any disturbance will cause it to continue to move in the direction
of the disturbance. In this situation vertical movements in the atmosphere occur
spontaneously.

In part (b) the actual lapse rate is the same as the adiabatic lapse rate. If the
parcel is moved up or down and it follows the adiabatic lapse rate, its temperature
will be the same as that of the surrounding parcels in the new location, and buoyancy
will move it neither up nor down. This is the neutral stability situation, sketched at
the right of part (b).

In part (c¢) the actual lapse rate is less than the adiabatic lapse rate (subadi-
abatic). If a parcel of air is moved upward, it will follow the adiabatic lapse rate
and be colder than the surrounding air. Negative buoyancy will force it back toward
its starting spot. If the air parcel is moved downward, it will be warmer than the
surrounding air, and buoyancy will force it back toward its starting spot. This is a
stable situation, as shown in the mechanical analog at the right. Any vertical motions
in the atmosphere are damped.

In part (d) the actual lapse rate has the opposite sign from the adiabatic lapse
rate; temperature increases with elevation. This is a temperature inversion (or simply,
inversion). By the same arguments as shown for part (¢), in this situation vertical
atmospheric movement is damped. In the case of inversion damping is very strong
and vertical movement is possible only if there is a strong external driver, e.g., a big
forest fire.

Where and when might we encounter stable, neutral, and unstable atmo-
spheres? We would expect all three at the same place, at different times of day,
on any clear, dry, sunny day with low or average winds, anywhere on land. Fig-
ure 5.7 shows how this happens. We assume that (1) this is a typical spring day in
the Mojave Desert of California, which is dry enough that moisture plays no role;
(2) there are no clouds; and (3) winds are light or moderate. The curve at the left
shows the situation at dawn.

All night the ground surface has been cooling, and at dawn its temperature is
perhaps 50°F. At infrared wavelengths the ground is an almost perfect blackbody
radiator, so it is quite efficient at radiating heat to outer space. The ground surface
has also been cooling the layer of air above it. The cooled air layer nearest the ground
cools the layer of air above it, so that there is a steady flow of heat downward from
the air to the ground by conduction, slight convection, and radiation. (Dry air, which
is practically transparent to visible light, is not transparent to infrared radiation and
does transfer some heat by infrared radiation.) At dawn, temperature increases with
elevation up to perhaps 1000 ft. At that point the “cooling wave” from the ground
runs into the lapse rate left over from the previous day, and the temperature continues
along up the standard atmosphere curve.
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FIGURE 5.7

Vertical temperature distribution at various times on a cloudless day with low or average winds in a dry
climate.

Below 1000 feet the temperature increases with height. This pattern is called
an inversion; such inversions occur every clear or slightly cloudy night, with low
or average winds, on most of the world’s land surface. Inside the inversion the
situation is extremely stable; vertical disturbances are strongly damped out. Above
the inversion, in the region with the standard lapse rate, the situation is mildly stable,
vertical disturbances are damped, but not nearly as strongly as inside the inversion.
This kind of inversion is the most common one and is called a radiation inversion.
Other types of inversions are discussed in Section 5.5.

When the sun comes up, it heats the ground surface, which heats the layer
of air above it, by conduction, convection, and radiation. That layer heats the next
layer above it, and so on. Two hours after dawn the ground temperature will be
perhaps 70°F. There will be a layer of warmed air near the ground, in which the
lapse rate is practically the adiabatic lapse rate. At its top, this layer encounters the
remainder of the previous night’s inversion. Rising air from below cannot penetrate
that inversion, for stability reasons. But at the boundary it mixes with the inversion,
slowly destroying it, so that by four hours after sunrise the warmed air layer has
grown and almost eliminated the inversion.

By midafternoon, enough heat has been transferred from the warmed ground
surface to the adjacent air that the inversion is gone. The heated air, which now has
an adiabatic lapse rate, extends to perhaps 6000 ft, where it encounters the more
stable air above, with a lapse rate at or near that of the standard atmosphere. In the
few hundred feet closest to the ground the lapse rate is even greater than the adiabatic
lapse rate (i.e., superadiabatic), and the air is unstable.
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Shortly before sunset, the ground surface begins to cool by radiation and to
cool the air layer nearest it. By sunset there will be a weak inversion close to the
ground. All night this inversion will grow in strength and size, until by dawn of the
next day the temperature profile will be practically the same as that shown for dawn
in Fig. 5.7.

This picture of the daily behavior of the atmosphere is very important for
understanding air pollution meteorology; it is worth our while to spend some time
thinking about it. Most readers of this text have had the opportunity to observe
soaring birds—eagles, hawks, vultures, perhaps even condors if they are lucky. These
birds stay aloft for long periods without moving their wings, riding on the vertical
updrafts caused by ground heating and described in detail below. Soaring is not the
same as flying, which implies flapping the wings. Birds cannot soar at dawn because
these vertical updrafts do not form until the ground has been heated. Likewise, on a
strongly overcast day these big birds cannot soar because the kind of solar heating
that produces these updrafts does not occur. Human glider pilots also fly by finding
these rising air currents (which they call thermals) and riding them up; human glider
pilots do not try to soar at dawn or on a totally overcast day. These kinds of updrafts
and their associated downdrafts are dangerous for hot air balloons; they mostly fly at
dawn. Even without this thermal instability one can find updrafts where the horizontal
wind is forced up over a cliff or bluff or hill; soaring birds and human glider and
hang-glider pilots take advantage of those terrain-induced updrafts as well.

In the situation sketched as midafternoon in Fig. 5.7, if there are updrafts,
there must be downdrafts too, because the overall motion of the atmosphere has
only a small vertical component. One might imagine that there would be equal
areas of ascending and descending air, but.nature seems to prefer to have a few
small columns of rapidly rising, fairly hot air surrounded by a large area of slowly
falling, slightly cooled air. One can see this phenomenon in the form of a dust devil,
commonly seen in all desert areas on sunny afternoons, as sketched in Fig. 5.8. There
we see that when the ground is much hotter than the air above it, a layer of hot air
forms next to it. When a disturbance allows some of this air to rise, it does so as a
column. This air is hotter, thus less dense, than the air around it, so the pressure at the
ground at the point just below the rising column is less than the pressure a few feet
away in all directions. Air flows into this low-pressure spot and then up the rising
column. Meanwhile, to make up for this upward flow there is a general downward
flow around it, replenishing the hot air layer at the ground.

Often a dust devil will break away from the surface to form a “bubble” of hot
(superadiabatic) air. These bubbles rise and mix with the surrounding cooler air,
eventually disappearing. One can often see them by watching for groups of soaring
birds circling inside them as they rise. Champion glider pilots become champions
by being better than their competitors at finding these rising bubbles.

This rising column would not be visible or stay together very well if it were not
for the Coriolis acceleration. As the air flows in along the ground toward the rising
column, the Coriolis force makes each parcel turn to the right so that, as seen from
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Flow in and around a dust devil.

above, the incoming flow is rotating counterclockwise in the Northern Hemisphere
(see Fig. 5.2 and Problem 5.15). As it flows in, conservation of angular momentum
requires its velocity to increase to make up for the decreased radius of the column.
The rotational speed is small far from the center, but quite large at the center. If the
ground is dry, the high-velocity wind at the center will pick up dust and carry it up,
forming a visible dust devil. The rotation also stabilizes the upward flow, holding it
together better than it would if it were not rotating.*

Dust devils are fun to watch and unlikely to produce more harm than dropping
dust in the eyes of the unwary. They do not become strong enough to do much damage
because the rate of energy input from solar heating per unit of ground surface is not
very large. The tornadoes (also called cyclones, or twisters) that regularly cause fa-
talities, injuries, and property damage are described equally well by Fig. 5.8, except
that their scale is much larger, their temperature gradients are steeper, and their wind

*If you doubt the description of increasing speed due to decreasing radius, recall how figure skaters
do spins. They begin their rotation with their arms out and then pull them in, to increase their velocity
by reducing their angular moment of inertia. Less obvious cases are (1) divers who can spring in the
air, perform several spins, and then stop their rotation in flight and enter the water with no apparent
rotation and (2) cats that, when dropped upside down from a height, manage to land on their feet.
Both accomplish these feats by starting with some angular momentum and then changing their angular
moment of inertia to control the rate of spin. An even less obvious example is “pumping” a playground
swing to gain elevation; that also is a simple change of angular moment of inertia.
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speeds are higher, making their destructive power much greater. To create a strongly
unstable atmosphere over a large area one cannot simply rely on the sun shining on
the ground. Instead, one must have bulk air movement in which a fast-moving cold
air mass rides over a moist, warm air mass 2 to 3 km thick. As a result the lapse rate
at the boundary between the two air masses is much larger than the adiabatic lapse
rate, leading to the very strong upward-moving columns of air called tornadoes.
These occur most often in spring and summer in the southeastern and midwestern
United States. The rising air columns are normally produced simultaneously with
strong thunderstorms [3]. (The overall cause is solar heating, but for tornadoes it is
the stored solar heat accumulated over several days in the warm air layer, rather than
the currently supplied amount that drives a dust devil.) Tornadoes do not begin at the
ground, as does a dust devil, but rather begin at the hot-cold air interface and grow
downward toward the ground from there. They become visible when they suck in
dust and/or raindrops.

5.3.4 Mixing Height

Figure 5.7 is also an illustration of a key concept in air pollution meteorology, the
mixing height. In that figure, for the midafternoon condition, there will be vigorous
vertical mixing from the ground to about 6000 ft and then negligible vertical mixing
above that height. The rising air columns that provide good vertical mixing induce
1arge-scale turbulence in the atmosphere. This turbulence is three-dimensional, so
it also provides good horizontal mixing. Pollutants released at ground level will be
mixed almost uniformly up to the mixing height, but not above it. Thus the mixing
height sets the upper limit to dispersion of atmospheric pollutants.

In the same figure we can see that in the morning the mixing height must be
much lower and that it grows during the day. Similarly, we would expect that the
mixing height would be larger in the summer than the winter (see Table 5.1 [4]).

Students have seen these mixing heights, although they may not have recog-
nized them.* Figure 5.9 shows the situation in which there are many clouds, generally
small, with spaces between. The tops of the clouds are not perfectly uniform, but
they are all at practically the same height, which corresponds to the mixing height.
Up to the mixing height rising, unstable air brings moisture up from below to form
the clouds. Above the mixing height there is no corresponding upward flow.

A stronger form of this mixing-height phenomenon exists at the troposphere-
stratosphere boundary (see Fig. 5.5). The stratosphere is practically isothermal,
and very stable against mixing from below. Commercial airliners often fly above
this boundary [whose height fluctuates up and down around the average value of
11 021 m (36 150 ft) shown in Fig. 5.5]. When the airliner is above the boundary the
sky is clear and blue; as the airliner descends through the boundary the sky becomes
brown or gray. The boundary is often very sharp and clearly visible.

*In Fig. 5.7 we see that at dawn there is an inversion, below which there is negligible mixing; the mixing
height reported here is the value after solar heating has removed that inversion.
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TABLE 5.1
Typical values of the mixing height for
the contiguous United States

Mixing height, m
Range Average
Summer morning 200-1100 450
Summer afternoon 600-4000 2100
Winter morning 200-900 470
Winter afternoon 600-1400 970

Source: Ref. 4.
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but flat bottoms. The cloud tops are all at close
to the same elevation, which is the mixing
height.

Height at which the
moisture in rising

Mixing height air begins to condense
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FIGURE 5.9
During the day many small clouds with a common top elevation show the height of the mixing layer. The flat
bottoms show the elevation at which condensation begins (see Sec. 5.3.5).

Figure 5.7 shows a strong radiation inversion at dawn, as would be caused by
radiation to the night sky in a dry region like the Mojave Desert. In more humid areas,
atmospheric moisture partly blocks the loss of heat from the ground to outer space,
and a thin or partial cloud cover also reduces this heat loss. The resulting weaker
inversions can serve as quasi mixing layers within which there may be substantial
mixing, but whose tops retard further upward mixing. Other types of inversions
caused by sea breezes or the drainage of cold air from hills often act the same way as
mixing layers. The smoggy layer in Fig. 2.11 is an example of an inversion serving
to determine the height of the mixing layer.
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5.3.5 Moisture

So far, the discussion has concerned the behavior of dry air, or air that did not contain
enough moisture to condense at ambient temperature. Moisture greatly complicates
all of this. Most of the moisture in the atmosphere is evaporated from tropical oceans;
the rain that falls on your picnic in Chicago likely evaporated from the Gulf of
Mexico. Figure 5.10 shows the overall water balance for the world oceans and the
land. From it one mightinfer that the raindrop in Chicago had more chance of forming
from moisture evaporated over the land; that would ignore the fact that the majority
of land evaporation takes place in tropical rain forests. The average residence time
of a water molecule in the world atmosphere is about nine days [5].

When a parcel of moist air is displaced upward by solar heating or by some
mechanical disturbance, its temperature behavior is almost the same as that of a
parcel of dry air. In Eq. (5.9) the M and Cp are slightly perturbed by the moisture
content (see Problem 5.9) but the effect is small. However, as the parcel is raised, its
relative humidity, described by Eq. (5.10), increases.

Humidit P
Relative humidity = LHony _ Ywater

Saturation humidity ~ pwater (5.10)
As amass of air rises, the total pressure P decreases. However, the vapor pressure of
pure water, pwaer, also decreases because it depends only on the temperature, which
also decreases as the elevation increases. The combined effect of these two opposing
factors is shown in Fig. 5.11, which is based on the “standard atmosphere.” We see
that as the parcel of air rises, the ratio of its temperature to the surface temperature
declines, but the ratio of the pressure to the surface pressure declines more rapidly.
The ratio of the pure water vapor pressure to its ground level value declines more

Transported from oceans over land, 37

Total rain
Evaporated Riiiisd Evaporated and snow
from back on from G, 102
oceans, oceans, land, 65
448 411 Returned to ocean
/ by rivers and icebergs, 37

World land

FIGURE 5.10
The annual evaporation, rainfall, and runoff of the whole world, in 10® km3/year.
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FIGURE 5.11
Changes with elevation of temperature, total pressure, vapor pressure of pure water, and relative humidity, for
the standard atmosphere. The zero subscript indicates conditions at z = 0.

rapidly than either of these, because it is roughly proportional toexp(—1/7"). We also
see that the ratio of the relative humidity to the surface relative humidity increases.
Thus, if the relative humidity at the surface were 50 percent, it would reach 100
percent (and moisture would just begin to condense if enough condensation nuclei
were present) at 2150 m (7052 ft). This is slightly higher than the highest mountain
in the United States east of the Mississippi River; air of 50 percent RH must be lifted
along way to condense. From the same plot we can compute that if the air is initially
at 90 percent RH, it would only have to increase its relative humidity by a factor of
1.11, corresponding to about 450 m (1480 ft), to condense.

Figure 5.12 on page 104 shows an air mass flowing up over a mountain and
down the other side. If this air is at 20°C and 50 percent RH at sea level, then at
about 2150 m its moisture will begin to condense and it will form a cloud over the
mountain. As the air flows down the other side it will warm, and the cloud will
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Clouds dissipate as air flows down
Rain or snow falls on the upwind the lee side of mountain, doing so at
side of the mountain. a higher elevation if the air mass has
lost moisture as rain or Snow.

Clouds form
on upwind
side of mountain.

z=0

FIGURE 5.12 B
Cloud formation by flow of initially unsaturated air up over a mountain. Here, for air at 20°C and 50 percent
RH at z = 0, condensation begins at z = 2150 m.

evaporate. Anyone who lives near mountains has seen this type of cloud. If the
mountain is high enough that the cloud produces rain or snow (thus removing water
from the air mass), then the air mass that descends its lee side will be drier than the
air mass that went up its windward side. On the lee side the cloud will evaporate at
a higher elevation than the one at which it formed on the windward side. The driest
deserts in the United States are formed that way, in the rain shadow of the Sierra
Nevada mountains. In the Hawaiian Islands, the windward sides of the islands are
the wet sides, and the lee sides the dry sides.

When the temperature is lowered enough that water begins to condense, the heat
released by condensation becomes significant. One may show that if condensation
1s occurring with increasing elevation, then (see Problem 5.11)

aT - <dT ) Ahcondensation, water dX
adiabatic, dry

— — — (5.11)
dz dz Cp,air dz

where X is the molar humidit}./, expressed as mols of water vapor/mol of dry air.
Condensation makes (d X /dz) negative, so the rightmost term in Eq. (5.11) is always
positive, and thus the moist adiabatic lapse rate is always less than the dry adiabatic
lapse rate. The numerical value of the rightmost term in Eq. (5.11) is not a constant
(or even nearly a constant), as is the dry adiabatic lapse rate, because (d X /dz) has
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very different values in different parts of the atmosphere. It is a relatively large
number in the tropics, where X is large and condensation occurs at low elevations.
It is much smaller near the Poles, where X is small and condensation occurs mostly
at high elevations.

A typical value of the moist adiabatic lapse rate is about 6.5°C/km. This is
close to the lapse rate in the “standard atmosphere.” The difference between the dry
adiabatic lapse rate and the lapse rate in the “standard atmosphere” (the average of
most observations) is due to several factors, of which the upward transport of the
heat of condensation by rising moist air is one of the most important.

In the discussion of Fig. 5.6 we saw that the stability of an atmosphere depends
on its lapse rate. In that figure we considered only air that did not have the possibility
of water condensing. This need not be dry air, only air whose relative humidity is
less than 100 percent during the whole process. If a parcel of air is at or near its
saturation point (RH = 100%), then if it is moved up, condensation will occur, and
it will follow the moist adiabatic lapse rate rather than the dry one. If it contains
droplets (a cloud or fog) and it is moved down, some of the droplets it contains will
evaporate and its temperature will follow the moist adiabatic lapse rate rather than
the dry one. If the surrounding air is dry and has the dry adiabatic lapse rate, then the
surrounding air would be neutral for an intruding parcel of dry air but quite unstable
for an intruding parcel of moist air. This is the reason for the growth of clouds and
thunderstorms. If an air parcel rises into a region where the water in it can condense
but where the surrounding air has a lapse rate greater than the moist adiabatic lapse
rate, then that parcel will rise and condense, and continue to do so until most of its
moisture is condensed or until it reaches a place where the lapse rate is less than the
moist adiabatic lapse rate (see Problem 5.10). If it does not find such a place, it can
grow explosively upward to form a large thunderstorm. This calculation assumes that
the rising air mass must take the condensed water with it. If it loses that condensed
water as rain, snow, or hail, then its density decreases even faster than we would
calculate (see Problem 5.10), so it becomes even more unstable for upward motion.

The inverse of this scenario occurs below a thundercloud. If the thundercloud
releases large water drops into relatively dry air below its base, they will evaporate as
they fall. That cools the air, making it more dense than the surrounding air. It descends
rapidly, causing a strong downdraft. At the surface it spreads radially outward in all
horizontal directions. If such a horizontal wind should suddenly overtake an aircraft
from the rear, it will reduce its airspeed and hence its lift, causing it to fall rapidly.
If it is close to the ground on takeoff or landing, it will crash; that has happened on
several occasions. This meteorological event is called a wind shear [6], although
downdraft or downburst is more descriptive of what happens.

InFig. 5.5 it is clear that the stratosphere is very stable, because its lapse rate =
0. Thus, while the troposphere is fairly well mixed, the stratosphere is stratified. There
is relatively little mixing between the two. Pollutants injected into the stratosphere
(e.g., by major volcanic eruptions) remain aloft much longer than they do in the
much better mixed troposphere.
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5.4 WINDS

The general circulation pattern of our world’s winds is shown in Fig. 5.2. There are
numerous local variations, both in space and in time.

5.4.1 Velocities

The highest ground-level wind velocities are those in tornadoes, up to 200 mi/h
(89.54 m/s). The average ground-level wind velocity in most of North America (day
and night, summer and winter) is about 10 mi/h (4.5 m/s). The wind rarely blows
less than about 2 mi/h (1 m/s). If you are standing outdoors in a 2 mi/h wind, you
cannot feel it; the only way you can tell which way the wind is blowing is to observe
the behavior of leaves, flags, smoke, or steam plumes, which will show that there is a
wind even if you cannot feel it. Most weather services report any wind less than about
2 mi/h as “calm” because their wind-measuring instruments, called anemometers,
become unreliable for such low velocities.

Wind speed increases with elevation, most of the time, in most of the tropo-
sphere. The reason is that ground friction slows the wind. Typically the wind will
reach its frictionless velocity (called the geostrophic or gradient velocity) at about
500 m (1640 ft) above the ground. The region below this elevation, where ground
friction plays a significant role, is the planetary boundary layer. The ground-level
wind velocity is largely determined by how well this-layer is coupled to the fast-
moving geostrophic layer above it. When the atmosphere is stable or has an inversion,
there is little vertical movement; and the coupling between the planetary boundary
layer and the geostrophic wind is weak. Thus, inversions and stable atmospheres are
normally associated with low ground-level wind velocities.

When the planetary boundary layer is unstable (midafternoon in Fig. 5.7)
there is a great deal of vertical motion in the lower atmosphere and thus a great deal
of momentum transfer between the planetary boundary layer and the geostrophic
wind. Thus, unstable atmospheres have higher ground-level wind velocities than
stable ones. From Fig. 5.7 we would expect higher ground-level winds in the early
afternoon than in the morning or the late afternoon or night. Sailboat races are always
scheduled for the early afternoon.

The increase in ground-level wind caused by instability is self-limiting; these
winds tend to destroy the atmospheric instability that caused them. Strong winds
provide good mixing, both horizontal and vertical, which makes the temperature
gradient approach the dry adiabatic gradient. When the wind speeds are greater than
about 6 m/s, or 13 mi/h, the observed stability is almost always neutral. High winds
improve the mixing of hot air near the ground with the cooler air above it so that an
extremely hot layer of air does not form near the ground, and thus no strong rising
air columns can be formed. On a hot, dry summer day the atmosphere “chooses”
the wind speed that balances this stability-producing trend with the atmospheric
instability that helps cause the wind.
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5.4.2 Wind Direction

We are often as concerned with wind direction as with wind speed. (Does the wind
blow from my house toward a smelly feedlot or the other way?)

Superimposed on the general circulation shown in Fig. 5.2 are a series of distur-
bances called high-pressure zones (highs, or anticyclones) and low-pressure zones
(lows, or cyclones). They are formed from large-scale instabilities, often involv-
ing the boundaries between the three circulation zones in each hemisphere. Their
properties are compared in Table 5.2.

On a typical day there will be at least one of each of these over the contiguous
United States. Major storms are normally associated with low-pressure systems. Near
the center of low-pressure areas the winds associated with them can be strong enough
to overwhelm all of the local effects described in this section. Thus, the following
discussion considers only what happens during periods between the passages of
these storms.

Mountains, valleys, and shorelines all influence wind direction and magnitude
as well as other meteorological parameters. On a clear night the ground is cooled
by radiation to outer space, and a layer of air forms adjacent to it that is colder and
hence more dense than the air above it. If the ground were perfectly flat, this layer
would be perfectly flat, and gravity would not tend to move it. But if the ground is
not flat, then this more dense layer will tend to flow downhill. The steeper the hill,
the faster it flows. In any valley cold air flows down to the bottom, and then the
collected cold air flows down the valley the same direction that the stream or river
in the valley flows. :

During the day the opposite occurs. The sun-heated ground heats the air adja-
cent to it, which then rises by buoyancy. Normally one side of the valley will be more
strongly heated by the sun than the other, so the air will begin to rise on that side,

TABLE 5.2
Behavior of high- and low-pressure areas

High Low
Pressure, compared ‘High, typically 1020 to 1030 mb Low, typically 980 to 990 mb
with average
atmospheric
pressure
Average vertical air Sinking Rising
motion near the
ground
Behavior of Evaporates, causing elear skies Condenses, causing clouds and
moisture in the precipitation
air they contain
Winds they generate Out from the center, clockwise in In toward the center, counterclockwise

the Northern Hemisphere, weak in the Northern Hemisphere, strong
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causing a rotating flow with its axis along the axis of the valley. This is superimposed
on a net upward motion of the heated air, causing an upslope and upvalley daytime
flow that is generally not as strong as the night flow. \

Mountains can act as barriers to low-level winds. The Los Angeles Basin has
high mountains on its north, east, and southeast. These impede the wind. They also
trap air masses in the basin, preventing dilution of the emissions. Los Angeles’s
problem is compounded by the effect of the nearby ocean. Figure 5.13 shows this
effect. In the early afternoon the ground has heated to perhaps 90°F, while the ocean
is at perhaps 75°F. The heated air over the land rises, and cold air flows in from the
ocean. This is the cool sea breeze that has drawn people to the beach on hot summer
days throughout history. At night the ground cools, to perhaps 60°F, while the ocean
does not cool much, because its upper layer is well-mixed. So the air over the ocean
rises, and cooled air flows from the land back out over the ocean. This is the land
breeze that we would go to the shore to enjoy if we liked cool breezes from the land
at 4 AM. as well as we like cool breezes from the ocean on hot summer afternoons.

This cool sea breeze makes the lower-level air mass in Los Angeles cooler,
and hence more stable, than it would be if the ocean were agricultural land. The
sea breeze is one of the contributors to the meteorological situation that makes air

Elevated flow out from the shore

‘Warmer
Cool air air rises
flows in : = wE

(a) Afternoon

Elevated flow in toward shore

Warmer

air rises Cool it

flows out Sty 60°F

(b) 4 AM.

FIGURE 5.13
Onshore sea breezes in the day and offshore land breezes at night.
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pollution control particularly difficult in Los Angeles. The same situation occurs
for any city at the edge of the ocean or a large lake. In Los Angeles the sea breeze
situation interacts with the mountains on the other side of the city to trap the air.
One might think that the cool land breeze at night would take polluted air out to
sea, only to have it return the next day. That must occur to some extent, but most
measurements suggest that there is enough dispersal over the ocean at night that the
sea breeze the next day is much less polluted than the land breeze was the night
before.

In estimating the wind direction at any time and any location, one can use the
following rules of thumb:

1. Major, rapidly moving storms and fronts overwhelm all local influences; local
ground-level winds blow the way that the major storms dictate.

2. In deep valleys the daily alternation—wind up the valley in the daytime, down at
night—overcomes most other influences and determines most of the local flow
when no major storm or frontal passage dominates. The valley effect is greater
in deep valleys than in shallow, in steep valleys than in gentle ones, at night than
in the daytime, and under conditions of light wind and clear sky than of strong
wind or cloudiness.

3. Onshore and offshore breezes dominate when there is no major storm. They are
more likely to control the wind direction in light wind, clear sky conditions than
in the opposite conditions, and more likely to control in the daytime than at night.

4. Absent all of the preceding or any other effects of local topography, the wind
direction is more likely to be that shown in Fig. 5.2 than any other. Figure 5.2 is
a better predictor near the equator than near the Poles.

Meteorological services regularly prepare wind roses like that shown in Fig.
5.14 on page 110. These summarize the frequency of winds of varying velocities and
directions at one location. Normally one speaks of and plots a wind in terms of the
direction from which it comes. A west wind blows from west to east. The wind rose
in Fig. 5.14 is for a valley in the western desert of Utah. The surrounding mountains
run practically north-south. The most common winds, governed by local topographic
effects, are the up- and downvalley winds, north and south. The strongest winds come
from the northwest and are associated with the passage of winter storms.

The same wind rose format is used to show many other properties, e.g., concen-
tration of some atmospheric contaminant as a function of wind direction. Detailed
meteorological data for various locations in the United States are regularly published
by the National Climatic Data Center, Federal Building, Asheville, NC 28801.-Some
of their data files are specifically prepared for easy matching with the EPA air quality
models discussed in Chapter 6.

Table 5.3 on page 111 shows the average wind speed (average of all measure-
ments, independent of wind direction) and prevailing (most common) wind direction
for a selection of U.S. cities [7].

From this table we see the following:
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1. The average speeds range from 6.2 to 12.6 mph, with the overall average near 10
mph.

2. Most of the values are from airports where the National Weather Service (NWS)
or the Federal Aviation Administration (FAA) maintains weather observation
facilities. For the three cases where we have comparable measurements from
both downtown stations and airports, the downtown wind velocities are less than
those at the airport. High buildings in the downtown increase the coefficient of
friction between the wind and the ground, thus lowering the wind speed there.
Airports have no such high buildings.

8.50
10.82
>10.82

S Windspeed, m/s

FIGURE 5.14
Wind rose for 1988 at Newfoundland, Utah. The concentric circles represent frequencies. For example, the
wind blew from the south 11 percent of the time. It blew from the south with wind velocity > 10.82 m/s

about 1 percent of the time; about 3% percent of the time it blew from the south with velocities between 3.35
and 5.41 m/s.
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TABLE 5.3 .
Wind speed and direction for some U.S. cities

Mean wind speed

over the entire year, Prevailing wind
City mi/h direction
Seattle—Airport 9.2 SSwW
San Francisco-Downtown 8.7 SE
—Airport 10.5 WNW

Los Angeles—Downtown 6.2 w

—Airport 7.4 w
Salt Lake City—Airport 8.7 SSE
Phoenix—Airport 6.2 E
Denver—Airport 9.0 S
Chicago—-Midway Airport 10.3 w
St. Louis—Airport 11.2 SSE
Dallas—Airport 10.9 S
Boston—Airport 12.6 SW
New York—Central Park 9.4 NE

—La Guardia Airport 12.2 WNW

Charleston, SC—Airport 8.8 NNE
Miami-Airport 9.1 ESE
Anchorage—Airport 6.7 N
Honolulu-Airport 11.8 ENE

3. The prevailing wind direction is the direction from which the wind blows most
frequently, not necessarily the direction from which the strongest wind comes. -
These wind directions are mostly governed by local topography, e.g., onshore or
offshore winds, or local mountains and valleys.

4. These values are averages for a year. The source used data from different years
at different sites, so some are from 1975, some 1976, and some 1977.

5. Chicago is unjustly called “The Windy City;” others have more wind [8].

5.5 TEMPERATURE INVERSIONS

Temperature inversions play a significant role in air pollution meteorology. Within an
inversion the air is stable against buoyant vertical motion. That stability also lessens
the exchange of wind energy between the air layer near the ground and high altitude
winds, so that both horizontal and vertical dispersions of pollutants are hindered.

There are four ways to produce an inversion: Cool a layer of air from below,
heat a layer of air from above, flow a layer of warm air over a layer of cold air, or
flow a layer of cold air under a layer of warm air [9]. All of these occur. The first,
cooling from below, is the very common radiation inversion discussed in Section
5.3.4 and Fig. 5.7; the other three are discussed here.

Heating an air layer from above can occur if a cloud layer absorbs incoming
solar energy, but it most often occurs when there is a high-pressure region (common
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in summer between storms) in which there is a slow net downward flow of air
and light winds. The sinking air mass will increase in temperature at the adiabatic
lapse rate and often become warmer than the air below it. The result is an elevated
inversion, also called subsidence inversion or inversion aloft. These normally form
1500 to 15 000 ft above the ground, and they inhibit atmospheric mixing. These
inversions are common in sunny, low-wind situations, e.g., Los Angeles in summer.

Nighttime flow of cold air down valleys often leads to inversions at the bottom
of the valley, with cold air flowing in under warmer air. In the winter this nighttime
flow of cold air causes drainage inversions. In effect the valley collects all the ground-
cooled air from the whole watershed above it. If condensation results, forming a fog,
then the sun cannot get to the ground during the day, and the inversion will persist
for days until a major storm clears it out. The presence of snow on the uphill ground
makes these inversions stronger because snow is a good reflector of sunlight and a
good emitter at infrared wavelengths. Thus the daily average net heat input is less
for snow-covered surfaces than for bare ground or vegetation. This type of inversion
can fill large valleys like the Central Valley of California with a cold fog for several
days at a time in winter. Sea or lake breezes also bring cold air in under warm air,
and can cause inversions or add to existing inversions.

Air flowing down the lee side of a mountain range is warmed by adiabatic
compression. Air flowing down the east side of the Rocky Mountains is often warmed
to temperatures higher than that of the air at the foot of the mountains. The warm air
rides over the cold air, thus forming a strong inversion that can be very persistent.

Allinversions, either at ground level or at higher elevations, inhibit atmospheric
mixing and thus lead to the accumulation of pollutants. In summer, with clear skies,
heating of the ground by the sun will normally eliminate an inversion every day,
as shown in Fig. 5.7. However, local effects, like cool onshore breezes, may be
powerful enough to maintain inversions.-In winter the sun is often not strong enough
to eliminate such inversions, and they may persist until a major storm brings winds
strong enough to overcome the local topographic effects and sweep them away.
If the inversion is strong enough to form a fog in a valley, it will reflect away
sunlight, making the inversion persist longer than it would without the fog. Persistent
drainage inversions in closed or semiclosed basins often lead to maximal pollutant
concentrations.

5.6 FUMIGATIONS, STAGNATIONS

If a pollutant source is located in a region that has a strong, ground-based inversion,
then its plume of pollutants will be trapped in the inversion and will travel with the
local wind with very little dilution, as sketched on the right of Fig. 5.15. In the left
side of that figure we see the lower atmospheric temperature as a function of time.
At 6 AM. there is a strong ground-based radiation inversion, caused by nocturnal
cooling of the ground. As soon as the sun hits the ground, its temperature rises, and
an unstable layer is formed that eats away at the bottom of the inversion. By 9 AM.
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Solar heating
of the ground
causes inversion
breakup.
Downward mixing
at inversion breakup
causes a fumigation.
z At 8 AM. the air z
is unstable from
the ground to here.
7 AM.
5
(R 8AM.
—— 9 AM.
T x
FIGURE 5.15

The development of a fumigation. The figure at the left shows the vertical temperature profile at various times.
At 6 AM. there is an inversion that is slowly destroyed by solar heating. On the right, the plume from a
factory is shown inside an inversion. It flows horizontally with little mixing or dispersion due to the strong
stability of the inversion. When the unstable mass of air from the heated ground reaches the plume, it mixes it
to the ground, often at a high concentration, producing a short-term fumigation. This is most likely to occur
with clear skies and light winds.

the inversion is gone. Returning to the right side of this figure, we see that when
the unstable layer reaches the plume, at perhaps 8:30 A.M,, the plume will mix down
to the ground. In this instance the plume will not have been diluted much from its
initial concentration, so that the ground level concentration at that point and that time
will be surprisingly high. The high concentration will not last long, but such short,
intense exposures can damage crops, etc. This kind of event is called a fumigation.
A famous historical example of that type is discussed in Chapter 7.

Fumigations can also occur if the plume from a shoreline source is carried
inland by a stable onshore breeze. As the breeze passes inland it encounters warmed
air from the solar-heated soil, which mixes in from below; if the stability of the
shore breeze is strong enough, it will prevent the plume from mixing upward. When
the ground-based heating reaches the plume, that mixing from below may pull the
plume to ground, producing a fumigation. Comparing this type of fumigation with
thatin Fig. 5.15, we see that the temperature pattern is the same except that instead of
showing changes with time at one location, the left part of the figure shows changes
with travel distance from the shoreline at one time.

In most of the eastern United States there is a more or less regular alternation of
air masses from the Gulf of Mexico (warm, humid) and from central Canada (cold,
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dry). In the autumn one of these air masses will sometimes remain in place for four
or more days. When it does, atmospheric pollutant concentrations rise, sometimes
to harmful values. These events are called stagnations. With improved air pollution
control in the United States in the past 30 years these events no longer lead to very
high pollutant concentrations, but they still can cause or contribute to the highest
pollutant concentrations normally encountered in this region. They occur in other
parts of the world as well.

5.7 METEOROLOGICAL FORECASTS

People who develop forecasts for local TV rely heavily on data, analyses, and fore-
casts developed by the National Weather Service, the National Meteorological Cen-
ter, and other centers operated by the National Oceanic and Atmospheric Administra-
tion (NOAA). Some rely on forecasts and graphic images provided by commercial
weather services. We would all like to know the future weather, both to plan our
picnics and to forecast the air pollution consequences of various emissions.

Weather forecasting is difficult. We can all predict that July will be warmer
than December in most of the Northern Hemisphere, or that next year’s precipitation
in our city will be within one or two standard deviations of the mean for the past
few years. Often that kind of projection of past history is all that is needed for air
pollution analysis. The question really being asked by regulators and plant engineers
is, “If we had installed this new facility or control device last year, what would the
effects have been, given the weather we had last year?” The assumption is that next
year, and the future years for which this new plant will be in operation, will be like
those past years for which we have historic weather data.

That assumption is not always safe. The past few years may have been drier or
wetter or windier than the long-term average, and the global climate may be changing.
Until we have something better we will operate on the unstated assumption that the
meteorological future will be like the meteorological past, and that the more past
data we have, the more confident we are of our predictions of the future.

Probably the largest collection of supercomputers outside the U.S. military is
the group at the National Center for Atmospheric Research in Boulder, Colorado. Itis
devoted to devising, testing, and using advanced numerical models of the atmosphere.
Our knowledge is still imperfect; even with acres of supercomputers we cannot
predict the future behavior of the atmosphere with much certainty.

5.8 SUMMARY

1. This chapter has only introduced the topic of air pollution meteorology. Much
more complete and detailed books are available [10-13]. The application of me-
teorological information to practical and regulatory problems is shown in the next
two chapters.

2. The two meteorological parameters of greatest interest to air pollution engineers
are the atmospheric stability and the wind speed. In general, stable atmospheres
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(low lapse rates or inversions) and low wind speeds lead to the highest ground-
level pollutant concentrations (from ground-level or low-level sources). Unstable
atmospheres and high wind speeds lead to the lowest ground-level pollutant con-
centrations.

3. The topic of global climate change is postponed to Chapter 14.

PROBLEMS

See Common Units and Values for Problems and Examples, inside the back cover.

5.1. If a pancake is % in. thick (average for fluffy pancakes) and has the same ratio for thickness
to diameter as the atmosphere, what would its diameter be? If a pancake has a diameter of
6 in. (a typical value) and has the same thickness-to-diameter ratio as the atmosphere, what
would its thickness be?

5.2. Show why the number of circulatory cells in any one hemisphere must be odd, not even. A
simple sketch and a few sentences should suffice.

5.3. Example 5.1 and Fig. 5.3 show the simplest instance of how to use the Coriolis force (or
acceleration) to reconcile the views of the observer on a fixed space station and the observer
on the rotating earth. It is the simplest because (1) only one of the two players moves (i.e.,
from both viewpoints the pitcher does not move) and (2) the pitcher does not impart any
velocity component at right angles to the throw, due to the motion of the earth. For all other
locations of the pitcher and catcher, the problem is more complex. The most important step
in solving such problems is to draw the right figure, correctly showing both pitcher and
catcher, both from their viewpoint and from that of an observer on a fixed space station.
Repeat that example for the following situations:

(a) Both pitcher and catcher are 30 ft from the North Pole on opposite sides of the Pole,
and the pitcher throws the ball directly toward the catcher over the Pole. Are the results
the same? Should they be? How does the answer change if the pitcher throws the ball
slower?

(b) The pitcher is at the equator and throws the ball due north to the catcher, who is 60 ft
away. (First work the simpler problem of two people riding on railroad trains, traveling
on parallel tracks at constant, equal speed. They throw the ball back and forth at right
angles to the tracks, and air resistance is negligible. Show the view from above, both
from their viewpoint and from that of an observer in a space station. Then draw the
corresponding diagram for this case.)

(c¢) The pitcher and catcher are both 1000 ft south of the North Pole, with the pitcher 60 ft
east of the catcher. Then repeat this exercise with the pitcher 60 ft west of the catcher.

5.4. In Examples 5.1 through 5.3 we estimated the angular velocity of the earth using its rotation
period of 24 hours. That corresponds to the solar day. If one bases the rate of rotation on
the stars rather than the sun, one finds a rotation period of 23.93 hours, which corresponds
to the sidereal day.

(a) Which day should have been used in these calculations?
(b) How much difference does it make?
(c) Why are solar and sidereal days different?

5.5. Starting with Eqs_. (5.8) and (5.9), work out the follpwing relations for the adiabatic atmo-

sphere:

L_(,_R gMAz). P (| R gMANTE
Cp RT, P Cr RT,
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where the subscripts 1 and 2 can stand for any two locations in the atmosphere. One may
show that

where k is the ratio of specific heats; one often sees these equations written with that

substitution. Some texts use y where we use k.

(a) At what height does the equation for an adiabatic atmosphere (Problem 5.5) indicate
that the temperature in the air would be 0 K? Assume a surface temperature of 15°C
= 59°F.

(b) What is the physical significance of this prediction?

(c) What is the predicted pressure at this altitude?

For the “standard atmosphere” shown in Fig. 5.5, perform the following calculations:

(a) Derive the pressure-height relation for the troposphere.

(b) Calculate the pressure at the troposphere-stratosphere boundary.

(c) Derive the pressure-height relation for the stratosphere.

Estimate the mixing height for the following situation: at elevations above the mixing height,

the temperature-elevation behavior is given by the “standard atmosphere” shown in Fig. 5.5.

At elevations below the mixing height, the temperature-elevation behavior is given by the

adiabatic lapse rate for dry air. The surface temperature is 20°C = 68°F.

Repeat the calculation of the adiabatic, perfect gas lapse rate for a gas that is 1.15 mol

percent water; the water does not condense. The molar heat capacity Cp of water vapor may

be taken as 4.1 R. How large an error do we make by ignoring this water in computing the
adiabatic lapse rate? -

(a) Show that, when moisture condenses in a parcel of air, the density of the resultant air-
water mixture is less than the density of the original parcel, so that such condensation
always makes the air parcel more buoyant. Suggestions: choose 1 mol of water vapor
and n mol of air. For that mixture the density (i.e., mass/volume) is

_ 29n+18
" (n+ 1)RTy/P
After the mole of water has condensed the density is

_ 29n + 18 . 29n+18
" n(RT2/P)+ Viqia nRT/P

Pi

P2

Then show thgt

Ahcondensaljon,waler

=T +
. : nCP,air

Substitute this expression in the equation for p,, construct the ratio of p,/p;, and simplify.
You will find that this ratio will always be less than 1 if

A hcondensation ,water

>1
Tl CP,air

Then evaluate this inequality using the following values: Ahcondensation, waer = 45.0
kJ/mol, Cp i = 33.8 J/mol K, T} =273 K.

(b) Does the same reasoning apply, and is the result the same, when liquid water is turned
to ice?

Derive the equation for the moist adiabatic lapse rate. Begin by assuming that the system of

1 mol of air and X mol of water vapor is raised adiabatically a distance dz. As it is raised,
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P, T,and X will all change. Assume that the volume of the liquid formed by condensing
some of the water is negligible, so that

RT
V=0+X)— (A)
P
By an energy balance on this closed system we have
dU =dQ —dW =0—-PdV (B)
and
ou aU 1
dU = —dT + —dX + —
aT + X + 3PdP
©
au

= CV dT + Alcondansalion,water dX + 'a-P'dP

Noting that d P = 0, we eliminate dU between equations (B) and (C). Differentiate Eq.
(A), substitute dV into the resulting equation, and simplify to

dT dP  dX
B+ | g = o s
(1+ )<T+P+1+X

Replace d P with its value from Eq. (5.6) and rearrange to yield
ﬂ _ &My, _ (AU condensation, water + RT) d_X
dz  (Cvar+ XCyyaer) + RU+X)  (Cyair + XCypmer) + R(1 + X) dz
Check by setting X equal to zero and seeing if the result is the same as Eq. (5.9).
Equation (E) is the complete equation. For most situations outside the tropics, X « 1,

so that we may ignore the X in the (1 + X) expressions, but not in the d X /dz. Make that
simplification and several thermodynamic simplifications, then use Eq. (5.9) to get

iT_ ~ <£) _ Ahccmdensation,water d_{
dz dz adiabatic,dry CP,air dz '

Based on the description of morning and afternoon wind velocities in Section 5.4.1, explain
why sunsets are redder than sunrises. Explain why most of the time one may look directly
at a setting sun for an instant without pain, but practically never can one look at a rising sun
without pain (or permanent eye damage!).

) = (CV,air + XCV‘wa!er) dT + A"ﬂ:(mdensation.waler dX (D)

(B)

(5.11)

On most of the Hawaiian Islands there is no road around the northeast side because the
oceanfront cliffs there are too steep for road building. Explain why these steep cliffs occur
only on the northeast sides.

Why do trade winds have that name?

If individual parcels of air moving in the Northern Hemisphere turn to their right (see Fig.
5.2), why does a region with radial inflowing air (a low-pressure system, tropical storm,
tornado, or dust devil) rotate counterclockwise? Draw a view from above, looking down
the center of the low-pressure region. Draw it first without the Coriolis force, in which case
the inflow lines would be straight. Then add the curvature due to the Coriolis force.

A meteorologist discussing a record-breaking hurricane said, “It had a pressure of 850 mb
in the center, so it had winds of 250 miles/h!” Explain this statement in terms of Bernoulli’s
equation.

Meteorologists define and use the potential temperature, (6), which is the temperature that
a parcel of air at some elevation would have if it were brought to the surface adiabatically.
Thus,

. aT
Potential temperature = 6 = Tcatac; + (2 — Zsurface) (— —) (5.12)
dz adiabatic
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Remake the left parts of Fig. 5.6 (parts a—d), replacing the actual temperature with the
potential temperature. Hint: First determine what the adiabatic lapse rate looks like in a plot
of z vs. potential temperature.
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CHAPTER

6

AIR POLLUTANT
CONCENTRATION
MODELS

6.1 INTRODUCTION

Air pollution law in most industrial countries is based on some kind of permitted
concentration of contaminants (NAAQS in the United States). To plan and execute
air pollution control programs designed to meet the requirements of these laws, one
must predict the ambient air concentrations that will result from any planned set of
emissions. Even if we did not use this type of air pollution law, we would probably
use some other kind of law that made some use of predictions of ambient contaminant
concentrations. These predictions are made by way of air pollutant concentration
models.

The perfect air pollutant concentration model would allow us to predict the
concentrations that would result from any specified set of pollutant emissions, for
any specified meteorological conditions, at any location, for any time period, with
total confidence in our prediction. The best currently available models are far from
this ideal. In this chapter we consider three kinds of models, beginning with the
simplest (and least reliable) and proceeding to the most complex (and most reliable).
All models are simplifications of reality, leading to the belief that “All models are
wrong; some models are useful.” The models in this chapter are useful.

All of the models presented here (and almost all others as well) are simple
material balances. A material balance is an accounting in which one applies the
general balance equation to some species. In our case the species being accounted
for is the air pollutant under study. The general balance equation applies to some
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specified set of boundaries and can be written as follows:

Accumulation \ _ (all flow ) [ all flow
rate ~ \ rates in rates out

creation destruction
+ e
rate rate

(6.1)

In this form it appears quite abstract; in the models discussed in the following
sections, we will see its concrete application.

All such models are applied to one air pollutant at a time. Most models can be

used for several different pollutants, but they must be applied separately to each. No
models presented here apply to “air pollution in general.”

6.2 FIXED-BOX MODELS

Consider a rectangular city as shown in Fig. 6.1. To compute the air pollutant con-
_ centration using Eq. (6.1) in this city, we make the following major simplifying
assumptions:

1.

2.

The city is a rectangle with dimensions W and L and with one side parallel to
the wind direction. .

Atmospheric turbulence produces complete and total mixing of pollutants up
to the mixing height H and no mixing above this height. (See Sec. 5.3.4 for a
dicussion of mixing heights.) :

This turbulence is strong enough in the upwind direction that the pollutant con-
centration is uniform in the whole volume of air over the city and not higher at
the downwind side than the upwind side. This assumption is quite contrary to
what we observe in nature but permits a great simplification of the mathematics.

The wind blows in the x direction with velocity u. This velocity is constant and is
independent of time, location, or elevation above the ground. This is also contrary

FIGURE 6.1

Rectangular city, showing meaning
of symbols used in the fixed-box
model.
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to observation; wind speeds increase with elevation. Here we use the average u
between that at the ground and that at H.

5. The concentration of pollutant in the air entering the city (at x = 0) is constant
and is equal to b (b for “background” concentration, a term borrowed from the
nuclear field, from which many of the early air pollution meteorologists came).
Concentrations in this model and in most of this chapter are usually in units of
g/m? or micrograms/m? (1 microgram = pg = 107° g).

6. The air pollutant emission rate of the city is Q (typically expressed in g/s). This
is normally given as an emission rate per unit area, ¢, in g/s - m*>. We can convert
from one to the other by

0=4qA (6.2)

where A is the area of the city, which equals W times L in this case. This emission
rate is constant and unchanging with time.

7. No pollutant leaves or enters through the top of the box, nor through the sides
that are parallel to the wind direction.
8. The pollutant in question is sufficiently long-lived in the atmosphere that the
destruction rate in Eq. (6.1) is zero (see Sec. 6.6). N
With these assumptions, we can now evaluate all of the terms in Eq. (6.1). We
choose as our system the volume W L H. Because all of the assumptions indicate that
flows and emission rates are independent of time, we see that this is a steady-state
situation in which nothing is changing with time. For any steady-state situation in
any application of the general balance equation, Eq. (6.1), the accumulation rate is
zero, so the term to the left of the equal sign is zero. v
We may treat the emission rate Q either as a creation rate or as a flow into the
box through its lower face. Either gives exactly the same result; it is more common
in the air pollution literature to treat it as a flow through the lower face, so we will
set the creation rate equal to zero. Thus, Eq. (6.1) has been simplified to

0= (all ﬂo_w) B < all flow ) 6.3)
rates in rates out .

There are two pollutant flow rates in. The flow rate of pollutant into the upwind
side of the city is

Flow rate in = uWHb (6.4)

The first three symbols constitute the volume of air that crosses the upstream bound-
ary of the system per unit time; the student may verify that uW H has dimensions
of volume/time. Multiplying it by a concentration (mass/volume), we obtain a mass
flow rate (mass/time). '

The second flow rate in is that of pollutant emitted by the city into the lower
boundary, or face, of the system,

Flowratein= Q =gWL (6.5)
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According to the preceding assumptions, the concentration in the entire city is
constant and is equal to c. (Here we use ¢ for concentration; in the older air pollution
literature this is most often a x.) The only way pollutant leaves the system is by flow
out through the downwind face. The flow rate out is given by the equation

Flow rate out = uWHc¢ (6.6)
Substituting these expressions into Eq. (6.1) and solving for ¢, we find
qL
c=b+— 6.7
e (6.7)

which is the simple, fixed-box model. Chemical engineers will recognize that this is
the same as the continuous-flow stirred-tank reactor (CSTR) model widely used in
chemical engineering.

Example 6.1. A city has the following description: W = 5km, L = 15 km, u =
3m/s, H = 1000 m. The upwind, or background, concentration of carbon monoxide
is b = 5 pg/m®. The emission rate per unit area is ¢ = 4 x 107 g/s - m2. What is™
the concentration ¢ of carbon monoxide over the city?

By direct substitution into Eq. (6.7), we find

C=5ug+ 4 % 106 g 15,000 m
m3 s-m?2 / [ (3 m/s)(1000 m)

—=5+20=25 % »
m

In the other chapters of this book examples are shown in both English and
metric units. However, air pollution models in the United States almost always use
metric units, so in this chapter all examples will be shown only in metric.

Example 6.1 shows that Eq. (6.7) is simple to apply. You may already have
noted that W does not enter the calculation or influence the result. This is reasonable
for the model chosen; doubling the width of the city while holding g constant would
not change c.

Clearly Eq. (6.7) is a great simplification of what must really occur in nature.
However, all of the important variables enter, with the correct signs and powers. It
correctly indicates that the upwind concentration for a long-lived pollutant is additive
to the concentration produced by the city, and that the latter increases with increases
in g and L and decreases with increases in u and H.

By far the worst of the foregoing assumptions is the third—that the concen-
trations at the upwind and downwind edges of the city are the same. Holzworth [1]
developed a somewhat more complex form of Eq. (6.7) by replacing this assumption
with a more realistic one.

The second-worst assumption is that the emissions are uniformly distributed
over the area of the city (i.e., g is constant over the whole city). If indeed we have per-
fect mixing within the box, this assumption makes no difference. But if we drop the
perfect-mixing assumption, this uniform emission assumption becomes the worst.
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Frequently we have information on the variation of ¢ from place to place in the
city. For example, we would assume that for most pollutants g is low in the suburbs
and much higher in industrial areas. Hanna [2] has presented a modification of the
simple box model that incorporates the same ideas presented by Holzworth [1] and
also allows one to divide the city into subareas and apply a different value of g to
each.

The simple fixed-box model of Eq. (6.7) and its modifications, as well as
most of the others presented in the chapter, predicts concentrations for only one
specific meteorological condition. To find the annual average concentration of some
pollutant, we would have to use the frequency distribution of various values of wind
direction, u, and of H, compute the concentration from Eq. (6.7) for each value, and
then multiply by the frequency and sum to find the annual average; that is,

Annual concentration frequency of
< average = Z for that occurrence of that
concentrati on over all meteorologies meteorology meteorology
6.8)

Example 6.2. For the city in Example 6.1, the meteorological conditions described
(u = 3m/s, H = 1000 m) occur 40 percent of the time. For the remaining 60 percent,
the wind blows at right angles to the direction shown in Fig. 6.1 at velocity 6 m/s
and the same mixing height. What is the annual average concentration of carbon
monoxide in this city?

First we find the concentration for the other meteorological condition using
Eq. (6.7). Observe that the wind direction shift has interchanged the values of W and
L (see Fig. 6.1). Thus,

ng 6 8 5000 m g
=F=——d (4% 1) =833 -2
‘ m ( x S-m2> [(6 m/s)(1000 m) m3

Using this value plus the one from Example 6.1 in Eq. (6.8), we find

Annual
( average > =258 0448338 061518 -
. m m m
concentration .

To make realistic application of Eq. (6.8) requires summing over several hun-
dred meteorological conditions and their corresponding emission rates, instead of
the two in Example 6.2. In cities where the major source of particulates is combustion
for home heating, the emission rate per unit area is much higher in the winter than in
the summer. Other pollutant emission rates vary from hour to hour and day to day.
Automobile-related emissions are much higher during commuting hours than in the
middle of the night. Equation (6.8) is regularly modified to take these variations in
emission rate into account.

Similarly, if we wish to apply this equation to find the situation in which the
highest concentration will occur, we need to know the wind speed, wind direction,
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A

&\J"‘m
S\OQC ~

Background concentration, b

Ambient air concentration, ¢

FIGURE 6.2
™ Graphical representation of Eq. (6.7) where L /uH is
constant.

Emission rate, g, g/s - km?

mixing height, and upwind (background) concentration that correspond to this worst
case. This information is not always available. Faced with this problem, early workers
in air pollution (principally Larsen [3]) proposed a simpler form of Eq. (6.7). If we
hold u, L, and H constant in Eq. (6.7), we may represent it as shown in Fig. 6.2.

This plot shows that if the meteorological situation is constant, the concentra-
tion is equal to the upwind concentration b plus the concentration due to the city,
which is linearly proportional to the city’s emission rate. If, for example, the con-
centration is ¢y with emission rate g; and we wish to reduce the concentration to c¢;,
we may readily compute the allowable emission rate g, from Eq. (6.7) as

(c2 —b)uH
B L
However, if we know ¢, and ¢, we may write an entirely analogous equation for g;
and solve it for u H /L. If we then substitute that value of u H /L into Eq. (6.9) and
rearrange, we find

92 (6.9)

c = b
@ _ (©2=b) (6.10)
@1 (c1—b)
In this formulation the meteorological parameters do not appear; they have been
assumed constant between the present situation (¢, q1) and the future situation (c2,
q») and are therefore eliminated.

If the current measured pollutant concentrations exceed the applicable stan-
dard, then we must make ¢, and ¢, lower than c¢; and g;. One can compute the
fractional reduction in emission rate needed from Eq. (6.10), or
12

il il (6.11)
_(a=b) _(a—0c)
(cy—=b) (c1—b)

Fractional reduction \ _ (g1 —gq2)
in emission rate o o

Example 6.3. The ambient air quality standard for particulates (TSP) in the United
States in 1971 was 75 wg/m> annual average (revised when we changed from TSP to
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PM ;o and PM; s, see Table 2.3). In 1970 the annual average particulate concentration
measured at one monitoring station in downtown Chicago was 190 pg/m®. The
background concentration was estimated to be 20 pg/m>. By what percentage would
the emission rate of particulates have to be reduced below the 1970 level in order to
meet the 1971 ambient air quality standard?

Using Eq. (6.11), we find

(Fr.actlon.al .reductlon) _ % -15) _ 0.67. or 67% -
in emission rate (190 — 20)

Equation (6.11) as well as several variants of it is known in the U.S. air pollution
literature as the proportional model or the rollback equation. It has been widely
used in computing the emission rate reduction needed to meet ambient air quality
standards. Its virtues are that it is simple and it normally requires input data that
are readily available. However, it is a great simplification of a basically complex
situation, and it is unlikely to give accurate predictions except in special cases [4].
Furthermore, as we saw in Example 6.3, the equation tends to predict that high
percentage reductions will be needed. More complex models generally do not make
this prediction. Thus this model is more often used for cities with less severe problems
than Chicago’s.

Another drawback of all fixed-box models is that they make no distinction
between large numbers of small sources that emit their pollutants at low elevations
(autos, homes, small industry, refuse burning, etc.)—called area sources—and the
small number of large sources that emit larger amounts per source, at higher el-
evations (power plants, smelters, cement plants, etc.)—called point sources. Both
large and small sources are simply added to find the value of g. There is ample
evidence that, under most circumstances, raising the release point of the pollutant
will decrease the ground-level concentration due to that source, in the region near
the source, although it may increase the concentration farther away. There is no easy
way to deal with this drawback in fixed-box models.

What does Eq. (6.7) tell us we can do about air pollution in our own city? For an
existing city we can do nothing about u, H, and L. If we are laying out a new city, we
should lay it out to be long and thin, perpendicular to the wind direction (L as small as
possible), or else pick a place where H and u are large. These choices will minimize
air pollutant concentrations. (That generally means not to put your city in a valley;
many major cities are in valleys.) For an existing city the manipulatable variables are
b and g. We can reduce b by having our upwind neighbors reduce their emissions.
To reduce ¢ we must reduce our own emissions. This set of choices is illustrated by
the proposal several years ago to build a large power plant in northeastern Nevada,
directly upwind of Salt Lake City, Utah. The Utah politicians tried to elbow each
other out of the way so they could get in front of the TV cameras to denounce this
project (which would increase b). The same politicians were not willing to call for
serious efforts to reduce their constituents’ own emissions (which would reduce g).
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6.3 DIFFUSION MODELS

In the air pollution literature this next class of models is usually called diffusion mod-
els. Most engineers would call them dispersion models because engineers reserve
the word diffusion for molecular diffusion, which is not the principal mechanism
described by these models. However, the preceding name is so common that it will
be used here.

6.3.1 The Gaussian Plume Idea

Most diffusion models use the Gaussian plume idea, which also is a material balance
model. In it, one considers a point source such as a factory smokestack (which is not
really a point but a small area that can be satisfactorily approximated as a point) and
attempts to compute the downwind concentration resulting from this point source.
The schematic representation and nomenclature are shown in Fig. 6.3, where the
origin of the coordinate system is placed at the base of the smokestack, with the
x axis aligned in the downwind direction. The contaminated gas stream (normally
called a plume) is shown rising from the smokestack and then leveling off to travel
in the x direction and spreading in the y and z directions as it travels.

Such plumes normally rise a considerable distance above the smokestack be-
cause they are emitted at temperatures higher than atmospheric and with a vertical
velocity. For Gaussian plume calculations the plume is assumed to be emitted from

z
\ z=H on plume centerline

x=y=z=0 at base of stack

FIGURE 6.3
Coordinate system and nomenclature for the Gaussian plume idea.
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a point with coordinates 0, 0, H, where H is called the effective stack height, which
is the sum of the physical stack height (h in Fig. 6.3) and the plume rise (Ah in Fig.
6.3). Physical stack height for any existing plant can be determined with ordinary
measuring instruments. Plume rise is discussed in Sec. 6.4. For the moment we will
assume that we are dealing with a point source located at 0, 0, H that steadily emits
anonbuoyant pollutant at emission rate Q (normally in g/s). Let us assume the wind
blows in the x direction with velocity u and that this velocity is independent of time,
location, or elevation. The problem is to compute the concentration due to this source
at any point (x, y, z) forx > 0.

If molecular diffusion alone were causing the plume to mix with the surround-
ing air, the plume would spread slowly and appear (if the pollutant is visible) as a
thin streak moving straight down the sky (see Problem 6.33). The actual cause of the
spread of plumes is the large-scale turbulent mixing that exists in the atmosphere,
which may be visualized by comparing a snapshot of a plume with a time exposure
of the same plume (Fig. 6.4). At any instant the plume will appear to have a twisting,
snake-like shape as it moves down the sky. The twisting behavior is caused by the
turbulent motion of the atmosphere that is superimposed on the plume’s large-scale
linear motion caused by the horizontal wind. This turbulent motion is random in
nature, so that a snapshot taken a few minutes after the first would show the twists
and turns in different places, but the overall form would be similar. However, time
averages out these short-term variations of the plume, and thus a time exposure
appears quite uniform and symmetrical. For this reason, if we placed a pollutant-
concentration meter at some fixed point in the plume, we would see the concentration
oscillate in an irregular fashion about some average value. The Gaussian plume ap-
proach tries to calculate only that average value without making any statement about
instantaneous values. The results obtained by Gaussian plume calculations should
be considered only as averages over periods of at least 10 minutes, and preferably
one-half to one hour.

Eis

Snapsho Time exposure

FIGURE 6.4
Comparison of snapshot and time exposure of a visible plume.
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6.3.2 Gaussian Plume Derivation

To derive the Gaussian plume formula, we will first take the viewpoint of a person
riding along with the air, the Lagrangian viewpoint. From this viewpoint, the ground
appears to be passing below, much as the ground appears to be passing below a person
in an airplane. We begin riding along upwind of the stack from which the pollutant is
emitted, so we will say that the initial concentration of the pollutant is zero (b = 0).
(If b > 0, we must add the value of b to the value calculated here to obtain the best
estimate of the atmospheric concentration.) As we pass directly over the stack we
pass into a region of high concentration. This high concentration is localized in a thin
thread of contaminated air that passes directly over the stack. After we have passed
the stack we will see this thread of contaminated air expand by turbulent mixing.

To find out how it expands by turbulent mixing, we will perform a material
balance around some small cube of space near the center of the plume. The dimen-
sions of this small cube are shown in Fig. 6.5. Let us consider a material that is
neither created nor destroyed in the atmosphere, so that the two right-most terms of
Eq. (6.1) are zero. The remaining terms are

Accumulation all flow all flow
( rate ) - Z (rates in) N Z (rates out) (A2
The accumulation rate is the time derivative of the amount contained, which is the

product of the concentration and the volume: But the volume of the cube is not
changing with time, so

a dc dc :
A lati te=—(V)=V— =Ax Ay Az — 6.13
ccumulation rate at(c ) 2 x Ay Az m (6.13)

There is no bulk flow (i.e., convection) into or out of the cube we are considering
because the cube is moving with the local wind velocity. However, there are flows
through all six faces of the cube due to turbulent mixing. We do not have a clear
and complete physical or mathematical picture of the complex subject of turbulent
mixing, but one may approximate it by saying that the flux of material being mixed

FIGURE 6.5
Dimensions of the cube used for the material balance.
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across any surface is given by
time rate of mass dc
Flux =

flow per unit area - _K% (6.14)

where ¢ = concentration
n = distance in the direction considered (normally x, y, or z)

K = turbulent dispersion coefficient

Because the flux must have units of mass/time - area (e.g., g/s - m?) and dc/on has
dimensions of mass/length®, K must have dimensions of length?/time, e.g., m?/s.
This dimension is the same as that for molecular diffusivity or thermal diffusivity,
and we will see that our equations have the same form as the equations for heat
conduction or mass molecular diffusion. This does not show that the processes are
the same; rather it shows that we have forced our equations into the mold of the heat
and mass diffusion equations by choosing the form shown in Eq. (6.14) to represent
turbulent dispersion. The minus sign in Eq. (6.14) indicates that the flow is from high
concentration to low. (The approximation shown in Eq. (6.14) is called the gradient
transport or K-theory or first-order closure approach, and the turbulent dispersion
coefficient, K, is often called the eddy diffusivity [5].)

Our cube has two faces that look in the x direction; the one facing the reader
(in Fig. 6.5) looks in the minus x direction, and the other, on the far side of the cube,
looks in the plus x direction. Each of these faces has area Ay Az. By using Eq.
(6.14) twice, we can see that the net mass flow by turbulent diffusion through these
two faces can be described as

Net flow into the cube | _ —Kdc _(—Kac Ay Az (6.15)
in the x direction ax S X Jaiaens

where the first term represents flow in through the face nearest the reader and the
second represents flow out through the face away from the reader. By the same
procedure we can write terms for the other four faces, giving us two terms involving
dc/dz and two involving dc/dy. These six represent the flows in or out through the
six faces by turbulent mixing. From Eq. (6.12) we know that their sum is equal to
the accumulation rate, Eq. (6.13). We now substitute Egs. (6.13), (6.15), and the two
analogous ones into Eq. (6.12) and divide both sides by Ax Ay Az, finding

(K ac) (K Bc) (K ac) (K 8c)
dc 9% /ot xtax X Jatx n 0 Jayray 9 Jaty

at Ax Ay

(K 80) (K 36)
02 ) rbse 92 Ja,

Az

(6.16)

+
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But
(K Bc) (K ac)
d o K 9*
lim X at x+Ax X at x — c (617)
Ax—0 Ax dx?
so that if we take the limit of an infinitesimally small cube, Eq. (6.16) becomes
a 92 a2 92
i G AN e (6.18)

ar  ox? ay? 972
This is the equation for heat conduction in a solid with the variables renamed.
Our immediate reaction is to factor K out of the three terms on the right, but exper-
imental data indicate that for turbulent diffusion in the atmosphere the values of K

in the three directions are not the same. So, in subsequent equations, we will write
the three Ks as K, K, and K,.

6.3.2.1 One-,two-,and three-dimensional spreading. The Gaussian plume equa-
tion is regularly applied to pollutant spreading in one, two, or three dimensions. To
see how these three applications arise and the mathematics is developed, we need to
consider the application of Eq. (6.18) to one-, two-, and three-dimensional spread-
ing. An intuitively easy illustration of one-, two-, and three-dimensional spreading
appears in Fig. 6.6. .
In Fig. 6.6 if the medicine dropper deposits X g of dye solution instantaneously
at the origin (x = y = z = 0) at t = 0, then we can solve for the dye concentration
at any place and time from Eq. (6.18). This problem is entirely equivalent to the
“instantaneous source” problem in the conduction of heat in solids, for which the
mathematical solution is well-known [6]. '
The resulting concentrations calculated for one-, two-, and three-dimensional
spreading are

X 1 X . .
E=—————smExXpl—| = — for one dimension (6.19)
22K 4r ) \ K
X 1 2 2 '
c=————¢exp|— | — L + P for two dimensions (6.20)
4(mt) (K Ky)1/? 4t K. K,

X 1 ) % M y? N zz>
o exp|[— =)=+ +—
8 2 (KK, K2 P | T \ar J\k. Tk, " &k,

for three dimensions (6.21)

Comparing these three equations, we see that adding a spreading dimension
multiplies the denominator of the leading fraction by 2(m¢)!/2K1/? and adds a
(dimension?/K) to the exponential term on the right. We also observe that at the
origin (x = y = z = 0) the exponential term is exp0 = 1, so that all three of
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()

FIGURE 6.6

Tllustration of one-, two-, and
three-dimensional spreading. A medicine
dropper puts a few drops of a dye
solution onto blotting paper. (a) The
paper is in the form of a narrow strip
aligned with the x axis, and spreading is
in one dimension. (b) The paper is a thin
sheet, and spreading is in two
dimensions. (¢) The paper is a thick stack
of sheets, so that spreading is in three

(© dimensions.

these equations have a leading fraction, which is the instantaneous concentration at
the origin, multiplied by an exponential term (always less than 1) that shows how
much the instantaneous concentration decreases as we move away from the origin
in one, two, or three dimensions. The concentration at the origin is proportional to
1/+/1 for one-dimensional spreading, 1/¢ for two-, and 1/¢*/? for three-dimensional
spreading.

6.3.2.2 Gaussian puff, three-dimensional spreading. Consider first the applica-
tion of this formulation to an instantaneous short-term release of pollutants from the
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chimney shown in Fig. 6.3, i.e,, at x = y = 0 and z = H, as might result from
a momentary breakdown in the pollution control equipment. The amount released
will be X = Q At, where Q is large and At small. Inserting these values into Eq.
(6.21), we find

_ Q At 1 x2 y2 (Z _ H)2
© T BR(K K, K )2 P [_ (E) (}Z X, + T)] (6.22)

where t = time since the release = downwind distance of the center of the
pollutant cloud/wind speed

At = time duration of release (which is assumed small)

In Eq. (6.22), where we have taken the viewpoint of a person riding with the flow, x
represents the downwind or upwind distance from the center of the pollutant cloud,
which is assumed to move with local wind velocity. Equation (6.22) thus modified
is often called the Gaussian puff equation because it describes the behavior of a
“puff” of pollutants. The x in Eq. (6.22) is not the same as the x in Fig. 6.3. Here
x is the distance in the up- or downwind direction from the center of the moving
puff (Lagrangian viewpoint). In Sec. 6.3.2.3 we begin with the same definition and
then change to the viewpoint of an observer standing still on the ground (Eulerian
viewpoint), in which x will have the meaning shown in Fig. 6.3, that is, distance
downwind from the base of the stack.

Equation (6.22) is only occasionally used in air pollution control calculations
because we are generally much more interested in continuous releases than in puff
releases. However, it is widely used (in somewhat modified form) in safety analysis
where the puff of pollutants is the cloud that could be emitted in certain possible
types of serious chemical plant or nuclear accidents.

6.3.2.3 Gaussian plume, two-dimensional spreading. To find the steady-state
equivalent of Eq. (6.22), we make the material balance for a thin sheet of air that
extends a distance 1 m in the x direction and to infinity in the y and z directions
and that moves with the local wind speed (like one particular slice in a loaf of sliced
bread that passes in the long direction of the loaf over the top of the stack). This
sheet transfers material to the sheets immediately up- and downwind of it by turbulent
dispersion, but it receives almost the same amount of material from those sheets so
that the net transfer of material from the sheet in the x direction is negligible and
is set equal to zero. Assuming negligible net transfer of material in the x direction
makes this a two-dimensional spreading problem, for which we will use Eq. (6.20).
In this case the time it takes the sheet to pass over the assumed point source is (1 m/u)
so that the amount of pollutant originally injected into the slab we are considering
is X = Q/u. (The reader may verify that O /u has dimensions of mass/length, i.e.,
the amount injected per unit length of air passing over the stack.)
Making these substitutions into Eq. (6.20), we find that

_ Q/u 1\ (¥  (z—H)?
=@ e )] oo
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where the symbols have the same meaning as before. If we had chosen our coordi-
nates so that the pollutant source were at some arbitrary point, say (x’, y’, z’) instead
of being at (0, 0, H), then the terms in the exponential part of Eqs. (6.22) and (6.23)
would be (x — x")2, (y — y")?, etc. The choice of the origin that we made simplifies
these expressions. One might choose to put the origin of the coordinate system at
the top of the plume rise (which would drop the H out of Egs. (6.22) and (6.23)),
but most of us prefer that z = 0 be at ground level.

Although Eq. (6.23) would be perfectly satisfactory for our use, for historical
reasons the form that appears in the air pollution literature is obtained by making
the following three substitutions:

_ 5%
K, = 0.50; - (6.24)
K, = 05022 (6.25)
X
= (6.26)
u

where o, and o, are called horizontal and vertical dispersion coefficients.* They have
the dimensions of length, normally given in meters. Making these substitutions in
Eq. (6.23), we find

e 2 ol (2 =8
" 2muoyo, E 20} 202

__ 2 (e _ﬂi>
"~ 2nuoyo, P 202 P 202

which is the basic Gaussian plume equation. This name comes from the fact that
the exponential terms have the same form as the Gauss normal distribution function,
which is widely used in statistics. It has many variants, a few of which we will see
in subsequent paragraphs.

Equation (6.26) changes the equation from the Lagrangian viewpoint, in which
x is at the middle of the moving cloud, to the Eulerian viewpoint, in which x repre-
sents some fixed distance downwind from the emission point. In most of the rest of
this chapter the equations are in this Eulerian form, that is, distances are measured
from the base of the stack, as in Fig. 6.3, not from the center of a moving cloud.

Equation (6.27) is the product of three terms. If we set y = (z — H) = 0,
then the two right-most terms will be exp 0 = 1, which shows that the first term
is the concentration on the centerline of the piume. The two o values increase with
downwind distance, so that this centerline concentration decreases with downwind

6.27)

*The Greek sigmas are used here because o appears in the formulas in statistics that use the Gaussian
distribution. Thus the sigmas here make the formulas look the same. There is no theoretical connection
between the two, and some other symbol could just as well have been used, but the sigmas are used
throughout the air pollution literature. The values are based on experimental data and shown in Figs.
6.7 and 6.8.
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distance. The second term shows how the concentration decreases as we move in the
horizontal, sidewise, -y, direction from the plume centerline. Because the second
term involves y? it is the same for moving in the + or —y direction. It is always
< 1.00. The third term is like the second, but it shows how the concentration
decreases as we move vertically away from the elevation of the plume centerline
(z = H). It also is symmetrical and always < 1.00. The three terms are indepen-
dent of each other but use the same values of the os. This simple “product of three
independent terms” formulation is the unavoidable consequence of the assumptions
leading to Eq. (6.14).

Example 6.4. A factory emits 20 g/s of SO, at height H. The wind speed is 3 m/s.
At a distance of 1 km downwind, the values of o, and o, are 30 m and 20 m,
respectively. What are the SO, concentrations at the centerline of the plume, and at
a point 60 meters to the side of and 20 meters below the centerline?

The centerline values are those for which y = 0 and z = H, so both of the
terms in the exponential are zero. Since exp 0 = 1, the exponential term is unity. At
the centerline

20g/s g ng
e ARSI mEim g =110 e

At the point away from the centerline, we must multiply the preceding expression

by
1 /60m\> 1/-20m)\> 1
o _— —— - = — 2 = = i 18
exp |:2<30m> +2(20m);| exp ( +2) 0.08

SO

1770 145

- <—3”g) (0.0818) = —+£ -
m m

The basic Gaussian plume equation predicts a plume that is symmetrical with
respect to y and with respect to z. Thus if we had asked for the concentration 60 m
to the other side of and 20 m above the plume centerline, we would have gotten the
same answer. Different values of o, and o, mean that spreading in the vertical and
horizontal directions is not equal. Most often o, > o, so that at a given x a contour
of constant concentration is like an ellipse, with the long axis horizontal. Close to
the ground this symmetry is disturbed, as we shall discuss shortly.

To use the Gaussian plume equation one must know the appropriate values of
oy and o,. From Eqs. (6.24) and (6.25) we would expect them to have the form

2K 1/2
oy = ( yx) etc. (6.28)

u

However, if we reconsider our value for the Ks in Eq. (6.14), we see that we have
simply assigned an arbitrary value to them, independent of atmospheric behavior. It
seems reasonable to assume that they would depend on wind speed and on the degree
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of atmospheric turbulence, which is a function of wind speed and degree of solar
heating (insolation) and perhaps some other factors. It is also reasonable to assume
that for any given degree of insolation the value of K will be linearly proportional to
the wind speed; i.e., K, /u and K /u are constants. Thus from Eq. (6.28) we conclude
that, for any given meteorological condition, each of the o's should be proportional
to the square root of the downwind distance.

Experimental evidence does not agree well with this prediction. The available
data have been correlated by Turner [7] and by others and presented in the form of
plots of logo, and logo; vs. log x. If the preceding calculation were correct, for
each atmospheric condition such plots would be straight lines with slope % The best
correlations of the experimental results illustrate that on such plots the horizontal
dispersion coefficient oy, forms a family of straight lines (for various atmospheric
conditions), but these have a slope of 0.894 instead of the 0.50 that we would expect
from the preceding derivation (Fig. 6.7). The vertical dispersion coefficient o, forms
a fan-shaped pattern for various atmospheric conditions (Fig. 6.8 on page 136).
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FIGURE 6.7

Horizontal dispersion coefficient o as a function of downwind distance from the source for various stability
categories. See Problem 6.16. (From Turner [7].)
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Vertical dispersion coefficient o, as a function of downwind distance from the source for various stability
categories. See Problem 6.16. (From Turner [7].)

The experimental data disagree with our neat theory because the equation we
assumed for atmospheric mixing, Eq. (6.14), is much too simple to account for all
the complicated things that actually go on in the atmosphere, even on days with
simple wind patterns, which are the only ones on which experimental tests of Eq.
(6.27) are ever attempted. Thus, we can say that the preceding derivation shows
us a way to obtain a logical material balance for dispersion of a pollutant from a
point source in the atmosphere, subject to some strong simplifying assumptions;
but that we must regard the values of o, and o, as experimental quantities that
we cannot yet compute from theory. However, if we accept Figs. 6.7 and 6.8 as
adequate representations of the experimental results, we can use them, along with
Eq. (6.27), to make predictions of concentrations downwind from point sources. This
is currently the most widely used method for routine calculations of air pollutant
dispersion from point sources. The experimental data on which Figs. 6.7 and 6.8 are
based are limited and not necessarily directly applicable to cities. Most of the data
were taken for steady flow of winds over grasslands (the Salisbury Plain in England
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TABLE 6.1
Key to stability categories

Day Night
Surface wind Incoming solar radiation
speed (at 10 m), Thinly overcast  Clear or
m/s Strong  Moderate  Slight or > g cloud < % cloud
0-2 A A-B B = _
2-3 A-B B C E F
3-5 B B-C (& D E
5-6 C C-D D D D
>6 C D D D D

Source: Ref. 7.
Note: The neutral class D should be assumed for overcast conditions during day or night.

and the grasslands of Nebraska). We use them for cities because we have nothing
better. These plots are based on measurements for x < 1 km. The values beyond
that distance are extrapolations [8]. However, comparison with experiments shows
that advanced versions of this model predict observed concentrations fairly well [9].

So far we have said nothing about the lines labeled A through F on Figs. 6.7
and 6.8. These correspond to differing levels of atmospheric stability. On a clear,
hot summer morning with low wind speed, the sun heats the ground, which in turn
heats the air near it, causing that air to rise and thus to mix pollutants well. The
atmosphere is unstable, and the values of o, and o, will be large. On a cloudless
winter night, the ground cools by radiation to outer space and thus cools the air near
it. The air forms an inversion layer, making the atmosphere stable and inhibiting the
dispersion of pollutants, so the values of o, and o, will be small.

Atmosphetic stability is one of the principal topics in meteorology (Chapter
5). In this chapter, we will use the atmospheric stability-category classification given
by Turner [7], which considers only the incoming solar radiation and the wind speed
(see Table 6.1). There are other systems for estimating o's; this one is simple and
widely used.

Example 6.5. Estimate the values of o, and o, at a point 0.5 km downwind from a
pollutant source on a bright summer day with a wind speed greater than 6 m/s. From
Table 6.1 we conclude that for a bright summer day the incoming solar radiation is
“strong,” so we use stability category C. Then, using Figs. 6.7 and 6.8, we read (for
x =0.5km) 0, = 56 m and o, = 32 m. (See Problem 6.16.) |

6.3.3 Some Modifications of the Basic Gaussian Plume Equation

6.3.3.1 The effect of the ground. At present Eq. (6.27) is our best simple pre-
diction method for the concentration in plumes considerable distances above the
ground. However, we are generally most interested in concentrations at ground level
because that is where most people and property are exposed. The blind application
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of Eq. (6.27) at or near ground level gives misleadingly low results. It indicates that
pollutants continue to disperse at any value of z, even at z less than zero. (Using it
alone, we could continue Example 6.4 and compute the concentration underground;
the result would bear no relation to what we would observe in nature.)

The ground damps out vertical dispersion. The upward and downward random
atmospheric eddies that spread the plume in the vertical direction cannot penetrate
the ground. Thus, vertical spreading terminates at ground level. To account for this
in calculations it is commonly assumed that any pollutants that would have carried
below z = 0 if the ground were not there are “reflected” upward as if the ground
were a mirror. Thus, the concentration at any point is due to the plume itself plus
what is reflected upward from the ground. This method is equivalent to assuming that
a mirror-image plume below the ground transmits as much up through the ground
surface as the aboveground plume would transmit down through the ground surface
if the ground were not there.

The concentrations due to the mirror-image plume are exactly the same as those
shown by Eq. (6.27), except that (z — H)? is replaced by (z + H)?2. This substitution
shows that at the ground, or z = 0, both the main plume and the mirror-image plume
have identical values. High in the air, for example at z = H, the main plume has
a high concentration (exp0 = 1), whereas that for the mirror-image plume [e.g.,
exp —%(2H /0,)?] is a small number. The combined contribution of both plumes
is obtained by writing Eq. (6.27) and the analogous equation for the mirror-image
plume, adding the values for the two plumes, and factoring out the common terms

to obtain
2 2
- H
c= 9 exp —0.5 (l) [exp -0.5 (Z )
2muoyo, oy o

Example 6.6. In Example 6.4 we computed the concentration at a point 20 meters
below the plume centerline, ignoring the effect of the ground. Repeat the calculation
for the cases where H = 20 m and where H = 30 m. For H = 20 m we are
computing the concentration at the ground level itself. From Eq. (6.29) we see that
at z = 0 the two terms in the brackets at the right are identical, and each is equal to
the value that that term had in Example 6.4. Thus our answer is exactly twice that in
the second part of Example 6.4; viz., 145 x 2 = 290 pg/m?. This is a general result;
for z = 0, Eq. (6.29) always gives exactly twice the value given by Eq. (6.27).
"For H = 30 m we have

9
g 60 m
= — —0.5 —
¢'= 1770 3 (exp (30m) )

10m —30m)? 10m +30 m)?
X l:exp -0.5 (%‘) + exp —-0.5 <——20—r;1—) :l




AIR POLLUTANT CONCENTRATION MODELS 139

= 1770 ££ (exp—2) [exp <_l) & exp(—Z)]
m 2

= 1770 ££.0.135)(0.605 + 0.135) = 177 £5
m m

We see that at a point one-third as far off the ground as the centerline of the
plume, Eq. (6.29) gives a value 22 percent greater than Eq. (6.27) (which does not
take ground reflection into account). ]

Equation (6.29) is correct for ground level or any elevation above it. For large
values of z, the contribution of the (z + H)? term becomes negligible and the result
is practically identical with that from Eq. (6.27). Most often we are interested in
ground-level concentrations. If we substitute z = 0 into Eq. (6.29) and simplify, we
find

G =
TUOC,O,

y\2 H\2
exp—0.5 <—) exp—0.5 (—) forz=20 (6.30)
oy o,
We may consider this the “ground level modification of Eq. (6.27), taking reflection
at the ground surface into account.” Although Eq. (6.27) is the basic Gaussian plume
equation, Eq. (6.30) is the single most widely used estimating equation because it
applies directly to the problem of greatest practical interest.

As the previous examples show, hand solution of Egs. (6.27) and (6.30) is
straightforward and tedious. For this reason, numerous ways have been found to
simplify their use. Here we will consider only one of these, which is probably the
most useful. For conditions of y = 0 and z = 0, which correspond to the line on the
ground directly under the centerline of the plume, the exponential term in y drops
out of Eq. (6.30). Multiplying both sides by u/Q gives

2
L S (5) forz =0,y =0 (6.31)

o 0,0, o,

The function on the right depends only on H and the two dispersion coefficients.

Example 6.7. Compute the value of the term on the right in Eq. (6.31) for C stability,
a distance downwind of x = 0.5 km, and H = 50 m. From Example 6.5 we know
that for C stability and x = 0.5 km, oy, = 56 m and o, = 32 m. Thus,

cu : —T e ) 5.24 x 10~5 m™2 =
— i —05{—-—) =524x
0 mMG6mBG2m) P P m =

If we were to repeat this calculation for a wide range of distances and effective
stack heights, we could make up a plot of cu/Q vs. distance with stack height as a
parameter. Turner [7] has done this for the six stability categories shown in Table
6.1. Figure 6.9 on page 140 shows a plot of this type, for C stability. The reader
should check to see that the value of 5.24 x 10~3/m? just given is indeed the value
plotted for x = 0.5 km and H = 50 m on Fig. 6.9.
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Example 6.8. A plant emits 100 g/s of SO, from a stack that has an effective stack
height H = 50 m. The wind is blowing 3 m/s, and the stability category is C.
Estimate the ground-level concentrations directly below the centerline of the plume
at distances of 0.2, 0.4, 0.5, 1, 5, and 10 km downwind.

From Fig. 6.9 we may read directly that at 0.2 km, cu/Q is 1.7 x10~%/m?.
Thus,

_cuQ 17x10°100g/s  57x107°g  57pg
T Qu m? 3m/s m?3 T m3
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We can then look up the other values of cu/Q and tabulate the results:

Distance, km cu/Q,m™% ¢, pg/m?

0.2 1.7 x 1076 57

04 4.4 x 1073 1467

0.5 53 %107 1767

1 3.6 x 1073 1200

5 2.7 x 1076 83
10 7.8 x 1077 24 | |

If we repeat Example 6.8 for a different emission rate or a different wind speed,
we can see that because of the form of the (cu/ Q) factor, we can make the changes by
simple multiplications. If we want to know the maximum ground level concentration
and its distance downwind of the source, we can find it by inspection from Fig. 6.9
(see Problem 6.13).

6.3.3.2 Mixing height limits, one-dimensional spreading. As the plume flows
downwind, it will eventually grow until it is completely mixed below the mixing
height H, shownin Fig. 6.1. After that it will no longer spread vertically, but only hor-
izontally, so a two-dimensional spreading plume has converted to a one-dimensional
spreading plume.”On Fig. 6.9 the mixing height is called L, and lines are drawn for
long transport distances, indicating that the observed concentrations are higher than
one would compute by continuing the two-dimensional spreading calculation to
those distances. Observe that H and L appear with two sets of meanings in these
calculations. In box models, H is the mixing height and L is the downwind length of
the city. In Gaussian plume models, H is effective stack height and L is the mixing
height. Alas, this usage is common.

Returning to Eq. (6.19), we see that the amount being dispersed horizontally
is

Q

X == 6.32
L (6.32)

which accounts for the fact that the X for the two-dimensional Gaussian plume is
now uniformly spread over a height L. Substituting this value in Eq. (6.19) and
making the substitutions of Egs. (6.24)—(6.26), we find

P exp .l (6.33)
v2nuLo, 2Gy2

This equation (with y = 0) is used to make up the sloping lines at the right edge of
Fig. 6.9.

Turner [7] also gives several other representations of Egs. (6.27), (6.29), (6.30),
etc., in convenient graphical and tabular form. All serious air pollution workers have
copies of “Turner’s workbook,” which is available at a low cost from the U.S. EPA.
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Computer programs to do this type of calculation are widely available (see Problem
6.16). Note the actual title of “Turner’s workbook™: “Workbook of Atmospheric
Dispersion Estimates.” The key word is Estimates. In all air pollution modeling we
are making best estimates, not finding scientific truth.

Turner’s workbook also suggests simple methods for estimating the effects
of inversions aloft, the magnitude of short-term fluctuations about the mean values
computed by the basic Gaussian plume equation, inversion breakup fumigations,
and other topics. All of these additional topics are explored in greater detail in more
recent publications, but Turner’s simple graphical and hand calculation approaches
are still useful.

This treatment also explains the common observation that a plume becomes
less and less opaque as it flows downwind, and finally becomes invisible. The reason
is that a typical plume is spreading in two dimensions (y and z), but an observer
looking across the plume, whether horizontally, vertically, or at an angle, is seeing
it along one-dimensional lines of sight. The opacity (visual thickness) of the plume
is given by an equation of the form

Opacity or some constant that takes
visual = | particle size and optical / cdy (6.34)
thickness properties into account /< .

plume

If the plume were spreading in only one dimension (e.g., if it flowed between parallel
plates) then the integral on the right would be a constant, and the opacity (visual
thickness) of the plume would be independent of downwind distance. But with the
normal two-dimensional spreading of the plume, the concentration falls faster than
the width of the plume increases, so this integral decreases in value with downwind
distance, and the plume becomes less and less opaque. For a plume that has spread
vertically to fill the whole space up to the mixing layer (to whichever value of L is
dictated by the local, current meteorology) on the far right of Fig. 6.9, we would
expect the plume to remain at a constant opacity as it continues to flow downwind.

The Gaussian plume model applies only to point sources. Various methods
have been developed for applying it to area sources [7, 8].

6.4 PLUME RISE

Figure 6.3 shows the plume rising a distance A#, called the plume rise, above the top
of the stack before leveling out. Most of us have observed that the visible plumes from
power plants, factories, and smokestacks tend to rise and then become horizontal,
as sketched in Fig. 6.3. ’

Plumes rise buoyantly because they are hotter than the surrounding air and
also because they exit the stack with a vertical velocity that carries them upward.
They stop rising because, as they mix with the surrounding air, they lose velocity
and cool by mixing. Finally, they level off when they come to the same temperature
as the atmosphere.
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We employ plume rise calculations to estimate the value of Ah and hence
of H to use in Gaussian plume and other more complex pollutant-concentration
calculations. Holland’s formula for plume rise is

V.D

u

Ah =

(6.35)

(1.5 +2.68 x 10"3PD(TJ——@>

s
where Ah = plume rise in m

Vs = stack exit velocity in m/s

D = stack diameter in m

u = wind speed in m/s

P = pressure in millibars

T, = stack gas temperature in K

T, = atmospheric temperature in K

Example 6.9. Estimate the plume rise for a 3-m diameter stack whose exit gas has a
velocity of 20 m/s when the wind velocity is 2 m/s, the pressure is 1 atm, and the stack
and surrounding temperatures are 100°C and 15°C (373 and 288 K), respectively.

_20x3 (1 8. 2.68 x 1073 x 1013 x 3 x (373 — 288)

Ah
2 373

) =10lm =

Equation (6.35) is a dimensional equation, which is only correct for the di-
mensions shown; the other formulas in this chapter are all correct for any consistent
set of dimensions. This formula is frequently corrected for atmospheric stability by
multiplying the result by 1.1 or 1.2 for A and B stability or 0.8 or 0.9 for D, E, or
F stability. Although this formula has some theoretical basis, it is not universally
applicable. All plume rise formulas work well for some cases, but none seems to
handle all cases. For plume rise calculations involved in important decisions, e.g.,
to permit or not permit the location of a new facility at a specific location, consult
the monograph by Briggs [10].

6.5 LONG-TERM AVERAGE USES OF GAUSSIAN PLUME MODELS

The Gaussian plume formulas in this chapter allow one to estimate the concentration
at a receptor point due to a single emission source for a specific meteorology. In this
form they-are frequently used to estimate maximum concentrations to be expected
from single isolated sources. For instance, can a large single point source (e.g., a
power plant or smelter) legally be placed in a given location? By how much must
emissions from an existing source be reduced to meet some applicable standard?
Gaussian plume models are also applied to estimate multisource urban con-
centrations. The procedure is the same as in Example 6.2, using Gaussian plume
calculations to determine the receptor concentration at various locations for each of
the point and area sources in the city for each meteorological condition. In one typical
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model of this type (the Implementation Planning Program, or IPP), the summation
in Eq. (6.8) is written as

Annual average

concentration == Z Z Z Z (frequency - ¢)  (6.36)

at a point all 16 wind 5 wind 6 stability
sources directions speeds categories
where frequency is the frequency of occurrence of a specific wind speed, wind
direction, and stability category combination, and c is the concentration expected at
a specific location from one specific source for that meteorology calculated by the
Gaussian plume method [11].

In these models the area sources (autos, homes, small businesses) are repre-
sented by equivalent point sources, each of which represents the emissions from
some small area of the region being modeled. Such programs require large amounts
of input information and consume large amounts of computer time. But in principle
they are no more complex than Example 6.2 of this chapter, using the concentration
calculation method in Example 6.8.

6.6 POLLUTANT CREATION AND DECAY IN THE ATMOSPHERE

All of the preceding parts of this chapter have dealt with pollutants that are assumed
to remain in the atmosphere forever. No pollutant really behaves that way; all pol-
lutants have natural removal mechanisms. However, for pollutants like suspended
mineral particles or carbon monoxide, it is a satisfactory approximation, because
their removal rates are slow enough to ignore in most urban areas.

In contrast, sulfur dioxide, hydrocarbons, nitrogen oxides, and oxidants all
undergo reactions in the atmosphere, and their reaction times may be comparable to
travel times across a city. For these pollutants the simple box and Gaussian plume
methods, as presented so far, predict values much higher than the observed values.
They are generally modified as shown below.

Many of the early workers in Gaussian plume calculations were interested
in radioactive contaminants. These contaminants convert spontaneously to other,
frequently less radioactive materials. The rate of disappearance is given by the rate
law for first-order decay,

d t
—(m = —k(amount) (6.37)
dt :
which integrates readily to
A t
(Avonnl) __ _ eep(—ke) (6.38)

(Original amount)

where k is the rate constant for decay, which has the dimension (1/time). For nuclear
decays, k for any reaction is an ynvarying constant, independent of temperature,
other chemicals present, etc. If one evaluates the time for one-half of the material
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present to disappear, one finds that

In2 0.693 ’
hy = X = X (6.39)
This time for one-half to disappear is called the half-life and is one convenient way
to discuss such decays.
If we consider the Gaussian puff formula, Eq. (6.22), and assume that the
material emitted is a radioactive material with a half-life of ¢,,, then we can say that
the concentration at any point shown by Eq. (6.22) should be multiplied by a decay

factor,

t —0.693
Decay factor = exp (—0.693——) = exp <——{) (6.40)
L2 Uty

Example 6.10. A nuclear reactor accident releases a cloud that contains iodine-133,
which has a half-life of 22 h. We have calculated the concentration-time behavior
at every point using Eq. (6.22), which assumes that the material does not decay in
the atmosphere. Now we wish to include the effect of decay. What is the expected
decay factor at a point 10 km downwind if the wind velocity is 1 m/s?

(—0.693) (10 km) (1000 m/km)

5 _ =0.916
ecay factor = exp (1 m/s)(22 h)(3600 s/h)

Thus, the values previously calculated at this distance downwind should all be mul-
tiplied by 0.916. [ |

The first-order decay law is a very accurate representation of nuclear decays,
so for the nuclear release in Example 6.10 this correction to the much less accurate
Gaussian plume calculation should be quite reliable. A much less reliable application
of the same formula is frequently made for air pollutants like SO,. For example,
many workers have applied Gaussian plume formulations for SO, multiplying the
resulting computed concentration by a decay factor from Eq. (6.40), using a half-
life of 1 to 10 hours—typically 3 hours. The processes for removal of SO, from
the atmosphere are much more complex and variable than nuclear decays, so this
approach can only be considered an approximation of what happens in nature. (The
SO, decay rate depends on temperature, light intensity, humidity, the presence of
other particles, and the ozone concentration; nuclear decays depend on none of these.)
While nuclear decays generally produce harmless materials, SO, decay produces fine
sulfate particles, which are part of a different air pollution problem from the SO,
problem.

For photochemical oxidants, which are formed in the atmosphere from hydro-
carbons and nitrogen oxides, no chemical formulation as simple as the decay factor in
Eq. (6.40) seems useful. Most photochemical oxidant models use predictive schemes
with 10 to 30 simultaneous reactions in the atmosphere. The typical course of such
reactions is shown in Fig. 1.2; the reaction times are indeed comparable to transport
times in urban areas.



146  AIR POLLUTION CONTROL ENGINEERING

Figure 6.9 shows that, according to the standard Gaussian plume assumptions,
raising the point of emissions (increasing H) lowers the ground-level concentration
near the source and does not increase the ground-level concentration at any down-
wind point. However, much of the removal of pollutants occurs at the ground surface,
where the pollutants interact with or are deposited on the ground, vegation, etc. The
amount deposited is more or less proportional to the local ground-level concentra-
tion. Raising the point of emission lowers the concentrations near the emission point,
reduces this removal, and leads to increased concentrations far downwind. This is
certainly correct in theory, and probably correct in practice, but hard to measure.

6.7 MULTIPLE CELL MODELS

No one has yet suggested any reasonable way of incorporating the kind of complex
simultaneous reaction rate expressions that describe the reaction progress shown in
Fig. 1.2 into a Gaussian plume model. Currently, the most widely used approach to
such problems is the multiple cell model, e.g., the Urban Airshed Model, or UAM
[12, 13], for which the airspace over a city or region is divided into multiple cells,
as shown in Fig. 6.10. Each cell is treated separately from the others. (This type of
model is mostly used for ozone, but could be used for other secondary pollutants
produced in the atmosphere.)

y

\

/\
AUV

Wind velocity u

FIGURE 6.10
Division of the airspace over a city into cells for the Urban Airshed Model (UAM).
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In the UAM model the division in the x and y directions has uniform grid
sizes, normally 2 to 5 km each way for the whole city. In the vertical direction
there are normally four or six layers, half below the mixing height and half above.
The boundaries of these move up and down with the variation of the mixing height
over the day, and from location to location within the city. In Fig. 6.10 there are
5 x 4 x 4 = 80 cells. For a large city with 2 km grid spacing there can be thousands
of cells.

All of the terms in Eq. (6.1) are retained for each cell. A model simulation for
a city and some time period begins with an assumed initial distribution of pollutants
and pollutant precursors in all of the cells. Then for a time step of typically 3 to
6 minutes, the program calculates the change in concentration of the pollutant of
interest and its precursors in each of the cells by numerically integrating Eq. (6.1).
This computation requires data or an estimating procedure for the wind velocity
and direction at the center of each cell (to calculate the flows in and out across
the boundaries) plus emissions estimates for each of the ground-level cells, plus a
subprogram to compute the chemical transformations during the time step in any
cell, plus a subprogram for deposition of the pollutant from the ground-level cells.
Rather than try to solve for all of the terms in Eq. (6.1) simultaneously, UAM first
computes the changes in concentration due to flows with the winds across the cell
boundaries, using the concentrations from the end of the previous time step, and then
computes the changes due to chemical reactions in the cell. The results of these two
steps are added to estimate the concentration in each cell at the end of the time step.

To simulate a day or a few days in an urban area, this model requires a complete
history of the wind pattern, solar inputs, and emissions. If these data are not available,
the program has ways of estimating them. A common procedure is to choose a day on
which the measured pollutant (usually ozone) concentration was the maximum for
the past year or past few years. The model is run using the historical record of the wind
speeds and directions, solar inputs, and estimated emissions for that day. The model’s
adjustable parameters are modified until the calculated concentrations match well
with the observed ambient concentrations for that day. Then the model is rerun with
different emission rates or distributions, corresponding to proposed or anticipated
future situations, and the meteorology for that day. In this way the model performs
a prediction of the worst day situation under the proposed future emission pattern.

Many air pollution research meteorologists believe that multiple cell models
are the only models that show promise for being able to give useful guidance on the
photochemical oxidant problems in places like Los Angeles. There, for example, the
highest ozone concentrations regularly occur in places like Riverside, on summer
afternoons, six or seven hours after the oxidant precursors were emitted 30 miles to
the west. However, this type of model has not yet found much use for areas with less
difficult problems, or for pollutants that do not change rapidly in the atmosphere
(e.g., SO), because of its enormous requirements for data that are rarely available
and its enormous appetite for computer time and modeler effort. This kind of model
and the other models used for ozone were reviewed by Seinfeld [14].
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6.8 RECEPTOR-ORIENTED AND SOURCE-ORIENTED AIR
POLLUTION MODELS

The types of models in the previous parts of this chapter are called source-oriented
models. In them one uses best estimates of the emission rates from various sources
and of the meteorology to estimate the concentration of various pollutants at various
downwind points. If one had perfect information about the emission rates and the
meteorology as well as perfect models, these models should be totally accurate. But
since our data and models are imperfect, our predictions are not nearly as accurate
as we would like.

An alternative approach to air pollution modeling is called receptor-oriented
modeling. In this approach one examines the pollutants collected at one or more mon-
itoring sites, and from a detailed analysis of what is collected attempts to determine
which sources contributed to the concentration at that receptor.

If the pollutant of interest is chemically uniform (e.g., CO, O3, SO;), then
there is no way to distinguish between sources. But if the pollutant is particulate
matter (either TSP, PMo, or PM,s) that consists of a wide variety of chemical
species, then by analyzing the chemical composition one can make some inferences
about the sources. The result of such an analysis is called a source apportionment
or chemical mass balance [15-18]. It normally says that of the particulates found
at monitor #1, x percent are due to source #1, y percent due to source #2, z percent
due to source #3, etc.

For example, clays are mostly complex compounds of aluminum and silicon.
If there are no other nearby sources of aluminum and silicon compounds, and anal-
ysis of the particulate filters shows that most of the particulates are compounds of
aluminum and silicon with the same elemental ratios as those in the clay component
of the local dirt roads, then it is a fair assumption that road dust is the major con-
tributor to the particulates at that location. Fortunately it is possible to determine the
ratios of metallic elements in the emissions from many sources, €.g., steel plants,
electric generating plants, pulp mills, etc. It is relatively easy and relatively cheap to
analyze the particulate matter on a monitoring filter for metallic elements (normally
by atomic absorption spectroscopy), so with this method one can make source ap-
portionments for particles at various sampler locations at prices that are significant,
but not exorbitant.

One can do the same with hydrocarbons, which are a family of compounds,
rather than one uniform chemical species (Chapter 10). The distribution of species
within this family depends on the emission source, e.g., oil refineries, evaporative
losses in fuel transfers, tailpipe emissions of autos. Thus this approach can be used to
estimate which of those (or other) sources contributed to the observed hydrocarbons
at a given sampling site [19, 20]. One might also do source apportionment with
isotope ratios of sulfur in SO,, which are different for coals and sulfide ores, but that
is not being done regularly. To date this method has been applied mostly to particles,
occasionally to hydrocarbons.

If we had perfect knowledge of sources, meteorology, and the like, the source
apportionment calculated from a receptor-oriented model should agree with the
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source apportionment we would calculate from a source-oriented model for the same
time and place. Often they disagree significantly. When this happens, we tend to
believe the receptor-oriented model more than the source-oriented model, because
we have more confidence in the chemical distribution data than we have in the
emission and meteorological data.

Source-oriented models can be used to estimate the effects of proposed new
sources, for example, in the permitting process for new sources. Receptor-oriented
models cannot be used this way. They are mostly used to test the estimates made
by source-oriented models, and simultaneously to test the accuracy of the emissions
estimates that are used in those models.

6.9 OTHER TOPICS

This short chapter has discussed the fundamental ideas of air pollution concentration
models that will be considered by a local air pollution control official or air pollution
control engineer of a company. Several other pertinent topics can be found in books
on air pollution meteorology and are also discussed in the following subsections.

6.9.1 Building Wakes

A plume may get sucked into the low-pressure wake behind a building, leading to a
high local concentration. Figure 6.11 on page 150 shows a dramatic example of this
effect. This wake is caused by the wind flow over the building and is analogous to
the low-pressure wake behind a rapidly moving truck or auto. (Stock car racing fans
know that the winner of the race is the one who enters the final lap in second place.
That driver uses the low-pressure wake behind the first car to “slingshot” past the
first car just before the finish.) An ample literature exists on trapping of emissions
in building wakes [8, 21]. The simple rule of thumb for avoiding this problem is to
make the stack height at least 2.5 times the height of the tallest nearby building.

6.9.2 Aerodynamic Downwash

If one inserts an open framework like a TV tower into a plume, the tower will not
disturb the air flow much, so we would expect the Gaussian plume equations to
work well downstream of the tower. If one inserts a mountain into a plume, it will
disturb the air flow a great deal; and we would not expect the simple Gaussian plume
equations to work well for flow either toward it or directly downstream of it. Figure
6.12 on page 151 shows how a mountain can make a plume behave differently from
what one would predict from the Gaussian plume equations.

The aerodynamic downwash shown in Fig. 6.12 is a major problem for any
facility located near a mountain. At the moment shown in this figure, the ground-level
concentrations from that stack were certainly many times what would be calculated
with the simple (flat world) Gaussian plume equations.

After many years of effort we still do not have a good method for predicting the
concentrations to be expected on the sides of such a mountain. By U.S. air pollution
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FIGURE 6.11
The plume from a smoke bomb being captured in the low-pressure wake behind a building. (Courtesy of
Professor J. E. Martin, University of Michigan, Ann Arbor, MI.)

law, which regulates the pollutant concentration anywhere at the ground-air interface,
concentrations on the upwind side of such mountains often decide whether a plant
may be located in a nearby valley or not.

6.9.3 Transport Distances

The models shown in this text and the experiments to verify them are mostly for
distances less than 20 km. In the acid rain problem the transport distances are hun-
dreds of kilometers. Work on developing the corresponding models for the acid rain
problem has shown that these models do not predict accurately, nor do any oth-
ers. Long-distance transport models are currently a principal research topic in air
pollution modeling.

6.9.4 Initial Dispersion

Very close to the pollutant source, the standard Gaussian plume approach produces
calculated concentrations significantly higher than those observed experimentally.
The reason is that with Gaussian plume equations all the pollutants are emitted from
apoint,atx = y = (z— H) = 0. Real sources always are larger than a point, e.g., the
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FIGURE 6.12

Wind flowing over the 455-m hill toward the ~200-m stacks of a power plant has a strong enough downward
component to carry the plume down, leading to high ground-level concentrations [22]. (Courtesy of the Air
and Waste Management Association and Professor M. M. Millan.)

area perpendicular to flow of a chimney. Often in safety analyses we are concerned
with maximum concentrations very close to buildings and with emissions through
windows, doors, or explosion relief panels. In these studies we use the Gaussian
plume method (often the three-dimensional Gaussian puff equation) but take the
initial value of the os equal to the dimension of the opening. If we add that value
to the value computed from Fig. 6.7 or 6.8, we see that very near the source the
values of the s are close to those of the opening, but at long distances they become
practically the same as those read from Fig. 6.7 or 6.8.

6.9.5 EPA-Recommended Models

The U.S. EPA has developed a variety of air pollution models. Most of these can
be downloaded from the EPA web site, along with manuals for their use. Their
guidance on which model to use for a given situation (40CFR51, Appendix W) is
99 pages long. Some state regulations require the use of these EPA-recommended
models (or their equivalent) in permit-application modeling. The current “top of the
line” EPA single-source model, ISC3, includes building wakes, a variety of plume
models, ground deposition, and many other refinements on the basic models shown
here. Some meteorological consultants sell their versions of these models, in which
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they have modified the input procedures to make them more user-friendly without
changing their structure or calculated results.

6.10 SUMMARY

1.

Pollutant concentration models are based on known emission rates and meteo-
rology. These models play a crucial role in the Air Quality Management type of
air pollution control strategy currently used in the United States and much of the
rest of the world.

Fixed-box models are the simplest pollution concentration models for cities,
but they have severe drawbacks. They are easily understood and used, but their
numerical predictions, while qualitatively correct, are not of much quantitative
use.

Gaussian plume models are widely used for point sources. They rest on severe
simplifying assumptions but have been reasonably successful in predicting ex-
perimental results for single, elevated point sources.

Multiple cell models demand vast amounts of input data and computer time, but
they are considered by many experts to be the only models likely to be successful
for photochemical pollutants.

All of the models discussed here are great simplifications of the real behavior of
nature. The Gaussian plume models work reasonably well in flat terrain when
the instantaneous meteorology is simple. They do not work well in mountainous
country, nor for long distances, nor at times when the meteorology is complex.
Receptor-oriented models are not predictive models like the source-oriented mod-
els described in this chapter. Rather, they are experimental source apportionment
methods. They are widely used, and are often called models.

Building wakes, local mountains, and other sources of air flow perturbations
complicate air pollution modeling.

PROBLEMS

See Common Units and Values for Problems and Examples, inside the back cover.

6.1. In the fixed-box model (see Fig. 6.1), we make many assumptions. The worst of these is #3,

that there is complete mixing in the upwind direction. Here, let us remove that assumption
but keep all the others. In this case the concentration will not be uniform across the city
but will vary with downwind distance x. Keeping all the other assumptions in that part of
the chapter unchanged, derive the equivalent of Eq. (6.7) for this case. Here ¢ will not be
a single value for the whole city but will be a function of x. We take x = 0 at the upwind
edge of the city. Your solution should show the value of ¢ not only at the downwind edge of
the city (x = L) but also at any point in the city (any L > x > 0).

6.2. Estimate the concentration of carbon monoxide at the downwind edge of a city. The city

may be considered to consist of three parallel strips, located perpendicular to the wind. For
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all of the strips the wind velocity u equals 3 m/s. The properties of each of the strips are
described in the following table:

Emission rate, Mixing height,

Name of strip Length,km g, g/s - km? H,m
Upwind suburbs 5 100 400
Downtown 2 500 500
Downwind suburbs 5 100 400

Assume that the fixed-box model applies to each of the strips. The background concentration
b in the air entering the upwind suburbs is 1 mg/m>.

For Eq. (6.29), show the simplifications that result in each of these cases:

(a) We are only interested in concentrations on the centerline of the plume, i.e., at y = 0,
z = H. Here assume that (z + H) is very large.

(b) We are only interested in concentrations at the same elevation as the plume centerline,
i.e., at z = H. Here assume that (z + H) is very large.

(c) We are only interested in concentrations directly below the plume centerline at ground
level,ie.,atz =0,y = 0.

(d) We are only interested in ground-level sources, i.e., H = 0.

Equation (6.22) is the Gaussian puff equation in the form with the K's. Show the form that
Eq. (6.22) takes if one substitutes in Egs. (6.24), (6.25), and (6.26), plus the corresponding
equation for K,. This is the form most often actually used.

Highways are normally modeled as a line source (as opposed to point or area sources). The

highway is aligned on the y axis, and the wind blows in the x direction. For ground-level

highways, H = 0. For elevated highways the effect of source height must be included in

the model.

(a) For a line source spreading is one-dimensional in the vertical direction. Show why. A
simple sketch and a few words will do.

(b) Show the equivalent of Eq. (6.29) for a line source. Assume that the emission rate is
given as Q/length, e.g., g/s - mile.

(c) Suggest what modification of your answer in (b) would be needed if the wind is not
blowing at a 90° angle to the highway.

A large, poorly controlled copper smelter has a stack 150 m high and a plume rise of
75 m. It is currently emitting 1000 g/s of SO,. Estimate the ground-level concentration of
SO, from this source at a distance 5 km directly downwind when the wind speed is 3 m/s
and the stability class is C.

The management of the smelter in Problem 6.6 has been informed that the concentration
calculated in that problem at that location and for those conditions is twice the allowable.
They propose to remedy this situation by installing a higher stack. How high must this stack
be so that the estimated concentration will be exactly one-half that in Problem 6.6? (The
plume rise is the same as in Problem 6.6.)

The Dogpatch Skunk Works emits 10 g/h of trimethylamine from a stack 10 m high with
zero plume rise. The lowest concentration of trimethylamine that the average human being
can detect is about 5 x 1077 g/m>. If the wind is blowing at 2 m/s on a totally overcast night,
what is the maximum distance in the exact downwind direction at which one can smell
the Dogpatch Skunk Works? (This concentration corresponds to 0.02 part per billion; it is



154

6.9.

6.10.

6.11.

6.12.

6.13.

6.14.

6.15.

6.16.

AIR POLLUTION CONTROL ENGINEERING

as low a concentration as humans can smell for any substance for which the human smell
threshold has been measured. Animals like bloodhounds can obviously smell much smaller
concentrations than this.)

A ground-level source (H = 0) is emitting pollutants at an unknown rate. At 1 km di-
rectly downwind of the source the measured ground-level concentration of the pollutant is
10 pg/m>. The stability category is A. Estimate the emission rate of this source.

For the smelter in Problem 6.6 what is the maximum calculated ground-level concentration,
and at what distance downwind does it occur?

In Problem 6.6 you computed the ground-level concentration under the plume centerline at

a distance 5 km directly downwind of the source for C stability.

(a) Now, for the same situation, calculate the concentration at the plume centerline (x .=
Skm,y =0,z = H).

(b) Also calculate the ground-level concentration 5 km downwind of the source and 500 m
to the side of the plume centerline (x = 5 km, y = 500 m, z = 0).

A plant is emitting 750 g/s of particulates. The stack height is 100 m and the plume rise is
50 m. The wind speed is 7 m/s and the stability category is C.

(a) What is the maximum estimated ground-level concentration?

(b) How far downwind does it occur?

If the ratio of (o,/0,) is constant, independent of x, then the maximum ground-level con-

centration, predicted by Eq. (6.31), will occur at the x for which o, = H/+/2.

(a) Show this by substituting 0, = «ao, (where « is a proportionality constant) into Eq.
(6.31), taking the derivative of ¢ with respect to o, setting that derivative equal to zero,
and solving for o,. '

(b) From Figs. 6.7 and 6.8 one can see that (0, /0,) is not really a constant. Check to see
how good an approximation this is by comparing the values of o, at the maxima for the
various values of H on Fig. 6.9 with o, = H/+/2. (You will find that this is an excellent
approximation for C stability because, as shown in Problem 6.16, (o, /0,) is practically
a constant for C stability. For the other stability categories it is a poorer approximation
because (o, /0,) is not as close to constant.)

The Kennecott Copper Corporation’s Magna Smelter (near Salt Lake City, Utah, before the
smelter renovation of the late 1970s) emitted approximately 300 tons/day of SO, from two
stacks. These may be approximated for calculational purposes as one stack with H = 300 m.
If that stack were located on a flat plain with no mountains nearby, then its behavior would
be reasonably well approximated by Eq. (6.29). Based on these assumptions, calculate the
maximum ground-level concentration for A stability and a wind speed of 3 m/s.

A stack with physical stack height + plume rise = 100 m is emitting 1000 g/s of SO,. The
stability category is C, the wind speed is 3 m/s, and the mixing height, L, is 500 m. Normally
one can smell SO, at any concentration equal to or greater than about 0.5 ppm. What is the
farthest downwind distance at which one could expect to be able to smell the SO, from this
stack at ground level? Here the true situation is that with the fluctuating air currents caused
by atmospheric turbulence one would smell it for some part of the time and not for others. For
this problem we will ignore that fact and make the standard Gaussian plume assumptions,
which indicate that the calculated concentrations are constant and nonfluctuating.

Figures 6.7 and 6.8 are useful for hand calculations and help one visualize the behavior of

the o's, but they are not useful for computer calculations. Martin [23] represents them by
oy = ax®®*  and o, =cx?+ f

where x is the downwind distance, expressed in km; the sigmas are in m; and a, ¢, d, and f
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are constants found in the following table:

x <1km x>1km

Stability

category a ¢ d f c d f
A 213 440.8 1.941 9.27 459.7  2.094 -9.6
B 156 106.6 1.149 33 108.2  1.098 2.0
C 104 61 0911 0 61 0911 0
D 68 332 0.725 —-1.7 445 0.516 —13.0
E 50.5 22.8 0.678 —1.3 554 0305 —34.0
F 34 1435 0.740 —0.35 62.6 0.180 —48.6

Check to see how well these equations reproduce the figures by computing o, and o, for the
stability category and downwind distance in Example 6.5, and comparing the results. (All of
the examples in this chapter and values in the Answers to Selected Problems for this chapter
were actually computed as shown in this problem. That does not change the calculated
values because the values here and in Figs. 6.7 and 6.8 are the same. But it removes the
uncertainty due to chart-reading inaccuracy.)

A highway carries 10 000 cars per hour (5000 per hour each way) at an average speed of
50 mi/hr. The emission factor for CO is 3.4 g CO/mi (this is only a fair approximation
for cars goung 50 mi/hr, but should be used for this problem). The wind is blowing at a
velocity of 1 m/s at right angles to the highway. Assume the emissions from the autos occur
at ground level and all at the centerline of the highway. The stability category is C. Estimate
the concentration of CO 200 m downwind of the centerline of the highway. Assume that the
concentration upwind of the highway is zero.

The Huntington Canyon Power Plant of the Utah Power and Light Company releases its
exhaust gases through a stack with an inside diameter of 22 ft at a velocity of 80 ft/s and a
temperature of 254°F. The plant site is at 6400 ft and the stack is 600 ft high, so the point
of release is about 7000 ft above sea level. At this elevation, the average pressure is 790 mb
and the annual average temperature about 5S0°F. What is the estimated plume rise for wind
velocities of 1, 3, 10, and 30 m/s?

The Huntington Canyon Power Plant (see Problem 6.18) has installed a wet scrubber that
reduces the stack gas temperature from 254°F to 120°F. The stack diameter, pressure, and
exhaust velocity are unchanged from Problem 6.18. Repeat Problem 6.18 for this revised
stack temperature.

It is estimated that a burning dump emits 3 g/s of NOy. What is the concentration of NOy
directly downwind from this source at distances of 0.5, 1, 3, and 5 km on an overcast night
with a wind speed of 7 m/s? Assume the dump to be a ground-level point source with no
plume rise.

The owner of the dump in Problem 6.20 suggests things would be much better if a 20-m
stack were erected on the dump; it could then be considered a point source at an elevation
of 20 m. Repeat Problem 6.20 for this condition. Is the owner right?

Problems 6.20 and 6.21 deal only with the concentration directly downwind of the source. For
each of them, now sketch (using appropriate numerical values) the concentration-distance
plot in the crosswind direction at a distance 1 km downwind from the source.

In Fig. 6.9, check whether the long distance lines were indeed made up from Eq. (6.33) by
calculating the value of cu/Q for C stability, a mixing height of 300 m, and a downwind
distance of 100 km and then comparing the calculated result with that shown on Fig. 6.9.
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In Problem 6.6, what is the maximum downwind distance at which the ground level con-
centration, directly under the plume centerline, is greater than or equal to 30 pg/m?,

(a) If the mixing height L = 1000 m?

(b) If the mixing height L is infinite?

A power plant is emitting its stack gas from a 50-m high stack. For its conditions the plume
rise is given by

200 m?/s

u

Plume rise =

where u is the wind speed. The stability category is C. At what wind speed will the maximum

calculated ground-level concentration occur? (Hint: This requires a trial-and-error solution.

If you use Fig. 6.9, it is fairly easy.)

A power plant emits 100 g/s of NO4 from a stack with physical stack height 100 m and

plume rise 150 m. The stability category is C and the wind speed 2 m/s.

(a) What is the estimated maximum ground-level concentration of NO, due to this source?

(b) How far downwind of the source does the maximum occur?

(c) If the wind speed is not necessarily fixed at 2 m/s but is taken as a variable, then there is
some wind speed that causes the highest estimated ground-level concentration of NOy.
What is that wind speed?

The maximum CO concentrations normally measured in downtown Salt Lake City (early
1990s) are about 35 000 pg/m?>. These values occur during strong inversions, for which we
may estimate the values of ¥ and H as 0.5 m/s and 100 m, respectively. The background
concentration for this situation is estimated to be 5000 pg/m>. The downtown area of Salt
Lake City may be approximated as a 3-km by 3-km square. Estimate the emission density
(g/s - m?) for CO for downtown Salt Lake City.

At the 1986 Chernobyl nuclear accident, there was a very large release of radioactivity in
a few minutes, followed by a slowly declining release rate over several months. The total
release is estimated to have been about 5 x 107 curies. The winds carried the released
materials all the way to Sweden, from which the first reports came that there had been a
nuclear accident in the USSR.

For the purposes of this problem assume that there was an instantaneous release
of 107 curies of radioactive gases (and fine particles, which are assumed to remain in the
atmosphere and not settle out). Then estimate the maximum ground-level concentration of
radioactive gases (curies/m>) when the radioactive cloud from the accident got to Sweden.
Make the following assumptions:

. Ignore decay of the radioactive gases (i.e., assume their half-lives were infinite).
. Assume the distance between Chernobyl and Sweden is 1000 km.

. Assume that the wind speed was 3 m/s and the stability class C.

. Assume that the mixing height was 2000 m.

Vi B W N -

. Assume that mixing in the x direction (up and down the direction of the wind) has the
same intensity as mixing in the y (crosswind) direction.

A terrorist releases 1000 g of nerve gas as a single instantaneous emission at ground level
atpoint x = y = z = 0, at time ¢t = 0. The wind speed is 3 m/s and the stability class is
C and the mixing height, L, is 2000 m. Estimate the maximum instantaneous value of the
nerve gas concentration that would be observed at a point 5 km directly downwind of the
emission point (x = Skm, y = z = 0).
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Figure 6.6 shows one-, two-, and three-dimensional spreading of a dye into stationary pieces

of blotting paper.

(a) Sketch the equivalent plots for the following situation: a wide, shallow river is flowing
steadily in a straight channel with constant, rectangular cross section. We release a small
amount of dye into the river, halfway from side to side and halfway from top to bottom.
Show the evolution of the dye cloud as it flows downstream with the river.

(b) How many dimensions is the initial spreading? How many dimensions is the spreading
far downstream?

(c) Is there a corresponding air pollution problem? Discuss!

A smelter is located near an airport. The smelter stack is 300 m high and has a plume rise of

100 m. It is emitting 5000 g/s of SO,. Assume that the stability class is always C, and that

the wind speed is always 3 m/s.

The flight path for the airport is perpendicular to the plume and 5 km downwind of

the smelter. The airport safety office has determined that it is unsafe for planes to go through
any portion of the plume that has an average SO, concentration higher than 500 pg/m?.
They have also decided that flying under the plume is unsafe, so the planes must always fly
over it. What is the minimum altitude at which they can fly under these circumstances and
not be exposed to SO, concentrations > 500 pg/m>?
In Problem 6.31 a light plane flies through the plume, 5 km downwind from the smelter,
perpendicular to the plume axis, at an elevation exactly equal to that of the plume centerline.
The plane’s speed is 100 mi/h = 44.7 m/s. The cabin ventilation system replaces the air in
the cabin with outside air at a steady rate of 10 air changes per hour. The air in the cabin is
perfectly mixed at all times. What is the maximum SO, concentration expected in the plane’s
cabin? Ignore the fact that the concentrations calculated by the Gaussian plume model are
averages for times longer than the time the plane spends in the plume. (This problem has no
analytical solution; a numerical solution using a spreadsheet is recommended.) v
Although Gaussian plume models are widely called diffusion models in the meteorological
literature, the speed of dispersion of the pollutants is much faster than ever occurs by molec-
ular diffusion. To show that this is so, observe that the smallest value of either of the sigmas
on Figs. 6.7 and 6.8 is 2.2 m for o, at 0.1 km. Compute the value of K, corresponding to this
value, with the assumption that # = 1 m/s. Compare this to the typical gas-gas molecular
diffusivities of about 0.1 cm?/s.
In the text and in most air pollution modeling we treat point sources by Gaussian plume
modeling and area sources by box models or their equivalent. One way to improve box
models would be to continue to treat the emissions as if they were uniformly spread over
the surface [i.e., emission rate = ¢ in g/(mz- s) is a constant at an emission elevation of
zero over the entire surface of some city], but to have the horizontal and vertical dispersion
of the pollutants occur by turbulent mixing, the same as is assumed in the Gaussian plume
calculations.

Show the appropriate formula for doing this, based on the following assumptions:

1. The city is the rectangular city shown in Fig. 6.1.

2. The background concentration is zero (b = 0) and g = 0 for all values of downwind
distance less than zero (i.e., the upwind suburbs have no emissions, and the emissions
begin at the city’s upwind boundary).

3. The width of the city is practically infinite (W in Fig. 6.1 ~ infinity).

4. The height of the mixing layer is so large that it plays no role in the problem (H in Fig.
6.1 ~ infinity).

5. The wind is steady and blows in the direction shown in Fig. 6.1, with velocity u.
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6. Vertical and horizontal dispersion of pollutants occurs as in Gaussian plume modeling,
with o, and o, both increasing with increasing distance downwind and depending on
stability category, as shown in Figs. 6.7 and 6.8.

7. As in the box and standard Gaussian plume models, we want to know the steady-state
concentration at some point, in a situation in which nothing is changing with time.

8. You may show the formula either for ¢ as a function of (x, y, and z) or for ground level
only (z = 0).
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CHAPTER

7

GENERAL
IDEAS IN

AIR POLLUTION
CONTROL

In this chapter, we consider some general ideas that apply to all of the following
chapters.

7.1 ALTERNATIVES

If we have an air pollution problem there are three control options available.

7.1.1 Improve Dispersion

As discussed in Chapter 2, if the true dose-response curve has a threshold value,
then we can remedy the problem if we can improve the dispersion of our emis-
sions and thereby lower the concentrations to which people are exposed to less than
that threshold value. If our region regularly has pollutant concentrations above the
NAAQS, we can certainly use the dispersion methods discussed shortly to reduce
those concentrations. At present in the United States, this approach is strongly disap-
proved of for use by industry, but is widely used by local and regional governmental
air pollution control agencies.

160
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Fifty years ago this was the most widely used approach to pollution problems
(air or water). The motto of the pollution control engineer was “Dilution is the
solution to pollution.” Many municipalities had regulations requiring air pollution
sources to use tall stacks to dilute their pollutants before they came to ground. Most
municipalities dumped their sewage, untreated, into the nearest river, lake, or ocean,
counting on its dilution to render the sewage harmless, or at least to carry it away
from them. Some dumped their solid waste (garbage) there as well.

In a sparsely populated world dilution would still be an acceptable approach.
When the population density is 1 person/km?, people may dispose of their wastes
any way they like without causing any damage to their neighbors or causing long-
term environmental damage. But in a densely populated world it is not a satisfactory
approach. The next city downriver or downwind of us may not want to drink our
sewage, breathe our air pollutants, or have our garbage wash up on their shores. When
the population density is 29,000 persons/km2 (Manhattan), there must be strict rules
limiting how people dispose of their wastes just to prevent public health disasters.
In the first case dilution is probably the best solution; in the second it is simply not
acceptable.

For the past 20 years the thrust of U.S. environmental law regarding air pol-
lution, water pollution, and solid waste disposal has been to prevent the emission
of harmful effluents rather than to deal with them by dilution. Those who oppose
the dilution solution argue that dilution merely transfers the problem somewhere
else. Others argue that there are some effluents that we must emit (e.g., our human
breath is high in carbon dioxide and contains some carbon monoxide). We will min-
imize harm to others if we minimize the amount of these effluents that other people
breathe, drink, or eat. If the effluent materials have natural removal mechanisms in
the environment, so that they will not accumulate, then diluting or dispersing them
as a way to prevent them entering the bodies of other humans is still a prudent thing
to do. It should not be a substitute for emission reduction, but may supplement it—
treatment followed by dilution. Without entering further into that argument (which
has largely been taken over by Congress and the courts), we can indicate three logical
approaches to improving dispersion (dilution).

7.1.1.1 Tall stacks. Figure 6.9 shows that, for any one stability category, raising
the point of emission (increasing the value of H) lowers the calculated ground-level
concentrations for all points near the stack. For points far enough away for the plume
to be well mixed up to the mixing height (the right side of Fig. 6.9), the calculated
concentration becomes independent of the stack height. Thus if the assumptions
behind that plot were correct (see following paragraphs), then raising the height of
emissions would lower all nearby concentrations and not change the concentrations
at a distance.

Figure 7.1 on page 162 shows an example of the observed effectiveness of
this approach. The ground-level SO, concentrations at two measuring stations near
a large coal-fired power plant are shown before and after the effluent was switched
from five short stacks (83 to 133 m) into one tall stack (251 m). As the plot shows,
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FIGURE 7.1

Comparison of observed hourly sulfur dioxide concentrations at two monitoring stations near a coal-fired
power plant, before and after replacement of five short stacks (83 to 113 m) with one tall stack (251 m).
Station 11 is 5.3 km southeast of the plant and station 12 is 4.4 km north-northeast of the plant. (From Ref. 1.)

at all levels of frequency of occurrence the observed ground-level concentrations
were reduced. For example, at station 11, before the conversion, approximately 10
percent of the readings exceeded 0.05 ppm; after installation of the tall stack, only
about 3 percent of the readings exceeded this value.

These experimental results support the calculation in Fig. 6.9 that raising the
stack height lowers all ground-level concentrations near the plant. There is no com-
parable demonstration for long distances, and there are some grounds to believe that
raising the stack may increase the concentrations at long distances. The calculations
leading to Fig. 6.9 are based on the assumption that there is no natural removal of the
pollutant in question. That is obviously false; pollutants like SO, ultimately come to
the ground, mostly with rain or snow, partly by dry deposition. If the ground-level
concentration is higher near the stack, then the rate of removal by the ground will be
higher near the stack, and thus less pollutant will remain in the air to be transported
for long distances. Using a tall stack will certainly decrease all the ground-level
concentrations near the stack, but it may increase some concentrations far from the
stack.

This issue has been the subject of much debate in the acid-rain controversy.
Whether raising the points of emission significantly increases the concentration far
downwind is an open question. There is no question that if raising the emission
point is used as a substitute for reducing the emissions, then the concentrations
far downwind will be increased compared to those that would be observed if the
emissions were reduced.
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7.1.1.2 Intermittent control schemes. At certain times of the year (or times of
the day) emissions are more likely to come to ground in high concentrations and in
populated areas than at other times. Intermittent control schemes attempt to reduce
emissions then, allowing emissions to return to normal rates at other, less critical
times. In most cases, the short-term emission reduction is brought about by a plant
shutdown, fuel switching, or production curtailment during the period of control.

Intermittent control schemes are predictive, or observational, or combined
predictive-observational. Predictive schemes are based on the knowledge that the
atmospheric conditions likely to call for an emission reduction occur regularly and
can be predicted with (some) accuracy. Frequently, the damaging situation is caused
by a morning inversion breakup fumigation (Chapter 5) in which the pollutants that
cause the NAAQS violation are emitted several hours before the violation occurs.
For emission reduction to be effective in this case, it is necessary to curtail emissions
several hours before the predicted violation.

The most famous, and apparently the first documented, predictive intermit-
tent control scheme was instituted in 1941 at the lead-zinc smelter at Trail, British
Columbia. This smelter is located in a narrow portion of the Columbia River valley,
seven miles north of the Canada—United States border. During nighttime, emissions
carried by downvalley air flow passed over agricultural lands on the United States
side of the border; during morning inversion breakup, these emissions were brought
to ground level, causing crop damage to orchards. This situation led to the formation
of an international arbitration tribunal to award monetary damages. The tribunal in-
stituted a study that ultimately led to the adoption of an intermittent control scheme
to minimize crop damage [2]. It considered the following variables: growing and
nongrowing season, wind direction, turbulence intensity, and time of day. Regula-
tions required most stringent controls for the period from 3 AM. to three hours after
sunrise during the growing season; this is the time when turbulence is low and winds
cause downvalley flow.

An entirely analogous predictive control scheme is that of the Paradise, Ken-
tucky, steam-power complex of the Tennessee Valley Authority [3]. When meteo-
rological conditions predict that the dispersion of the plant’s plume will be severely
restricted, threatening a violation of an NAAQS, the plant’s power output (and thus
fuel consumption and pollutant emission rate) is reduced several hours before the
infraction is predicted to occur.

In an observational intermittent control scheme, emissions are promptly cur-
tailed when an air quality sensor or network of sensors indicates that air quality
is deteriorating unacceptably. This approach has limited application in many situ-
ations, particularly in circumstances where the emissions do not affect the sensor
until hours after they have been emitted. A great many sensors are required if all
areas in the vicinity of the emission source are to be protected. The observational
scheme is most useful when it supplements a predictive scheme. It can then serve as
a fail-safe backup for the predictive scheme.

In addition to the predictive part just described, the Trail, BC, intermittent
control procedure also provided for continuous monitoring of SO, at an agricultural
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location in the United States and for curtailment of emissions whenever this monitor
showed a continued high value [2]. Similarly, the scheme for the ASARCO smelter
at El Paso, Texas, contains both predictive and observational components [4]. Ap-
parently, the same kind of control, on a less formal basis, was practiced in the smelter
industry as early as the 1920s [5].

Many western mountain communities that have large numbers of homes heated
with wood stoves have instituted intermittent control systems. When the measured
concentration of PM( exceeds some value, a public notice is made (blowing a siren,
etc.) that requires all wood-burning appliances be shut off promptly. This is a totally
observational intermittent control system. Many cities have regulations curtailing
certain activities during times of observed poor air quality.

The current U.S. federal regulations requiring oxygenated motor fuels in winter
months are a wider-scale version of intermittent controls. High CO concentrations are
observed in many U.S. cities, but generally only in the winter months. Oxygenated
motor fuels reduce motor vehicle CO emissions. For that reason current U.S. federal
regulations require the use of oxygenated fuels, but only during that part of the year
in which high ambient CO concentrations are expected.

In all of these cases, the intermittent control operates in addition to controls
that reduce emissions all the time. They are “dilution solutions” in that they take
advantage of the greater dispersive capacity of the atmosphere during times when
the extra, intermittent control is not applied. .

7.1.1.3 Relocate the plant. It is hard to move an existing plant, but a new plant
can be located where its emissions will have their greatest impact in nonpopulated
areas. This reasoning is the basis for most industrial zoning and land-use planning
regulations. When society first instituted those regulations we assumed that we could
not have, for example, a slaughterhouse that didn’t stink. So we tried to put the
slaughterhouse away from residential areas, and generally downwind. (The zoning
generally let poor people live near the slaughterhouse, but not the rich.) Now we
believe that we can make any plant odorless, and hence a good neighbor, so we are
rethinking this idea. But if, for example, a region has a severe current problem with
some pollutant, we will generally not allow a new source of that pollutant to locate in
that region, even if it has the best available controls, because even a well-controlled
new source could add to the current problem. Instead we will try to locate the plant
where any problem with that pollutant is less severe.

This siting decision may bring us into conflict with the Prevention of Significant
Deterioration regulations (Chapter 3). Nonetheless, if one wished to build a new coal-
fired power plant in the United States, one would not waste time trying to get the
air pollution permits to build it in or near a major city. Instead, one would look for
an area away from major population centers and then promise to install the most
stringent currently available control methods in order to get the necessary permits.

Although improving dispersion (the dilution solution) is not allowed as a sub-
stitute for industrial emission reduction, it still plays a major role in U.S. air pollution
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control regulations, mostly in terms of intermittent control schemes that ban some
activities in times of poor dispersion, and in terms of siting criteria that prevent the
location of new emitting facilities in regions with severe air quality problems.

7.1.2 Reduce Emissions by Process Change, Pollution Prevention

There are many historical examples in which the most economical air pollution
control solution was to modify the process to reduce the emissions. For example,
when factories that applied large quantities of paint to the goods they produce (e.g.,
automobiles, refrigerators) were required to limit the emission of hydrocarbon sol-
vents (paint thinners), some found that they could substitute water-based paints for
some of their oil-based paints and greatly reduce their hydrocarbon emissions prob-
lem. Some copper smelters have replaced reverberatory furnaces, which produce
high-volume, low-concentration SO, waste gases, with other smelting processes
that produce lower-volume, higher-concentration SO, waste gases. The latter still
require downstream treatment, but they are much easier and more economical to
treat than the dilute waste gases from reverberatory furnaces. Open burning of mu-
nicipal or industrial waste is normally smoky and sooty. Most air pollution control
districts now require that such burning be carried out in closed incinerators, which
have much better fuel-air mixing, fuel predrying, and heat conservation than open
burning. The resulting emissions are much less than from open burning of similar
wastes. :

~ Process modification to reduce emissions is wider than one might think. One of
the major reasons for installing basic oxygen process (BOP) steelmaking furnaces
is that the emissions are more concentrated and thus easier to control than those
from the open-hearth furnaces they replace. Most countries are forcing the owners
of mercury-cell chlorine-caustic plants to switch to diaphragm-cell plants because
of the toxicity of mercury. Most uses of asbestos have been banned in industrial
countries, and replacements found, because of the toxicity of asbestos.

Switching fuels is also a process change to reduce emissions. The biggest
improvement in air pollutant concentrations in most cities of the United States and
Western Europe came about when coal was replaced by natural gas as a home and
business heating fuel. Switching vehicles from gasoline to compressed natural gas,
propane, or ethanol greatly reduces the vehicles’ air pollutant emissions. Adding
oxygenated compounds to motor fuels (typically about 2 weight percent oxygen)
lowers CO emissions significantly. Requiring the use of low-sulfur fuels reduces
sulfur dioxide emissions. These are all variants on the theme of process change to
reduce emissions.

Getting people-to carpool, to ride buses or bicycles, or to walk to work is a form
of process change. If the process is “get people from home to work,” then changing
from the one-passenger auto to any of these alternatives is a process change that
reduces emissions from the process. Replacing low-efficiency incandescent lights
with higher-efficiency fluorescent lights is a process change that reduces emissions.
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The process is “provide some amount of light”; fluorescent lamps require less elec-
tricity for the same amount of light, so less fuel is burned in power plants, and hence
less air pollutants are emitted at the plant that produces the electricity. Any process
change in any industry that reduces the consumption of fuels or other raw materials
reduces air pollutant emissions, because the production, distribution, and use of raw
materials and fuels all produce air pollutant emissions.

In current U.S. environmental law there is a major effort to prevent pollution
rather than control it [6]. The goal of this effort, mostly directed at solid and hazardous
waste, is never to produce such waste. The provisions of the RCRA and CERCLA
acts that make it impossible for the producer of a hazardous waste ever to escape
legal liability for its future misuse are strong incentives not ever to produce it.* The
same pollution prevention idea applies to air pollution, although currently not as
vigorously as for solid or liquid wastes.

7.1.3 Use a Downstream Pollution Control Device

A downstream pollution control device (often called a tailpipe or end-of-the-pipe
control device) accepts a contaminated gas stream and treats it to remove or destroy
enough of the contaminant to make the stream acceptable for discharge into the
ambient air. Most of the rest of this book is about such devices. Many people think
only of them when they think about air pollution control because they are widely
applied and important. However, they appear third in this list of alternatives, because
a prudent engineer will always first examine the previous two options to see if they
are more practical and economical than a downstream control device. In the current
regulatory climate, the air pollution control engineer will receive more credit for
devising a process change that prevents the formation of the pollutant, than for
designing an excellent device to control it once it is formed.

These three approaches need not be applied separately. In its 1977 renovation of
its Magna smelter, the Kennecott Copper Corporation used a tall stack for improved
dispersion, intermittent controls for dealing with particularly difficult weather sit-
uations (strong south winds, blowing over the mountains just to the south of their
smelter, produced strong downdrafts that would bring their plume to ground with
little dilution [see Section 6.9.2]), process changes to concentrate the off-gas, and
downstream controls to collect the sulfur oxides in the off-gas. They selected this
combination because they believed that no one of the options, applied singly, would
have been adequate to meet the applicable NAAQS.

7.2 RESOURCE RECOVERY

If the pollutant is a valuable material or a fuel, it may be more economical to collect
and use it than to discard it. Generally, reclamation is only possible if the concentra-

*RCRA (pronounced “reck-ra”) stands for Resource Conservation and Recovery Act, and CERCLA
stands for Comprehensive Environmental Response, Compensation, and Liabilities Act.
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tion is high enough in the waste stream. This is frequently an incentive to modify the
process to increase the concentration by decreasing the flow of waste gas. A clear
example of this is SO,, which can be reacted with oxygen over a vanadium catalyst
to produce sulfur trioxide (SOs). The latter, dissolved in water, forms sulfuric acid
(H,S04), a marketable product. (Its principal use is for the production of phosphate
fertilizer; its price fluctuates with the demand for phosphate fertilizer. It has many
other uses, e.g., battery acid or as a permitted food additive; see Problem 14.10.)

Those who have studied the economics of using this method to limit SO,
emissions (see Chapter 11) have generally concluded that it is economically prudent
to do so (i.e., the sulfuric acid sales will pay for the sulfuric acid plant) if the
concentration of SO, in the waste stream is 4 percent by volume or greater. Hence
smelters that extract metals from sulfide ores (copper, lead, zinc, molybdenum,
nickel, and some others) can economically use this recovery process if they have a
nearby market for the acid, but coal-fired electric power plants cannot because the
SO, content of their waste gases is normally about 0.1 percent.

Other examples of resource recovery in air pollution control are the use of cat-
alytic cracker regenerator off-gas and blast-furnace gas. Both of these waste streams
generally contain enough CO to make them valuable fuels. Properly tuning engines,
burners, and furnaces of all kinds both reduces air pollutant emissions and increases
fuel efficiency, so such tuning is an air pollution control activity that also saves
resources. . _

Finally, many organic solvents can be collected from waste streams and reused.
This step is only economical if the concentrations are large. For this reason and for
the reasons shown in the following sections, the air pollution control engineer should
always examine ways to prevent the mixing of concentrated streams with dilute ones.
Systems are designed to prevent the introduction of any more air than necessary into
streams from which it may be possible to recover valuable products or that must be
treated to minimize their effluent concentrations.

A competent pollution engineer always looks for opportunities to convert waste
streams to profitable products or valuable raw materials. Most of the obvious possi-
bilities have already been exploited; less obvious ones are waiting to be discovered.

7.3 THE ULTIMATE FATE OF POLLUTANTS

If possible, we prevent the formation of pollutants. If we cannot do that, we hope
to capture them and put them to some good use. For most pollutants we cannot do
that. If the pollutants will burn, we often destroy them by burning; this is true for
most organic compounds. Most other pollutants cannot be burned. For them the most
common ultimate fate is to be captured and placed in a landfill. That is the fate of
most particulate pollutants, which are generally fine dusts. Most sulfur pollutants
are ultimately converted to CaSOy - 2H, 0O, an innocuous solid, and are landfilled.
In designing any air pollution control system one should plan for the ultimate
disposal of any wastes produced, because the cost of that disposal can often be a
significant fraction of the total cost of air pollution control. If the collected material
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is classified as a hazardous waste [7], then its disposal cost is many, many times
that of an ordinary waste.” Mixing a hazardous waste with a nonhazardous waste
generally makes both hazardous. Prudent engineers try never to do that. Current
U.S. solid waste disposal law is stringent in assigning financial responsibility to the
originator of any hazardous waste. For this reason air pollution control processes
that produce a solid waste, particularly one that may be classified as hazardous, are
rarely chosen if there is any alternative process that produces no such solid waste.

7.4 DESIGNING AIR POLLUTION CONTROL SYSTEMS AND
EQUIPMENT

Figure 7.2 shows a typical pollution control system consisting of some kind of
contaminated gas capture device (a hood in this example); some kind of control
device; some kind of gas mover, such as a fan or blower; some system for recycling
or disposing of the collected material; and some kind of a stack. It would be most
unusual for one person to design all of these pieces of equipment. Most likely for a
small installation the fan and the control device would be selected from suppliers’
catalogs. Standard-size equipment is much cheaper and more reliable than custom-
designed equipment. (The same is true of automobiles and clothing!) For large
installations (e.g., a large electric power plant) the control device would be custom-
designed, but made up by assembling the proper number of standard components in
a custom-designed enclosure. The designer of the whole system would be expected
to specify the gas flow rate, the concentration and chemical nature of the pollutants
in the gas, the required control efficiency, and the disposal method for the collected
pollutant (if any). The designers at the control equipment company use much more
complex and detailed design procedures than those shown in this book. Often these
design procedures are trade secrets. The control equipment buyer should use the
simple methods in this book to check the proposed equipment designs for gross
errors, but not for precise design values.

7.4.1 Air Pollution Control Equipment Costs

The costs of air pollution control equipment are estimated by the same procedures
used in all engineering cost estimation; one collects and summarizes recent purchase
price information of major pieces of equipment and then uses historic data to estimate
the labor costs and other costs to make a complete cost estimate [8]. Major contractors
have enough historical data to make such estimates accurate to &1 to 3% (in times
of low inflation!). Students and professors, who do not have such complete data, can
make them to within perhaps +30 to 50% using published cost data. The U.S. EPA
maintains an electronically available cost-estimating file, which is regularly updated

*Hazardous waste should not be confused with the Hazardous Air Pollutants classification (discussed
in Chapter 15). Hazardous wastes are solids or liquids, whose disposal is the subject of very stringent
and expensive federal regulations. Some materials can be both hazardous waste and Hazardous Air
Pollutants, but most materials in one category are not in the other.
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FIGURE 7.2

Typical hood/blower/control device/stack arrangement for an emission source that cannot be connected by a
closed duct system to the control device. In this flowsheet the fan is between the emission source and the
control device; it can also be placed between the control device and the stack. Both arrangements have
advantages and disadvantages.

[9]. The cost of an individual piece of major equipment (e.g., a cyclone separator or
fabric filter) is normally a function of its size, with a cost relation of the form

Purchase price
of equipment = a + b (size)° (7.1)
without auxiliaries

where a, b, and ¢ are arbitrary values, obtained from log-log plots of historic cost
data. The size parameter varies from one kind of equipment to another, e.g., filter
surface area for a filter, entrance area for a cyclone separator. However, in almost
every case the size dimension is proportional to the volumetric flow rate of the gas
to be treated.

Example 7.1. (This example is a simplification of the example on p. 111 of [8]). We
wish to purchase and install a fabric filter to collect fine particles. Using the methods
shown in Chapter 9, we conclude that we will need 13 400 ft? of filter area. What
will the complete purchased filter cost? What will the whole installation cost?
From [8] we have that the purchase price of the filter, bags included, is

Purchase price $
of equipment = $41 000 + —
in this size range

5
2 (filter area)'®

= $41 000 + $8.75 - 13 400 = $158 250
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This estimate is based on 1988 prices. Using the Chemical Engineering cost index,
we estimate that the 1998 price will be 1.12 times the 1988 price or $177 000.

The total cost of the whole installation, including the foundations, site prepara-
tion, ductwork, fan, electrical connections, taxes, insurance, shipping, and erection
cost [8] is & 2.17 times the cost of the purchased filter, or $385 000. ]

In Chapter 9 we will see that the required filter area is linearly proportional to
the volumetric flow rate of the gas treated, so that the cost data in the above example
could have been stated in terms of volumetric flow rate, rather than filter area. That
is true of almost all pollution equipment control cost equations. In this case the size
exponent ¢ = 1.00. For most pollution control equipment it is in the range 0.6 to
1.00.

7.5 FLUID VELOCITIES IN AIR POLLUTION CONTROL
EQUIPMENT

Most contaminated gas streams are either air or combustion gases at nearly atmo-
spheric pressure, and at a range of temperatures from room temperature to combus-
tion temperatures. The fluid mechanical properties of combustion gases are close
enough to those of air that approximate or preliminary fluid mechanical calculations
are normally made as if combustion gases were air. The same is not true for the
chemical properties, discussed in Sec. 7.12 and Chapter 12.

Almost all industrial-sized flows of air or gases are turbulent. The velocity in
most air conditioning and other gas-flow ducts is about 40 to 60 ft/s (= 12 to 18
m/s), for economic reasons. As shown in any fluid mechanics book [10] there is
an “economic velocity” for pumped fluid flows. This velocity minimizes the sum
of pumping costs and the capital charges for the equipment. If we make the ducts
or pipes bigger, the pumping cost is reduced, but the capital cost of the pipes or
ducts increases. For ordinary steel construction and ordinary electric power costs,
the optimal velocities are about 6 ft/s for water and 40 ft/s for air.

Example 7.2. Air at 68°F is flowing at 40 ft/s in a 2-ft diameter pipe. Estimate the
Reynolds number. (See any fluid mechanics book for a discussion of the Reynolds

number.)
Here
ft 1b
2ft-40 = - 0.075 —5
R = DV pauig s ft —5.10° -
0.018 cp-6.72- 1074 ——
ft-s-cp

This is &~ 100 times the Reynolds number at the end of the transition region;
thus we are quite safe in assuming that the flow of air and gases in ordinary ducts of
any kind is turbulent.
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Under what circumstances will the velocities be substantially different from
40 ft/s (= 12 m/s)?

1. In some particulate control devices (see Chapter 9) we use the inertia of the
particle or of a droplet for collection purposes; velocities up to 400 ft/s (= 120
m/s) are used.

2. In other particulate control devices we want the gas to remain as long as practical
in the collecting device, in order to allow time for the control process to occur.
In electrostatic precipitators (Sec. 9.1.3) the normal gas velocity is 3 to 5 ft/s
(=~ 1to 1.5 m/s).

3. If a gas stream is transporting a high specific gravity dust (e.g., heavy metal
oxides), duct velocities up to 60 to 80 ft/s (18-23 m/s) are used, to prevent
settling of the dust in the duct.

4. In countercurrent gas-liquid contacting devices, discussed in Chapters 9-11, the
vertical upward gas velocity must be low enough that liquid drops can fall by
gravity through the gas. This limits the upward velocity to the settling velocity
of the drops (Chapter 8), normally < 10 to 20 ft/s (3 to 6 m/s).

5. Flow-through filters (of the Surface type, see Sec. 9.2.1) and granular adsorbents
(see Sec. 10.4.2) and some catalysts (see Sec. 7.13) are the exception to the above
statement that the flows in air pollution control are turbulent. In these flows the
actual flow passages are the spaces between the individual particles making up
the filter cake or the adsorbent or catalyst bed. These are thousands of times
smaller than the typical gas flow duct, so that the Reynolds number is very small.
In typical air pollution surface filters (“Baghouses,” Sec. 9.2.1) the superficial
velocities are 1 to 3 ft/min (0.3 to 1 m/minute = 0.016 to 0.05 ft/s) and the flow
is normally laminar.

7.6 MINIMIZING VOLUMETRIC FLOW RATE AND PRESSURE
DROP

All waste gas streams must be propelled through the control device and the associated
ductwork and exhaust stack. Normally a fan or blower accomplishes this. The power
to run this fan or blower can be one of the significant costs of the air pollution control
system.

For any steady, adiabatic fan or blower that is processing an ideal gas the power
input to the fan or blower is calculated by

1RT; k B\ ik
Power = Ly (ﬁ) |:(—P—2) -1 (7.2)
n - 1

where 7 = molar flow rate (Ibmol/s)

R = universal gas constant (see Appendix A)
T\ = inlet absolute temperature
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k = heat capacity ratio (practically a constant equal to 1.4 for air and
most waste gases)
n = fan or blower efficiency
P; = inlet absolute pressure of the fan
P, = outlet absolute pressure of the fan

This relation assumes ideal gas behavior and adiabatic performance. However,

P,= P + AP (7.3)

Power 201 & 14 8F o 1 7.4
Wer = — _ ;
n k—1 P] ( )

The quantity (A P/P;) is generally < 1, and in general (1 + x)" can be represented
by the series expansion 1 +nx +n(n + 1)x%/2! +- - -. If x < 1, then all of the terms
beyond the nx term can be dropped with negligible error. In Eq. (7.4), (A P/ Py) plays
the role of x, and [(k — 1)/k] plays the role of n, so we may make the substitution
and simplify, finding

iRT, [k AP\ (k-1 iRT; AP
Power~ L[ 2 V4 (2 ) (22=) o1 | 22220 (g5
n k—1 P1 k Pln

But 2R T)/P; is equal to the inlet volumetric flow rate Q; so that
0, AP

n
This approximation is only valid for small A P/P;, which is normally the case in air
pollution engineering.
Equation (7.6) shows that if one wishes to minimize the power required to
drive the waste gas stream through the control system, one should minimize Q,,
minimize A P, and maximize 7.

so that

Power ~

(7.6)

Example 7.3. A typical electric power plant with a net power output of 1000 MW
produces a stack gas flow of approximately 2 million ft*/min (943.9 m3/s) at stack
conditions. If we install a pollution control device that has a pressure drop of 1 psi
(6895 Pa), what fraction of the power from the plant will be consumed by the 90
percent efficient fan that overcomes this pressure drop?

(2 x 10° f3/min)(1 Ibf/in.2) 144 in.? hp - min
0.90 ft> 33000 ft - Ibf

Power = = 9697 hp

or
(9439 m3/s)(6895 N/m?)(W - s/N - m)

p
ERES 0.90

=723x1°W=72MW =m

This example shows that a control device with a pressure drop of 1 psi would
consume 7.2 MW or 0.7 percent of the net power output from the power plant. This
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fraction is significant, and considerable efforts are made to minimize the pressure
drops through control devices to minimize such power consumption.

In addition to minimizing power costs, one normally minimizes other costs by
reducing the volumetric flow rate. Typically (see Example 7.1) the capital cost of a
pollution control device is roughly proportional to the volumetric flow rate through
it and practically independent of the pressure at which it must operate. Therefore,
if the gas stream is available at a high pressure, it is generally more economical to
install a high-pressure gas cleaner to work when the stream’s Q is small (because of
the high pressure) than to reduce the pressure to atmospheric before doing the gas
cleaning.

In many air pollution applications, the pollutant is emitted by an open source
such as a furnace or a machine in a factory. In this case, a hood over the opening
is normally connected to a vacuum system that collects the emissions. A fan then
boosts this air flow to a pressure above atmospheric for cleaning and discharge
(see Fig. 7.2). From Eq. (7.6) and from the preceding discussion of the relation of
equipment cost to Q, it should be clear that there is a great financial saving if the hood
connections in Fig. 7.2 can be made tight so that the volume of air sucked in is kept
as small as possible. Ideally, this type of arrangement should be replaced by one in
which there is a permanent, closed connection between the emission source and the
collection system; often this is economically infeasible. Crocker has presented some
interesting examples of how to minimize the volume of gas treated with resulting
cost savings [11].

7.7 EFFICIENCY, PENETRATION, NINES

Consider a downstream control device that has a volumetric flow rate Q, inlet con-
taminant concentration ¢y, and outlet contaminant concentration c¢;. For such a de-
vice, the mass flow rate of contaminant into the device is Qcy, and the contaminant
flow out of it is Qc;. If the volumetric flow rate changes as the waste stream passes
through the device (which will happen if the temperature or humidity changes), then
we will have to consider the inlet volumetric flow rate as Qg and outlet rate as Q;.
But the Qc product still represents the mass flow rate of contaminant.
Given these definitions, we can now define two new terms:

Qoco — Qi _ Qia

Control efficiency or, simply, efficiency = n = ——— =1

754
QOoco Qoco 2

Qi

Penetration = p = 1 — efficiency = (7.8)

0Co
Obviously, if Qg = Q1, the Qs cancel out of these two definitions.

Why the two definitions? The efficiency is the same as the efficiencies we define
in many other engineering disciplines: the ratio of what was done to the maximum
that could be done. It is simple and intuitive. The penetration is the fraction not
collected. We will see in the rest of this book that many calculations are easier and
simpler in terms of the penetration than in terms of the efficiency. In the current air
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pollution literature it is becoming common to refer to the high efficiencies required
for waste incinerators as “four nines,” i.e., a control efficiency of 99.99 percent. New
regulations are being proposed that will require “five nines,” or “six nines” for very
toxic materials.

If we have more than one control device in series, the mathematics of cal-
culating their joint effect is much simpler if we use penetrations than if we use
efficiencies.

Example 7.4. We wish to use four collectors in series. Each of the collectors has an
efficiency of 93 percent. What is the overall efficiency of the group of four in series?
We really want to know overall efficiency,

Qacs
Qoco

We can write Eq. (7.7) four times and eliminate the intermediate values as shown
here:

Noverall = 1-

o 6 = Qucy
overa QOCO
iy = Oic
Qoco
Orc2 - _
n=1- : 0202 = Q1c1(1 = 1n2) = Qoco(1 —n)(1 —n2)
Oic
= g Bl pde Bl =500 — a0~
022
na=1-— Q404; Qacs = Q3¢c3(1 —ma)
0s3c;3
= Qoco(1 —n)A —n2)(1 —n3)(1 — n4)
it = = 22 e e == 130 )
Qoco

Here the 7s are all equal, so that we can solve easily, finding
Noveral = 1 — (1 — 0.93)* = 0.999976

We can solve this same problem by asking what is the penetration of the series
of collectors. Here we know that the penetration of each individual collector is
(1 —0.93) = 0.07. Then,

Qaca _ Qacs Q3c3 Orer  Qh0)

Qoco  Q3c3 Qaca Qicr Qoco
Poveral = P1* P2 P3 " P4

In this case, all of the ps are equal, so

Poverall = p* = (0.07)* =2.40 x 107°

This example shows that when we have collectors in series, the penetration is gen-
erally more practical and simpler to use than the efficiency. u

Poverall =
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7.8  HOMOGENEOUS AND NONHOMOGENEOUS POLLUTANTS

Some pollutants, like SO, and CO, are homogeneous. Every CO molecule is identical
to every other CO molecule. Other pollutants such as particles with various sizes
and hydrocarbons are not homogeneous. Fine particles are harder to capture, and
more likely to cause health damage than coarse ones. Benzene is harder to destroy
in an incinerator than hexane and is probably a more serious health threat; both are
hydrocarbons. In both these cases, the regulations apply to and the control devices
operate on the mixture, not on individual particle sizes or individual members of the
hydrocarbon family.

Efficiency and penetration cause no confusion or difficulty when applied to
homogeneous pollutants. However, when applied to heterogeneous pollutants, they
are not always adequate. Typically, the efficiency of a particle-collecting device is a
strong function of particle size. For most such devices (see Chapter 9), the efficiency
is high for large particles and less for smaller ones. '

Example 7.5. A waste stream contains particles of three sizes: large, medium, and
small. These are present in equal quantities by weight in the gas stream. We pass
this gas stream through a collector that is 99 percent efficient on large particles,
75 percent efficient on medium particles, and 30 percent efficient on small particles.
What is the overall weight percent efficiency of this collector?

If we consider that the mass of gas that contains 0.999 kg of particles, we can
compute the following:

Particle size Incoming amount x Penetration = Outgoing amount

Large 0.333 kg 0.01 0.0033 kg

Medium 0.333 kg 0.25 0.0833 kg

Small 0.333 kg 0.70 0.2331 kg

Total 0.999 kg 0.3197 kg

And the overall efficiency = 1 — p =1 — (0.3197/0.999) = 0.680. [ |

Example 7.6. If in Example 7.5 we add another collector, identical to the first
collector, downstream of it, what will the overall collection efficiency be?

Here again, we use a table, but the penetration for each particle size is the
square of the penetration for one collector.

Particle size Incoming amount x Penetration = Outgoing amount
Large 0.333 kg (0.01)? 0.0000 kg
Medium 0.333 kg (0.25)% 0.0208 kg
Small 0.333 kg 0.70)2 - 0.1633 kg
Total 0.999 kg 0.1841 kg

And the overall, two-collector efficiency =1— p =1— (0.1841 /0.999) =0.816. m
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Example 7.6 shows that the second collector is not as efficient as the first. For
the second collector the efficiency is 1 — (0.1841/0.3197) = 42.4%. The reason
is that it is treating a much more difficult gas stream than the first collector. The
first collector took out most of the large particles, which are easy to collect. The
stream leaving it contained mostly the small particles, which are hard to collect. For
an individual particle size (e.g., for small particles) each collector is as effective as
the other; but the ratio of particle sizes in the inlets is different. This is simply the
consequence of the law of diminishing returns, applied to air pollution control.

Mathematically, the previous examples used

. for that total weight in
Povend] = Z p (size range) & (that size range) g

over whole range
of particle sizes

If we let the number of particle size intervals increase from the three in these examples
to an infinite number, we can replace the summation by an integration, or

for that total weight in ;
Heasll = f p (size range) 4 (that size range) - / pisia)dm 0]
O
where p = overall penetration

p(size) = penetration for that particular particle size.

w = weight fraction in that particle size range with values going
from zero (smallest particle) to one (largest particle)

In Chapters 8 and 9 we will see examples of this kind of integration, following our
discussion of particle size distributions.

For some purposes, this overall weight efficiency is really what we want to
know; for many others it is not. For instance, small particles represent a greater
health or visibility problem—pound for pound—than large ones. Different hydro-
carbon types have different smog-forming tendencies and health effects. In rating
hydrocarbon-control devices, the overall weight percentage control efficiency may
not be an accurate measure of the reduction in damaging pollutants emitted to the at-
mosphere. For some situations, like hazardous waste incinerators, the regulations re-
quire some high destruction percentage of some one hydrocarbon component (called
the principal organic hazardous component, or POHC), generally one that is hard
to destroy. If, for example, the incinerator can destroy 99.99 percent of the benzene
in the waste being incinerated, it is likely to have an even higher efficiency for the
other components, like hexane, that are easier to destroy.

7.9 BASING CALCULATIONS ON INERT FLOWRATES

In most air pollution control applications the concentration of the pollutant is small
enough that removing the contaminant makes a negligible change in the flow rate of
the contaminated stream. However, some SO, streams from smelters (Chapter 11)
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Feed stream Control device Outlet stream
e

G moles inert/hr G moles inert/hr
Y,,G moles Y, G moles
pollutant/hr pollutant/hr

Removed stream FIGURE 7.3

Notation for material balance on a
control device, based on G moles of
inert gas per unit time, which

passes unchanged through the device.

of some kind

0 moles inert
G(Y;,— Y,,) moles
pollutant/hr

have up to 40% SO,, almost all of which is removed in the control device; and some
air-hydrocarbon streams (Chapter 10) are also up to 40% hydrocarbon, almost all of
which is removed in the control device. In calculating the behavior of such devices it
is common practice to base all the calculations on the nonremoved (inert) part of the
stream, because that does not change as the gas passes through the control device.

Schematically the situation is as illustrated in Fig. 7.3. The gas passing through
the control device represents G mol of inert (nontransferred, noncollected) material
per unit time. This amount is the same in the inlet and the outlet. The concentration
of pollutant to be collected (or destroyed) is shown as a ratio to the inert, e.g.,

__ Mol or Ib of pollutant __ Mol or Ib of inert gas

~ Mol or Ib of inert gas’ Time
Mol or 1b Mol or 1b
of pollutant  of inert gas

Molorlb time
of inert gas

T (7.11)
Flow rate of pollutant = YG =

This approach is regularly used both in terms of mol/mol and terms of pound/pound.
By common convention we use Y for the ratio of transferred material to inert material
if the streamis a gas and X for the same quantity if the stream is a liquid. For humidity
calculations the same function (the weight of moisture per unit weight of dry air) is
given the symbol H.

We will see this same concept in the discussion of condensation of volatile
organic compounds (VOC) (Chapter 10), the adsorption of VOC (Chapter 10 and
Appendix E), and the absorption of sulfur compounds (Chapter 11 and Appendix
F). It also appears in all humidity and evaporative cooling calculations and appears
briefly in Sec. 5.3.5.

7.10 COMBUSTION

Most air pollutants are created and/or released in processes involving combus-
tion. In Table 1.1 we saw that the categories of emission source are: transporta-
tion (mostly from combustion of motor fuels), fuel combustion, industrial processes
(many of which are combustion processes), solid waste disposal (mostly solid waste
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incineration), and miscellaneous (of which the most important type is forest fires).
Thus, at least a rudimentary understanding of combustion is needed to understand
pollution sources, as well as some pollution control devices.

7.10.1 What Burns?

Appendix C discusses fuels, providing much more detail than this section. There we
see that most of the things that burn are compounds of carbon and hydrogen. Most
combustion reactions are of the form

CH, + (x + %) 0, — x CO, + %HQO (7.12)
where x is zero for pure hydrogen, y is zero for pure carbon, and common fuels have
both carbon and hydrogen. For example, natural gas is practically pure methane, CHy,
for which x = 1 and y = 4. Combustion means reaction with oxygen, normally
from the air. In a few cases it means reaction with pure oxygen.

The other substances that will burn are sulfur, phosphorus, metals like mag-
nesium, and iron at high temperatures. Compounds like ammonia, NH3, contain no
carbon but have enough H that they can burn. There are some other materials that
burn, but at least 99% of the combustion in the world is some form of conversion of
carbon and hydrogen to carbon dioxide and water.

7.10.2 Heat of Combustion

If we start with a known amount of fuel and the appropriate oxidizer (normally
oxygen), react them, and then cool the products of combustion to the starting tem-
perature, we will have removed a finite amount of energy in the form of heat, called
the heat of combustion. Table 7.1 lists heat of combustion values for many common
fuels, as well as many other useful data about these fuels.

For methane, the principal component of natural gas, we see from Table 7.1
the heat of combustion is 21 502 Btu/lb. There are two common definitions of heat of
combustion. The higher heating value definition assumes that the water produced by
combustion is condensed, thus giving up its latent heat of condensation. The lower
heating value assumes that the water leaves the combustor as a gas, and hence the
lower value is less than the higher heating value by the amount of that latent heat
of condensation. Table 7.1 shows lower heating values. For common hydrocarbon
fuels it is roughly 19 000 Btu/lb.

7.10.3 Explosive or Combustible Limits

If we start with 99 percent methane and 1 percent air and supply a spark, the mix-
ture will not burn. There is not enough air present, and the mixture is spoken of as
being “too rich.” Similarly, a mixture of 1 percent methane and 99 percent air will
not burn. There is not enough methane present, and the mixture is spoken of as being
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TABLE 7.1
Combustion data for hydrocarbon fuels

Heat of Explosive limit, Spontaneous Adiabatic
Heat of combustion  Stoichiometric % stoichiometric,” ignition flame
Molecular  vaporization, gas-gas, mixture, Lean Rich temperature, temperature,

Fuel weight Btu/lb Btu/lb vol % LEL UEL opb °F
Acetone 58.1 224 4.97 59 233 1042 3820
Acetylene 26.0 20734 7.72 31 581
Benzene 78.1 169 17 446 2.71 43 336 1097—- 4150
n-Butane 58.1 166 19 655 3.12 54 330 807 4060
1-Butene 56.1 168 19 475 3.37 53 353 830 4175
Carbon monoxide 28.0 91 29.5 45 251 1128
Cyclohexane 84.2 154 18 846 2.27 48 401 518 4050
n-Decane ' 1423 119 19175 1.33 45 356 449 4115
Ethane 30.1 210 20416 5.64 50 272 882 4040
Ethene 28.1 208 20276 6.52 41 610 914 4275
Ethyl alcohol 46.1 368 6.52 738
n-Heptane 100.2 136 19314 1.87 53 450 477— 3985
n-Hexane 86.2 144 19 391 2.16 51 400 501— 4030
Hydrogen 2.0 194 51571 295 1060—
Hydrogen sulfide 34.1 237 12.24 554—
Isopropyl alcohol 60.1 286 4.44 852
Methane 16.0 219 21502 9.48 46 164 1170—
Methyl alcohol 32.0 473 12.24 48 408 878
n-Nonane 128.3 124 19211 1.47 47 434 453
n-Octane 114.2 129 19 256 1.65 51 425 464—
n-Pentane 721 154 19 499 2.55 54 359 544 4050
Propane 44.1 183 19929 4,02 51 283 940— 4050
Toluene 92.1 156 17 601 227 43 322 1054— 4220

Source: Ref. 12.
“LEL, lower explosive limit; UEL, upper explosive limit.
bThe minus signs following values indicate that slightly lower values have been reported.
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“too lean.” The borders between mixtures that will burn and those that will not are
called the “lean limit” or lower explosive limit (LEL) and the “rich limit” or upper
explosive limit (UEL). (The terms combustible limits and explosive limits are used
interchangeably.)

Example 7.7. What are the stoichiometric mixture, lean limit (LEL), and rich limit
(UEL) for the combustion of methane in air?

By using the values in Table 7.1, we can estimate that for methane and air
the stoichiometric mixture contains 9.48 volume % methane and that the range of
combustible mixtures for methane and air is

9.48% -0.46 =436 volume % to  9.48% - 1.64 = 15.55 volume %

If we wished to know the weight percents corresponding to these volume percents,
we could compute, for example, at the stoichiometric mixture,
M 0.095 - 16
TyiM;  0.095-16 + 0.905 - 29
The vast majority of gas compositions in combustion calculations are stated
as volume % (same as mol %), but in a few cases the weight % is used, and in
discussion of automotive engines most often one sees the (air/fuel) ratio (A/F), in
1b/1b. For methane at the stoichiometric ratio we compute that ratio by assuming that
we have one mol of fuel-air mixture, for which

A ir " air — V. : i
_ arMa _ (1-00048)-29 _ lbair

wt % methane = =0.055=55wt%

F  npaMpe  0.0948-16 7 1b fuel

No one is able to calculate combustible limits without using experimental
data. The measured combustible limits are, to some extent (e.g., 1 percent), a
function of the geometry of the device in which the test is made. They are not a
thermodynamic property like density or temperature, which can be measured in
a device at equilibrium; rather they are an inherently kinetic property, which can
only be measured in a device in which the rapid and complex chemical reactions of
combustion are taking place.

These relations are shown on Fig. 7.4. The curve is the calculated adiabatic
flame temperature for various mol fractions of methane in air. For methane mol
fractions less than stoichiometric, all the methane burns, and the temperature rise is
dependent on the amount of methane present. For methane mol fractions more than
stoichiometric, all the available oxygen is used, and the temperature rise depends on
the amount of oxygen present. For concentrations below the LEL (4.36%) the mixture
is too lean to burn, and for concentrations above the UEL (15.55%) the mixture is too
rich to burn. The computed temperatures at the two limits are quite different, about
2000 and 3000°F. Lewis and von Elbe [13] report that for most hydrocarbons the
temperature at the LEL is about 2300 to 2400°F, and that the temperatures at the UEL
are generally higher and less uniform. The flammable region becomes wider if the
gas is preheated; the values regularly shown are for mixtures at room temperature.
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Calculated adiabatic flame temperatures for various mixtures of methane and air, starting at 32°F = 0°C,
and explosive limits. The calculated temperatures depend on the values chosen for the heat capacities of
the combustion products; these use the high temperature values in Ref. 14.

Stoichiometric concentrations and combustible limits are almost always re-
ported in volume % = mol %, and vary widely with the molecular weight of the
fuel. But on a weight basis they vary much less. On a weight basis aliphatic hydro-
carbons have stoichiometric values between 5.5 and 6.4 wt%, and LELs between
2.7 and 3.4 wt%. The UELSs are slightly more variable, between 14 and 22 wt% for
the C; to Cyp range; see Problem 7.11.

7.10.4 Equilibrium in Combustion Reactions

No chemical reactions go 100 percent to completion; there is always some unreacted
material. For the industrially important reaction

SO, + 10, = SO,

one can show by straightforward chemical thermodynamic calculations that if the
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oxygen is present at a pressure of 1 atmosphere, then at a temperature of about
1500°F the conversion of SO, to SO; at equilibrium is 50 percent. The methods of
making this calculation are described in detail in most books on thermodynamics,
e.g., Hougen, Watson, and Ragatz [15]. (See Fig. 11.2.)

Fortunately, for most combustion reactions, the reaction equilibrium is so
strongly in favor of products that one may assume that the reactions at equilibrium
are complete. For the most careful work we must reconsider this simplification. Fla-
gan and Seinfeld [16] show the computation of the adiabatic flame temperature and
exhaust gas composition for a fuel oil, first assuming that only CO, and H,O are
present in the combustion products (complete reaction) and then taking into account
equilibrium (and the presence of CO and H; in the combustion products). They find
that (1) the computed adiabatic flame temperature is 95 K less in the second case
than the first and (2) the calculated mole fraction ratios (CO/CO,) and (H,/H,O) are
0.092 and 0.018, compared to zero for assumed complete combustion. This result
was computed for a temperature of 2261 K = 3610°F; for lower temperatures this
effect is much smaller and the assumption of complete conversion at equilibrium is
much better.

7.10.5 Combustion Kinetics, Burning Rates

Equation (7.12) shows the general reaction for combustion. This reaction is not
instantaneous. All reactions, even explosions and nuclear detonations, require some
amount of time to take place. If the reaction is stopped before it is complete, then
not all the fuel will be consumed (nor will all the pollutants be burned up). For
almost all chemical reactions the reaction rate increases very rapidly with increasing
temperature. Thus, the general way to carry out the destruction of pollutants by
combustion is to bring the mixture of pollutants and air to a high enough temperature
and hold them at this temperature for a long enough time so that the reaction shown
in Eq. (7.12) occurs.

One of the basic theoretical problems of physical chemistry is to compute
the reaction rates of chemical reactions on the basis of studies of the underlying
mechanisms. Although considerable progress has been made in this direction, the
results are generally complex and it is difficult to predict the rate of one reaction from
data taken on another. For a few, well-studied reactions (e.g., H, + %02 — H,0) we
have fairly complete descriptions of the reaction rate and the underlying mechanism
[13]. For most other reactions we use empirical rate equations (for which we do not
have underlying mechanistic explanations) or rules of thumb to estimate how hot
the material must be and how long it must be held at that temperature to complete
the reaction.

Furthermore, the balanced chemical equation for a combustion reaction is un-
likely to be a correct detailed description of how the reaction actually proceeds. For
example, the balanced chemical reaction equation for burning carbon monoxide is
(CO+ %07_ — CO,). From that equation one would assume that a mixture of carbon
monoxide and oxygen would burn easily; it does not. It is practically impossible to
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burn carbon monoxide in the absence of trace amounts of water. The explanation is
that the hydroxyl free radical (OH) plays a crucial role in the reaction. Free radicals
have unpaired electrons; the most important ones for combustion are OH, H, O, N,
CH3;, and those produced by breaking up higher hydrocarbons.* None of these has a
significant concentration (more than parts per billion) at room temperature, but they
exist in significant quantity and are very chemically active at flame temperatures.
Only a small number of OH free radicals, acting as catalysts for rapid chain reactions,
control the rate of oxidation of carbon monoxide to carbon dioxide; without them
the rate is effectively zero. All high-temperature gas reactions are apparently free
radical reactions, as discussed further in Chapter 12.

Another illustration of this idea is provided by the burning of methane. In even
the cleanest methane burner, some small amounts of chemicals with higher molecular
weights than methane, e.g., ethane, are found in the gases leaving the burner. The
first step in methane combustion is probably the removal of one of methane’s four
hydrogens. The remaining CHj3 radical can react with another methane molecule to
produce higher-molecular-weight materials. The CHj radical does not appear in the
balanced equation for burning methane, but it is certainly present in methane flames.
Thus, the balanced stoichiometric equation is the correct bookkeeping of the overall
reaction, but it tells us little about the details of how the reaction actually proceeds
or what influences its rate.

7.10.6 Mixing in Combustion Reactions

For any combustion reaction to proceed, the fuel and the oxidizer (normally oxygen
from the air) must be mixed. If the fuel and oxidizer are not properly mixed, then even
if there is enough air, combustion will not be complete because some of the fuel will
not get together with air in the high-temperature combustion zone. The importance
of mixing is illustrated by Fig. 7.5 on page 184, which shows the theoretical com-
position of flue gas for burning a hydrocarbon fuel as a function of the air-fuel ratio.
Two sets of curves are shown: one for perfect mixing, the other for poor mixing. With
sufficient excess air, all the CO and H, will be used up, even with poor mixing. If the
temperature were high enough (so that the reaction rate were high enough) or the
retention time at high temperature long enough, then we could get to complete usage
of the fuel (i.e., no unburned CO or H,) at all mixture conditions higher than stoichio-
metric. The real situation is the poor mixing one shown. In all industrial furnaces we
transfer heat away from the flame. That is the purpose of the furnace—to transfer heat
from the flame to the substance being heated. Also the time for combustion is limited
in industrial furnaces. More time requires a bigger furnace and a higher capital cost.
Thus, in practice one tries to get as good mixing as possible, to minimize the amount

*Many books add a dot to the symbol for a free radical, e.g., OH-, to remind us that this is a free radical
with an unpaired electron, and not an ordinary chemical. Most of the air pollution literature does not,
and those dots will not be shown in this book.
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Effect of air-fuel ratio and quality of mixing on the composition of combustion gases. (From Ref. 17.)

of valuable fuels (CO and H,) in the exhaust gas, and simultaneously to minimize the
amount of air pollution caused by these unburned fuels. (Good mixing can increase
NOy emissions! See Chapter 12.)

7.10.7 Flame Temperature

Flames do not have uniform temperatures. Small flames like those in candles and
cigarette lighters can have differences of 400°C = 720°F from one part of the visible
flame to another. Larger flames are more uniform, but none is really uniform. The
adiabatic flame temperatures shown in Table 7.1 correspond to combustion with no
heat loss (as, for example, inside an insulated ceramic sleeve, which takes up the
same temperature as the flame). The peak temperature of open flames depends on
the following:

1. The fuel and oxidizer used

2. The size of the flame

3. The degree of fuel-air premixing
4. The amount of fuel-air preheat

Fuel-oxygen flames are much hotter than fuel-air flames, because the nitrogen
in the combustion air absorbs heat, thus dividing the heat released by the combustion
among more molecules, with less heat available for each molecule than in a fuel-
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oxygen flame. This is true for any fuel. The highest temperature flames are produced
by acetylene and oxygen. They are hotter than the flames of ordinary fuels like
methane with oxygen because of the extra energy stored in the acetylene triple bond,
which is released on combustion, in addition to the energy released by converting
carbon and hydrogen to carbon dioxide and water.

For any fuel, the combustion temperature depends on the size and shape of the
flame. The flame generates heat by chemical reaction and loses it to the surroundings,
partly by thermal radiation, partly by conduction, and partly by mixing with the
surrounding air. The larger the surface area of the flame per unit of heat release, the
faster the flame will lose energy, and thus the lower the flame peak temperature will
be. For a steady-state, continuous flame (like a burning candle or Bunsen burner, but
not like an explosion or the combustion in an automobile engine), we may write

Heat generated = heat transferred to surroundings
’hfuel Ahcombustion = UA(Tﬂame - surroundings) (7 1 3)

rhfuel Ahcombustion
UA
Here the heat transfer coefficient U is a combined radiation, conduction, and con-
vection coefficient, and AAcombustion 1S the enthalpy change of combustion.
The surface area of the flame, A, depends strongly on how much premixing
of fuel and oxidizer there is. There is practically no fuel-air premixing for a device
like a butane cigarette lighter, Fig. 7.6. In these lighters a low-velocity jet of butane

Thame = surroundings g

Oxygen diffuses /_\

in from the air

Butane flows outward

Liquid butane vaporizes
in nozzle

‘ A / Lighter body

FIGURE 7.6
Butane cigarette lighter: an example
of a diffusion flame.
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vapor flows into the atmosphere and is lighted by a spark from a flint. The flame
is large for the amount of fuel being burned, because at the surface of the flame
the butane is flowing outward while the oxygen needed for combustion diffuses in,
counter to the butane and combustion product flow. The flame locates where the
inward flow of oxygen by diffusion is enough to support combustion. The observed
peak temperatures in such flames are about 2000°F. A flame like that in Fig. 7.6,
in which there is practically no fuel-air premixing, is called a diffusion flame. The
flames of candles, wood matches, and campfires are almost pure diffusion flames;
their temperatures are roughly 1900 to 2000°F. All of them are yellow, as discussed
shortly.

The opposite of a diffusion flame is a premixed flame, in which the air and fuel
are completely mixed before ignition. The flames in automobile engines are totally
premixed. In them the liquid gasoline is first formed into a spray of fine droplets and
is then mixed with air, either in a carburetor or a fuel injector. The mixture is then
heated by compression (discussed shortly) to vaporize the liquid fuel before it is
ignited. When the spark ignites the fuel, the flame front passes through the premixed
air and fuel. Combustion is much more rapid than in a diffusion flame because there
is no delay waiting for the air to diffuse in to mix with the fuel. As a result the
maximum temperatures are higher than for a diffusion flame. The temperatures in
internal combustion engines are estimated at about 4000°F.

Totally premixed burners are seldom used in industrial furnaces because the
partly premixed burners discussed shortly are less expensive and work very well.
The flames in most household gas appliances are partly premix and partly diffusion.
The fuel and about 25 percent of the air are mixed in the venturi and mixing tube
(Fig. 7.7). Then that mixture flows out of the burner holes and meets the surrounding
air. The inner part of the flame is a fuel-rich premixed flame; the rest of the flame is

0006000

Gas-air mixture
burns with air,
which diffuses

into flames
Venturi
Natural
gas,
—_— — Jet of gas
0.14 psig

\ Air and gas

mixing tube
Air sucked in supplies = 25%
of air needed for combustion

FIGURE 7.7
Gas burner of the type used in residential gas stoves, water heaters, and furnaces: an example of a partly

premixed flame.
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a diffusion flame, with the oxygen diffusing into the flame from the surrounding air
against the net outflow of combustion products. The large industrial versions of the
burner in Fig. 7.7 have highly turbulent flows that make the mixing much faster than
the diffusional mixing in the individual flames of a gas stove or other residential gas
appliance. The temperatures reached in burners like that in Fig. 7.7 are intermediate
between those of a pure diffusion flame and a pure premixed flame, typically about
2400°F. Partly premixed flames are blue, not yellow.

The student has probably observed that flames on gas stoves do not put soot
on the bottom of a pot, but those from a campfire or a candle do. The reason is that
in a diffusion flame there are very small carbon particles in the center of the flame
which are completely burned up at its periphery, whereas in a 25 percent premixed
gas flame enough oxygen is in the inside of the flame that no such carbon particles
are present. These very small carbon particles, glowing in the heat of the flames, emit
the yellow light that is characteristic of candles, butane lighters, and campfires. A
cold pot placed within a yellow flame (not above the flame) cools the flame enough
to prevent complete combustion of these carbon particles; they deposit as soot on
the pot.

In tuning a household stove, water heater, or furnace, the service person first
closes the air inlet shutters gradually to find the shutter setting at which yellow tips
appear on the flames, indicating that there are some carbon particles in the flames,
and then opens the shutters to make the yellow tips just disappear, indicating that
there is just enough premix air for clean combustion. The reader can safely try that
on any gas stove. (In an oxyacetylene flame the intense white light is caused by
carbon particles glowing at the very high temperature of these flames. Even though
this a premixed flame, these carbon particles appear because acetylene, CoH,, is
very carbon-rich, compared with most other gaseous fuels.)

A household propane torch of the type used to solder plumbing fittings uses the
high pressure (& 100 psig) in the propane container and a jet mixing arrangement
somewhat similar to that in Fig. 7.7 to provide almost complete premixing of the
propane and air. As a result of this premixing, the flame is much smaller than the
butane lighter flame per unit of fuel burned and the observed temperatures in such
flames are about 3000°F in the small, bright inner cone. The difference of 600°F
between the butane lighter and the propane torch, for practically the same fuel,
derives solely from the much higher value of /A due to the difference in fuel-
air mixing.

With a diffusion flame, increasing the size of the burner and fuel flow rate will
not change the peak temperature much, because the flame must increase its surface
area as much as needed to get the necessary oxygen to flow into it by diffusion.
Thus a diffusion flame will have roughly the same heat release rate per unit surface
area, (me/A), independent of the fuel flow rate. The flame size will increase or
decrease with increasing or decreasing fuel flow rate, to keep this value constant.
But a premixed flame has no such need, so that it will have roughly the same heat
release rate per unit volume (mge/V is more or less independent of its size), and
(Mmfye1/ A) increases with increasing fuel flow rate.
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The flames in most large industrial furnaces are partly premixed. A premixed
flame is much smaller, for equal heat release, than a diffusion flame. Thus a premixed
flame furnace is smaller and less expensive than a comparable output diffusion
flame furnace. In the industrial equivalent of the burner in Fig. 7.7, both the air
premixed with the fuel, called primary air, and the air that mixes in after ignition,
called secondary air, are supplied by fans or blowers, which provide considerable
turbulence to improve the mixing. Large industrial furnaces have temperatures up to
3500°F. Household furnaces, water heaters, etc. do not use fan-driven air supplies.
This feature makes them somewhat larger than they would be with fan-driven air, but
the extra cost of the larger furnace is offset by the low cost, simplicity, and inherent
safety of the low-pressure, gas-driven, 25 percent premix burners normally used.

Both large industrial furnaces and motor vehicles preheat their air-fuel mixtures
before igniting them; most other combustion users do not. That preheating causes
the maximum temperatures reached in these types of combustion to be higher than
those reached in other types of combustion.

In a standard gasoline engine, the air-gasoline mixture is compressed to about
% to 1L0 of its initial volume before the spark ignites it. In an engine with a 7 : 1
compression ratio, if the compression were reversible and adiabatic, the computed
temperature increase would be just over 600°F; observed temperature increases are
somewhat less because the process is not completely adiabatic. The temperature
increase on burning the fuel is only slightly affected by this increase in starting
temperature, which means that the expected final combustion temperature is 600°F
higher than would be expected burning the same fuel-air mixture in anoncompressed,
totally premixed system.

Figure 7.8 compares the flows in an ordinary residential hot-air furnace to the
flows in a large, modern industrial furnace. In the typical residential furnace the
combustion products leave the furnace at about 750°F. They are mixed with air to
keep the temperature in the chimney at a safe value, about 250°F (using a draft
hood), and sent to the chimney. In a modern large industrial furnace the combustion
gases leave the furnace at about 750°F and pass through a heat exchanger, where
they preheat the incoming combustion air and reduce their own temperature to about
250°F. In so doing they heat the incoming air to about 570°F. (The heat exchangers are
most often rotating wheel recuperators, known as Ljungstrom preheaters after their
inventor.) Preheating the air increases the average and the peak flame temperatures in
the industrial furnace by about 500°F compared with those in the residential furnace,
assuming the same fuel and air-fuel ratio (see Problem 7.17).

7.10.8 Combustion Time

The combustion times for small flames are quite short. For larger flames they are
longer.

Example 7.8. Estimate the time for complete combustion (a) in a gas stove, (b) in
an auto engine, and (c) in a large coal-fired boiler.
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FIGURE 7.8
Comparison of air and combustion gas flows in (a) a household hot air furnace and (b) a large, preheated
industrial furnace, showing why the combustion temperatures are about 500°F hotter in a preheated
industrial furnace than in a furnace of comparable size without preheat.
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(a) In a gas stove the flames stand still while gas and premix air pass through them

and oxygen diffuses in from the air to complete the combustion. The gas velocity
is comparable to the laminar flame speed (the speed at which a flame propagates
into a fuel-air mixture that has no turbulence), which for methane is about 1 ft/s.
The thickness of the flame is about % of an inch = 0.005 ft, so the estimated
combustion time is
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~0.005 ft
1 fus

=0.005s =5ms
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(b)

(c)

In an automobile engine at 2000 RPM the time for one revolution is 0.03 s. The
combustion takes place in perhaps one-twelfth of this time (see Example 13.5),
so the estimated time of the combustion is 0.0025 s = 2.5 ms. Here the distance
traveled by the flame front is about 2 inches, so that the flame speed must be

2 in. b fit
Viame & — 2 _ 800 = — 66.7 ~ =203 2
S

0.0025s S S
This speed is reasonable for a premixed flame, but would not be plausible for a
diffusion flame.

In a typical 500-MW coal-fired power plant that uses pulverized coal [18], the
gas flow through the system is about 1.2 M standard cubic ft per minute, which
is equivalent to 5.3 M actual cubic ft per minute at the firebox outlet temperature
of 1800°F. The main firebox is roughly 46 ft x 46 ft x 165 ft high. The flow is
vertically upward with the average velocity given by

Q 5.3 x 10° ft’/ min ft ft ;3m

VV = — = :2 _— —_
WA (46 ft)? 3 min o N

S

and the time to traverse the 165-ft-high firebox is 165/42 = 4 s. This value
somewhat overstates the combustion time, because much of the gas is admitted
above the bottom of the furnace and because this value is based on the outlet
temperature. At an average temperature of 3000°F one would calculate a time
of 2.6 s. |

We see that in the utility boiler the gas is at a high temperature for up to a

thousand times as long as in a kitchen stove or an auto engine. The reasons are
twofold:

. The larger the burner, the longer the gas stays at high temperature. In a premixed

flame the heat generated per cubic foot of flame is more or less independent of
the equipment size for a given fuel; instead it depends on the burning rate of the
fuel-air mix. The rate of heat removal from the flame is dependent on the surface
area of the flame (or the firebox). So the time taken to remove the heat, from the
peak temperature to some appropriate outlet temperature, is roughly proportional
to (volume/area) or the length of the flame.

. Although the coal particles in a modern utility boiler are ground to the consistency

of face powder, they still take longer to burn than do molecules of natural gas
or gasoline, so a longer residence time in the firebox must be provided. Coal-
fired boilers are somewhat larger than natural gas or oil-fired boilers of the same
capacity.

Table 7.2 summarizes the estimated times and temperatures for various kinds

of burners.
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TABLE 7.2 . .
Estimated peak temperatures and combustion times in various kinds
of burners

Estimated approximate Estimated approximate
Type of flame or burner temperature, °F combustion time, s
Candle, campfire,
butane lighter 1900-2000 0.005-0.01
Kitchen gas stove, hot
water heater, furnace 2400 0.005
Propane torch 3000 0.001
Medium size industrial
furnace without
preheating 3000 1-2
Large coal-fired furnace
with preheating 3500 2-4
Oxyacetylene torch 5000 0.001
Automobile engine '
(at 2000 RPM) 4000 0.0025

7.10.9 The Volume and Composition of Combustion Products

In air pollution control engineering we often need to know the volumetric flow rate
and/or composition of gases produced by combustion. The computational scheme
is summarized in Fig. 7.9 on page 192, and discussed in the next two examples.

The computation is easiest for the hydrocarbons for which we can write a
simple molecular formula, e.g., CHy, CgHg, or CgH,4. These can all be written as
C.H,, where, for methane, x = 1 and y = 4, etc. For all such fuels, if the fuel
fed to the combustor in Fig. 7.9 is 1 mol, then, assuming complete combustion, the
outlet gas will contain x mol of CO, and y/2 mol of H,O. In addition, it will contain
nitrogen and moisture that came in with the combustion air. The stoichiometric
oxygen requirement is

y
Nstoichiometric oxygen = X + Z (7.14)
which we abbreviate ngoich. (Here we have y/4, because each H atom requires i.

mol of O, but produces % mol of H,0.) The dry air flow to the burner is
1+ E
Ndry = Nstoich (W) (7.15)

where the 0.21 accounts for the fact that air is only 21 percent oxygen, and E is the
fraction of excess air* introduced to the burner. The total amount of air introduced is

* Almost all combustion devices introduce more than the stoichiometric amount of air, to make sure
that there is enough oxygen for complete combustion. The amount of air beyond the stoichiometric
requirement is called excess air. A typical value is 20%.
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Combustor
Fuel
c L C+ 02 D C02
1 mol C,H :
y
H+ % 0,— % H,0 Products of combusuon>

: y x mol CO,

Aie - Asoichiometric oxygen — X 4 y .
(1 i E) 5 mol H,O from combustion

e =N o [ LEE

dry ™ Tstoich| 0.21 Xngey ai mol HyO from air
Tiota) = Nary(1+X) 0.7914yy 4 mol N, from air

E"sloich mol 02

Total mol out =

B 1+E
x"'i + Ngoich [(0'21 )(1+X)_1]

FIGURE 7.9
Iustration of the process of calculating the volume and composition of the gas from combustion of a simple
hydrocarbon, C;Hy,. Complete combustion with excess air is assumed. See Example 7.9.

1+ FE
Riotal = ndry(l + X) = ngoich (W) 1+ X) (7.16)

where X is the humidity, expressed as (mol H,O/mol dry air). Adding all the flows
out and canceling like terms, we find that

Miotal out = X + % =+ Nstoich [(102—1E) (14 X)— 1] (7.17)
Example 7.9. Methane is burned in air with 20 percent excess air and air moisture of
0.0116 mol/mol dry air. What are the flow rate of combustion air and the composition
and flow rate of the combustion products?
Here we choose as our basis 1 mol of methane so that all calculated flows are
per mol of methane. E = 0.20 and X = 0.0116, so that

nco2=x=1

<

NH,0,combustion = ‘2‘ =2
Y 4
nstoich=x+Z=1+Z:2

1+ E 1.2
Ndry = Mstoich (W) =2 (m‘) =11.43

Niotal = ndry(l +X)=1143.1.0116 =11.56
nN, = 0.79nd,y =0.79-11.43 =9.03
no, = Enswich =02-2=04
7H,0,total = NH,0,combustion 1 Xnd,y =24+0.0116-11.43 =2.13

4 1402
Neotal out = 1 + 5 +2 [( ;_21 ) (1+0.0116) — 1] = 12.56'
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One may check this answer by summing the individual mols out, 1 +2.13 +9.03 +
0.4 = 12.56. Thus for one mol of methane there are 11.56 mols of combustion air
and 12.56 mols of product gases. The mole fraction of any component of the product
gases is

n;

(7.18)

Yi
Niotal out

(Observe that here y; is the mol fraction of component i, not to be confused with the
y in C,H,.) For example, the mol fraction for CO, is (1/12.56) = 0.0796. ]

This case, in which we can write a molecular formula for the fuel, which
contains only C and H, is the easiest. For solid fuels (coal, wood, biomass) the fuel
composition is normally expressed by weight of C, H, N, S, O, and ash on a dry
basis. In principle one could convert all these to a formula in terms of C,H,N,, etc.,
but that is rarely done. The common procedure, similar to that preceding, is shown
next.

Example 7.10. A “typical Pittsburgh seam coal” has the following ultimate analysis
by weight: hydrogen, 5.0%; carbon, 75.8%; nitrogen, 1.5%; sulfur, 1.6%; oxygen,
7.4%; ash, 8.7% (see Appendix C). It is burned with 20% excess air with humidity
0.0116 mol/mol dry air, and combustion is complete. Determine the amount and
composition of the gas produced.

Instead of choosing one mol of feed, we choose 100 g of dry coal. Then the mols
of the individual components are these: nc = 75.8/12 = 6.32, ny = 5.0/1 = 5.0,
nn, = 1.5/28 = 0.054, ng = 1.6/32 = 0.050, and no, = 7.4/32 = 0.231. Then
we can see by inspection that the mols of CO,, H,0, and SO, formed by combustion
are 6.32, 5/2 = 2.50, and 0.050. The nitrogen is assumed to exit as N5 (although
some of it actually exits as NO or NO,, see Chapter 12) so that the mols of nitrogen,
from the fuel, are 0.054.

The mols of oxygen needed for combustion are those needed to oxidize the C,
H, and S, less that contained in the fuel. In this case

5 1
St 5 Bl ’%H +ns = no, =632+ 7 +0.050 - 0231 =7.39 - gn;(;y ==
and
1+ E ! mol
= At | o | = T80 e e e
Ndry = Mgtoich ( 021 ) 0.21 100 g dry coal
1
Mot = My (1 + X) = 42.23 - LOL16 = 42,720
g dry coa
nN, = O.79ndry + Nfyel nitrogen
1
— 0794223 +0.054 = 33.42— "0
100 g dry coal
mol

= Engoichb =02-739 =148 —MMMM
no, Nstoich - 100 g dry coal
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NY,0,total = MH,0,combustion + Xndry =2.504+0.0116-42.23

1
—9099___MOT
100 g dry coal
ny

2

1+
Riotal out = N + ~+ ns + Afuel N, + stoich [(0—) 1+ X) - l:l

E
21
1.2
Miotal our = 6.32 4+ 2.50 4 0.05 + 0.054 + 7.39 [(m) -1.0116 — 1]

—4goy T
100 g dry coal

One may check this by adding up the mols of individual components in the
exit stream, finding the same result. We can compute the mol fraction (volume
percentage) of any component in this combustion gas by dividing its number of
mols by the total number of mols. Thus, for example

nso, _ 0.05
Rtotal out 44.25

Yso, = =0.001130 = 1130 ppm m

Most coals are delivered with 1 to 5 percent moisture; some subbituminous
coals have up to 35 percent moisture. Coals can also pick up moisture from rain
and snow in coal storage piles. Some coals are dried before burning; most are fed
to the furnace wet. The foregoing example would be modified in that case to add
the moisture contained in the coal, which leaves the furnace as water vapor in the
exhaust gas.

One can see that this type of calculation is tedious, but it is easily written into
computer programs and spreadsheets. We will use it, and the results of these two
examples, several times later in this book.

7.11 CHANGING VOLUMETRIC FLOW RATES

Gas volumes change significantly with changes in temperature and/or chemical com-
position. These changes complicate the design of all types of air pollution control
equipment.

Example 7.11. Figure 7.10 shows some kind of device with a single gas flow in
and out. The gas has the properties of air, and a flow rate of 100 Ibm/min. What are
the volumetric flow rates in and out?

Here we first compute the molar flow rate

(Molar ﬂow) Mass flow rate 100 1b/min Ibmol
rate

~ Molecular weight = 291b/lbmol  ~~ min

Then we note (see inside the back cover) that at standard conditions (20°C, 1 atm),
1.0 1bmol has a volume of [1/(2.59 x 1073)] = 385.3 ft. If this flow were at standard
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Heat removal = mCAT

= 5000 Btu/min

Air flow in Some Air flow out

- . -

m =100 Ibm/min device m = 100 Ibm/min

T = 500°F = 260°C T = 300°F = 148.9°C

0 = 1329 scfm Q = 1329 scfm FIGURE 7.10
= 2416 acfm = 1912 acfm Example of the changes in volumetric
=0.627 scm/s =0.627 scm/s flow rate through a device with a change
=1.14 acm/s =0.902 acm/s in temperature.

conditions, the flow rate would be
Standard) _ /molar standard
flow rate ) ~ \ flow rate /] \ molar volume
1 1 f f
bmol 453 ST _ 1309 5L
min Ibmol min
where the abbreviation scf means standard cubic feet. This would also be written

1329 scfm, where scfm stands for standard cubic feet per minute. The actual molar
volume is given by

Molar standard molar\ [ T Py
— —_— (7.19)
volume volume Tea P

In most air pollution control applications the pressure is close to atmospheric, so the
rightmost term is close to one and is ignored. Thus we can write

60°R
(Actual ﬂow) - (standard ﬂow) (L) 1399 scfim 960°R _ 2416 acfm
rate rate “td 528°R

where acfm stands for actual cubic feet per minute. For the flow out of the device
we can see that the standard flow is unchanged, but the actual flow is the preceding,
multiplied by (760°R/960°R), or 1912 acfm. |

=3.45

Here the metric equivalents are shown as scms and acms to match the English
usage. One often sees Nm? /s meaning normal cubic meters per second. Here normal
is the equivalent of standard so if the standard and normal temperatures and pressures
are the same (you must check), then Nm?/s = scms. There does not seem to be an
equally common metric equivalent for acms; sometimes one sees am?/s. One also
often sees DNm3 /s or d Nm? /s where the D or d stands for “dry.” This latter form
most often appears in permitted emission regulations, to put emission streams with
varying moisture contents on a common basis.

In Example 7.11 the actual flows are almost twice the standard flows; in com-
bustion gases the ratio can be three or four. Because of these changes in Q with T it
is common in flow diagrams like Fig. 7.10 to show both the standard and the actual
flows at various points in the system.

As we already discussed, the size of the control devices and the power to pump
the gas through them are roughly proportional to the volumetric flow rate. Thus it
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will be economical to cool gases as much as possible before sending them to air
pollution control devices, and it will be economical to locate the fan or blower at the
place in the flow where the temperature is lowest. Hot gases are commonly cooled
either by water sprays or by passing them through uninsulated ductwork before the
gases come to control devices or fans or blowers. The acid dew point, however, limits
how much can be accomplished this way (see Sec. 7.12).

Example 7.12. It is proposed to cool the inlet air stream in Fig. 7.10 from 500 to
300°F by spraying liquid water into it, not by the heat removal device shown in
the figure. Water is available at 20°C = 68°F. How much water must we spray to
accomplish this result? Assume that there is no heat transfer to the surroundings.
By straightforward energy balance (first law of thermodynamics) calculations
we find that, for the steady flow, adiabatic mixing of hot gases and liquid water,

AI"Igas + AHyater =0 = (mCp AT)gas + [m(A +Cp AT)]water

’hwater - (CP AT)gas e (CP AT)gas
fgs = A+CpAD)wae A
_ (0.25 Btu/1b - °F) (—200°F) 0,047 1b water
1055 Btu/Ib Ib gas

The amount of water calculated in Example 7.12 is small, but it produces a
significant cooling effect, mostly due to the high latent heat of vaporization, A, of
water. The flow rate values on the right of Fig. 7.10 would have to be increased to
take into account the water vapor that has now been added to the gas stream.

The saturation humidity of the cooled air determines how much we can cool
hot gases this way. Figure 7.11 is a simplified version of a psychrometric chart,
found in engineering handbooks and air-conditioning books. On it we see that the
process in Example 7.12 can be represented as an arrow, passing from the initial
state at 500°F and an assumed humidity of zero to 300°F and H = 0.047 Ib water/lb
dry air.

That figure also shows that if we continued adding water to the gas stream
(dotted extension of the process path) we would reach the saturation curve at 122°F
(called the adiabatic saturation temperature) and a humidity of 0.087 b water/lb
air. If we added still more water, the additional water would not evaporate because
the air can hold no more water. We would then have a mixture of air and water drops
at the adiabatic saturation temperature. In most cases we do not wish, for corrosion
reasons, to add enough water to come close to the adiabatic saturation temperature,
as discussed next.

7.12 ACID DEW POINT

Most gas streams that are treated for air pollution control contain moisture. If they
are cooled enough to condense this moisture, the liquid thus produced may clog or
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FIGURE 7.11

Path followed by the cooling in Example 7.12, shown on a psychrometric chart. Detailed charts of this type
for various gas—liquid mixtures are found in many reference books, such as Perry’s Chemical Engineer’s
Handbook. This chart is for air and water at one atmosphere pressure; p is the vapor pressure of water at this
temperature. H is the humidity, 1b/Ib dry air.

plug control devices. Even worse, that water can dissolve acidic components out of
the gas stream, thus forming acid liquids with impressive ability to corrode and thus
destroy parts of the control equipment.

If there are no acid gases presentin the gas stream, then the temperature at which
the contained moisture will begin to condense, the dew point, is the temperature at
which the ratio of the vapor pressure of water to the atmospheric pressure is equal
to the mol fraction of water vapor in the gas, or

( T — _ (Mol fraction of) — ouer (7.20)

P )T=Tosw water in gas
Example 7.13. Methane is burned with 20 percent excess air. Estimate the dew
point.

From Example 7.9 we found that the mol fraction of water in the combustion
products was Yyaer = (2.13/12.56) = 0.183. The dew point temperature (at one
atmosphere pressure) for this yyaer 1S that for which the vapor pressure of water is
0.183 atm = 2.69 psia. From any table of the thermodynamic properties of steam
we can find that this corresponds to Tpgw & 137°F. One could also compute this
value using the vapor pressure equation for water in Appendix A. =

This says that if we keep the produ'cts of combustion from natural gas above
137°F, they will not condense. Readers may have observed that if a large pot of cold
water is placed over a natural gas flame, water initially condenses on its bottom and
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sides. As the pot heats up, the condensation disappears. At first the pot cools the prod-
ucts of combustion in the gas flame below 137°F. The dew point for methane is higher
than for any other common fuel, because methane has the highest hydrogen/carbon
ratio of any hydrocarbon fuel. Thus, if acid gases were not involved, the temperature
requirement to avoid condensation would not be difficult. However, small amounts
of acids, particularly sulfuric acid, can raise the dew point dramatically.

Example 7.14. A combustion gas at one atmosphere pressure contains 11.0 percent
water and 1 ppm H,SO,4. What would its dew point temperature be if there were no
H>S04? What is its dew point temperature with the H,SO4?

By a similar calculation to that in Example 7.13 we find that without the
H,SO4, the dew point temperature of the gas would correspond to a vapor pressure
of 0.11 atm = 1.62 psia, or Tpgw =~ 118°F = 48°C. Figure 7.12 is a summary of
the observed dew points for this situation. From it we read an acid dew point of
~ 230°F = 110°C. |

-2 T T T T T T

_3 -
ppm HySO,4
100 i
-4 \__> -
- 80 =
e
60

. ;:
20 —~— 10 ppm H,SO, ]

~<— 1 ppm H,SO, I

logyg Py,s0, atmosphere
i
o
T

_8 - =
_9 - -
1 1 1 L
60 80 100 120 140 160 180 200
°C
L 1 1 1 1 i
150 200 T 250 300 350 400
°F
Temperature
FIGURE 7.12

Acid dew point curve for flue gases containing 11.0 percent water vapor at one atmosphere pressure.
(From Ref. 19.)
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This result indicates that 1 ppm of H,SOy in the gas raises its dew point by
112°F = 62°C. More than one major piece of equipment has been destroyed by
corrosion because its designers overlooked or did not believe this startling result.
Unfortunately, there is likely to be at least 1 ppm of H,SO4 in most combustion
gases, except for those from unodorized natural gas. Most of the sulfur in coal and
high-boiling oils is bound into their molecules. Propane and natural gas have sulfur
compounds added as odorants for safety reasons. When fuels burn, this sulfur is
converted to SO,, which then reacts with oxygen and water vapor to form H;SOj,.
How much of the SO, is converted depends on the moisture content of the gas, the
time spent in the combustion environment, and the catalytic effect of ash particles
and/or the metal parts of the combustion device. A typical estimate is that 5 percent
is converted in a large furnace. This problem is important enough (painful enough,
expensive enough) that it has a substantial literature [19].

Consequently, any air pollution control device that treats a gas containing SO,
(and therefore some H,SO,4) must either be made of corrosion-resistant materials,
which are expensive, or be protected against acid dew point corrosion. Common
protective measures are to insulate the device so that it will not be cooled by the
surroundings and/or to provide an auxiliary supply of inert gas or air to purge out
the SO,-containing gas whenever the device is shut down. Other acid gases (HNO3,
HCI, H,CO3) can also cause this problem, but not as spectacularly as HySO4. The
reason is that H;SOy4 has a very strong affinity for atmospheric water vapor and will
collect it and form drops at the high temperature shown in Fig. 7.12. The other acids
do the same thing, but not nearly as strongly.

Acid dew point condensation is also a problem in sampling stack gases. The
problem is not acid corrosion of the equipment, but change of the gas composition by
condensation and removal of acid components. Stack gas sampling probes and lines
are most often heated electrically to keep the sample above the acid dew point on its
way through the probe and sampling line to the detector, or else enough dry dilution
air is introduced near the sample inlet to reduce the acid dew point temperature
below the ambient temperature. This dilution is measured and accounted for in the
pollutant concentration calculations.

7.13 CATALYSTS FOR AIR POLLUTION CONTROL

A catalyst is a substance that makes a chemical reaction proceed faster without
itself being consumed in the chemical reaction. Because it is not consumed itself,
one catalyst molecule can influence billions of molecules in the catalyzed reaction;
small amounts of catalyst produce large effects! There are many types of catalysts,
of which the most important are the enzymes that regulate the chemistry of our
bodies; without them life would be impossible. Most catalysts are selective; instead
of speeding up all possible reactions, they speed up one reaction, without speeding
up others. This means that if A + B could react to form C or D, a selective catalyst
can cause the formation of almost pure C or almost pure D. Some air pollution
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Pt sites

washcoat >

FIGURE 7.13

Conceptual view of a supported platinum catalyst. The active metal sites are on the external surface and the
internal pore surface of the washcoat, which is attached to the nonactive monolith substrate. Observe the
small size of the pores; they range from 5 to 25 times the diameter of a typical gas molecule. (From R.M.
Heck, and R.J. Farrauto, Catalytic Air Pollution Control: Commercial Technology, Van Nostrand-Reinhold,
New York, 1995, p. 6. [20]. Copyright ©1995, Van Nostrand-Reinhold. Reprinted by permission of John
Wiley & Sons, Inc.)

control catalysts are chosen because they are selective, only promoting a desired
reaction, and not promoting others. In Chapters 1013 we will encounter examples
of catalysts used for air pollution control; this section describes the general properties
of the catalyst class most often used in air pollution control, supported solid catalysts.

Figure 7.13 shows, in schematic form, a highly magnified view of an active
part of such a supported solid catalyst.

To prepare such a catalyst one first prepares the support, whose shape is dis-
cussed later in this section. The support is generally a nonporous ceramic; for some
automotive applications it is a thin sheet of metal. The washcoat is a highly engi-
neered ceramic which has a high internal porosity. The values of this porosity are
startling.

Example 7.15. A typical catalyst support washcoat has a surface area, internal plus
external, of 100 m?/g. If this were in the form of a sheet, like a piece of paper, and
had a density of 2 g/cm?, how thick would the sheet be?

Assuming the sheet is a square with sides L long and with thickness ¢, we see
that its area is

Area (both sides) = 2L?
Its mass is

Mass = volume - density = Ltp
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Eliminating L between these equations and solving for ¢, we find

Mass 2 g 2 m 2 _é
— )= =10""cm
! (Area) (p) <100 m2) (2 g/cm3> <100 cm)

=108 m = 100A n

This value is startlingly low, about forty times the interatomic spacing in crys-
tals! If ceramics have this much surface area, then they must have internal walls only
forty atoms thick! Apparently they do. To make materials with this much surface
area, one starts with a material, from which part can be removed on an atomic scale.
To make porous alumina or silica (sometimes called silica gel), one heats a hydrous
alumina or silica to drive off the water, leaving behind an alumina or silica with
very small pores where the water was. If one could examine a piece of the ceramic
with a microscope with resolution equal to the size of atoms, one would see that
the apparently solid ceramic is really like an irregular honeycomb. If one could then
examine the walls of that honeycomb, one would see that the wall itself was a smaller
honeycomb, and so on down to honeycombs so small that their walls average only
forty atoms thick. By the honeycomb-within-honeycomb structure one can make a
strong solid out of sheets only forty atoms thick.

The catalyst is made by first preparing the inert (ceramic or metallic) substrate.
This is then dipped in a dilute suspension of the raw materials for the washcoat, and
removed, leaving a thin film of wet material. This is then baked to coagulate the
washcoat which causes it to dehydrate on the molecular level, forming the internal,
very small pores. The whole assembly is then immersed in a dilute solution of a
soluble compound of the metal (e.g., chloroplatinic acid to deposit platinum). The
assembly is then dried, leaving the nonvolatile metallic compound on the surface
of the pores. Finally the whole assembly is heated in a hydrogen environment,
which reduces the metal from its compound to metallic form. The resulting catalyst
contains only a fraction of a percent of the metal, which is often expensive like
platinum, palladium, rhodium, or rhenium, but all of that is on the surface of the
cheaper washcoat which provides mechanical strength and the high surface area of
the multiple pores. There are variants on this procedure; for example, some catalysts
use the same material for support and washcoat, and petroleum cracking catalysts
use highly specialized ceramics, without metal. But most air pollution catalysts are
prepared in some variation of this procedure.

In the chemical and petroleum industries the catalyst support is most often
prepared in the form of pellets, slightly larger than an aspirin tablet. For air pollution
catalysts the most common support shape is the honeycomb, shown in Fig. 7.14
on page 202. The principal advantage of the honeycomb structure over a bed of
pellets is that the honeycomb requires a lower pressure drop to force the gas through
it, typically about 5-10% as much as would a comparable bed of pellets (Problem
7.28). For applications in the chemical and petroleum refining industries, the small
pressure drops through catalyst beds are unimportant, and the convenience of the
pellet type outweighs its pressure drop disadvantages. For air pollution applications
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FIGURE 7.14

Honeycomb-type catalyst support. The individual flow channels pass straight through the whole structure.
They are typically about a tenth of an inch square. The cutaway scction at the right shows the internal
structure. This support is about 10 inches wide and 6 inches long, in the shape used for automotive catalysts
(see Chapter 13.). For other services the supports are rectangular or circular. (Courtesy of Dr. Ron Heck and
the Engelhard Corporation.)

the reverse is true; the lower pressure drop of the honeycomb catalyst supports makes
their use practically universal.

7.14 SUMMARY

1. If one is faced with an air pollution problem, the alternatives for alleviating it are
improved dispersion, process change, or downstream (“tailpipe”) control devices.
In current U.S. law and practice the first choice is process change; the second is
a downstream control device; and only if these, taken together, cannot meet the
applicable standard may enhanced dispersion be used.

2. If the pollutant is valuable itself or as a fuel, and if its concentration is high

enough, the best control solution may be to recover the pollutant or use it as a
fuel.

3. Itis almost always economical to minimize the volumetric flow rate of the stream
to be treated and to minimize the pressure drop in the control equipment.

4. In most calculations, the penetration is a more convenient measure of control
equipment performance than is the control efficiency.

5. Most air pollutants are the direct or indirect result of combustion or processes
using combustion. This chapter provides a brief introduction to combustion.

6. The volumetric flow in control devices changes significantly with changes in
temperature. For this reason process flow sheets normally show the flow rate
both at standard conditions and at actual conditions (scfm, acfm).
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7. All pollution control devices that treat gases with even trace amounts of SO, must
be protected against acid dew point corrosion.

8. Catalysts are widely used in air pollution control. The catalyst support in the form
of a honeycomb is most widely used because its pressure drop is less than that of
alternative forms. ‘

PROBLEMS

See Common Units and Values for Problems and Examples, inside the back cover.

7.1.

7.2.

73.
74.

7.5.

7.6.

7.7.

7.8.

7.9.

(a) In Example 7.3, how large a percentage error do we make by using Eq. (7.6) instead of
Eq. (7.4) (assume P; = 14.7 psia)?

(b) Sketch the paths corresponding to Eqgs. (7.4) and (7.6) on a pressure-volume plot. Show
what area corresponds to the error computed in part (a).

We pass a gas stream through a fiber filter that collects 85 percent of the particles present.

If we were to use three such filters in series and if we assume that each of them has an 85

percent efficiency, what would the expected overall collection efficiency be?

Repeat Example 7.5 for three identical collectors in series, instead of the two in the example.

In Examples 7.4 and 7.5, how many identical collectors in series would we need to get 95

percent overall collection efficiency?

A gas stream contains two sizes of particles, 50 wt% large and 50 wt% small. We pass this

gas stream through two collection devices in series. The collection efficiencies are shown

in the following table. What overall weight fraction of the particles is collected? -

First collection Second collection

device device
Collection efficiency for small particles 0.50 0.25
Collection efficiency for large particles 0.75 0.40

A new type of particle collector consists of five identical units in series. The gas stream we
are treating contains two sizes of particles, 50 wt% large and 50 wt% small. From theory
we know that the collection efficiency in each of the individual units for the large particles
is three times that for the small particles. The overall collection efficiency of the five units
in series, for both kinds of particles combined, is 90% by weight. What is the collection
efficiency of each individual unit for the large particles? For the small particles?

List as many examples as you can of industrial processes that recover a potential air pollutant
from a waste gas stream and put this recovered pollutant to economic use.

Figure 7.15 on page 204 shows the frequency distribution of various values for the product
of H times u for Peoria, Illinois. If the average daily emission rate for carben monoxide
for this city is 2 x 107 g/(h- mi?) and the standard to be met is 10 mg/m?, what fraction
of the time must we implement intermittent control to meet this standard? Assume that the
simple box model (Sec. 6.2) applies, that the size of the city is 5 mi by 5 mi, and that the
background concentration is 2 mg/m’.

In Example 7.1, what are the values of a, b, and ¢ in Eq. (7.1)? If we wish to rewrite that
equation in terms of the volumetric flow rate instead of the filter area, and if the flow velocity
through the filter is 2 ft/min, what would the values of a, b, and ¢ be?
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FIGURE 7.15
Frequency of occurrence of the Hu product for Peoria, Illinois [21].

7.10. Estimate the flammability limits (vol %) for propane in air.
7.11. Using the values in Table 7.1, calculate the LEL and UEL values by weight for the aliphatic

7.12.

7.13.

hydrocarbons. Discuss the possible reasons why the UEL for methane is so different from
the others.

Example 7.7 shows that the stoichiometric air-fuel ratio (A/F) for methane is 17.3 1b/lb.

(a) Compute the stoichiometric A/F for hydrogen and for carbon.

(b) Write an equation for the stoichiometric A/F of a fuel as a function of its molecular
(hydrogen/carbon) ratio, assuming that the fuel consists only of hydrogen and carbon.

Several industrial processes produce waste gases containing carbon monoxide. Normally

these waste gases contain no oxygen. They may be considered as mixtures of CO and N,. If

they contain enough CO, it is common practice to mix them with air and burn them, using
the heat released to generate steam or for some other practical purpose.

(a) Using the values in Table 7.1, estimate the lowest concentration of CO in the waste
gas for which burning is possible. Here the condition we are seeking is one where the
amount of oxygen supplied is just the amount needed to burn up all the CO, with no
surplus oxygen, and the concentration of CO in the final mix of waste gas and air is at
the lower explosive limit. Using the LEL value from Table 7.1 is not exactly correct,
because the lower explosive limit data in Table 7.1 is for CO in the presence of a mixture
of N, and O, which has the ratio (79/21) while in this case the ratio will be much higher.
But experimental data show that the result calculated this way is close to the observed
value.
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(b) List industrial processes that might produce such waste gases. These can be inferred by
considering what kind of chemistry would produce such gases.

The explosive limit data in Table 7.1 (and all similar tables) are based on mixtures of the
combustible material with air, which is a mixture of approximately 21 percent oxygen, 79
percent nitrogen. If we substitute pure oxygen for air, we normally find that the lean limit is
unchanged, but the rich limit is greatly increased. Why? What are the safety consequences
of this observation?

Table 7.1 lists the spontaneous ignition temperature for methane as 1170°F. This is the
temperature for a stoichiometric mixture. Sketch on a copy of Fig. 7.4 the relation that must
exist between spontaneous ignition temperature and Ymethane-

Show the calculations leading to the statement in Section 7.10.7 that compression of the gas
in the cylinder of an automobile engine with a compression ratio of 7 leads to a temperature
increase of about 600°F.

By how much does preheating the air, as shown in Fig. 7.8b, increase the thermal efficiency
of the preheated furnace, compared to one without preheating as shown in Fig. 7.8a? Assume
the fuel is methane, the heating value is 21 502 Btu/lb, and there is 20 percent excess air.
The heat capacity of air and combustion gases is roughly 7 Btu/(Ibmol-°F). See Example
7.9.

Show the complete derivation of Eq. (7.17).

The “typical” coal in Example 7.10 is being burned under the conditions in that example, at
a rate of 1000 kg/h of dry coal. The combustion products enter a treatment device at 400°F.
‘What is the gas flow rate in scfm and acfm?

Repeat Example 7.10 for the case where the coal has the same dry analysis as shown, but
has a moisture content of 5 percent as burned.

Air at 2200°F and 1 atm is flowing at a rate of 1000 Ib/min out of the afterburner on a

hazardous waste incinerator.

(a) How many scfm is this?

(b) How many acfm is this?

In Example 7.12, what are the values of Q in scfm and acfm in the cooled gas?

Repeat Example 7.13 for 0 percent excess air, instead of the 20 percent value shown there.

If you do not have a table of the thermodynamic properties of steam, you may estimate the

vapor pressure of water from the Antoine equation, Appendix A.

In Example 7.12:

(a) What is the dew point of the cooled gas? Assume that the hot gas is air, with zero water
content.

(b) We now wish to cool the gas as much as possible by mixing it with a water spray, but
we have a company rule not to cool below 25°F above the dew point of the cooled gas.
How far can we reduce the temperature of this gas by mixing it with a water spray?

(c) Sketch how one would find the dew point graphically, and how the process in part (b)
would look on a figure like Fig. 7.11.

In Example 7.12, how large a percentage error do we cause by making the approximation

that, for water, A > Cp AT?

(a) Write the general equation for the mol fraction of water in a combustion stack gas, on
the assumption that the fuel is a hydrocarbon with formula C,H,, that the air moisture
is X mol/mol of dry air, and that the excess air is E percent.

(b) Using that formula, calculate the value of (y/x) that corresponds to 11.0 percent water
vapor in the stack gas, for dry, stoichiometric air (X = E = 0).
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7.27.

7.28.

(©
(@)

Compare that value with typical (y/x) values of ~ 1 for coal, &~ 1.8 for most fuel oils,
and 4 for natural gas. What kind of fuel is probably intended in Fig. 7.12?
Show how much the answer to part (b) changes if we assume £ = 0.20and X = 0.0116.

Using Fig. 7.12, estimate the acid dew point for the exhaust gases from a coal-burning power
plant. The coal to be burned (this is actually the design coal analysis for the Emery, Utah,
power plant) has the following analysis:

Component % by weight

Moisture 6.4
Carbon 68.3
Hydrogen 4.9
Nitrogen 0.8
Oxygen 10.2
Sulfur 0.6
Ash _ 88

Total 100.0

Assume that E = 0.2, that there is 5 percent conversion of SO, to H,SOy, and that the
combustion air is at 20°C and 50 percent relative humidity.

This problem follows closely an example calculation, supported by experiment in [24]. A
typical automotive catalyst has a gas flow rate of 136 kg/hr at 590°C and 1 atm. The frontal
area of the catalyst is 0.0182 m? and a total length of 0.0762 m. The exhaust gas has ~ the
same properties as air. -

(@)

®)

(©

Show that the gas density is ~ 0.41 kg/m?, and that the volumetric flow rate is = 0.092
m?>/s. Based on these values show that the vapor hourly space velocity (VHSV), which
is the volumetric flow rate divided by the external volume of the catalyst package, is
a2 24,000/hr. (This is typical of automobile catalysts at low engine speeds; at full speed
the flow rate is & 4 times this amount.)

If the catalyst is a monolith, like the one shown in Fig. 7.14, with square channels 1.5
mm on a side and an open area of 0.62 of the total area, show that the hydraulic radius,
HR, is 0.375 mm, and the exposed area/volume is 1654 m%/m?>.

Calculate the Reynolds number, finding & 131, which shows that the flow in the channels
is laminar. The pressure drop is estimated [24] by

ap="" K.+ K.+ A, fr (7.21)
T cn e T8 HR ’

where K. and K, are the contraction and expansion loss coefficients for the entrance and
exit from the monolith, whose values are both = 0.15, and A, is the correction factor
for the fact that this is a short tube (L/(4HR - R)) = 0.4 for which one must account for
the flow development. Based on a correlation shown in [24], for this problem A, ~ 1.1.
For laminar flow in square channels Mondt [24] suggests that the friction factor, f, can
be computed from

14.23
= — 7.22
= (7.22)

Graduate students should show the relationship of this equation to Poiseuille’s equation
for flow in a circular tube; undergraduates should simply accept it. Using it in Eq. (7.21),
estimate the pressure drop needed to move this gas flow through this monolith.
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(d) Show that if the monolith is replaced by a bed of spherical beads with diameter 3.2 mm,
with the same frontal area and length and with a porosity of ¢ = 0.38, the bed of beads
will have & twice the external surface as the monolith and a hydraulic radius of 0.32
mm.

(e) Show that the Reynolds number, based on the interstitial velocity, is =~ 185, which
corresponds to the transition region between laminar flow and turbulent flow for a
packed bed. For this R a plot in [24] suggests that f = 0.8. Substitute that value in the
pressure drop correlation for packed beds

pV? L

AP = = (fﬁ) (7.23)
and estimate the pressure drop.

(f) Compare the calculated pressure drops with the statement in Sec. 7.13 that for equal
flow geometries the pressure drop is much greater in a packed bed than in a honeycomb
monolith. Currently almost all automotive catalysts use the honeycomb form. Earlier
some used pellet beds, in which the shape was chosen to have the cross-sectional area
perpendicular to flow much larger and the length in the flow direction much smaller.
Repeat the calculation in (e) for the same total packed bed volume, but for the frontal
area increased by a factor of 2 and the length decreased by a factor of 2. Here assume
that f does not change. How much does that reduce the pressure drop?
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