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PREFACE 

This book provides an introduction to many m�tho�s or a?alysis t�at arise in 

engineering for the solution of ordinary and partial ddTerential equations. Many 

books, and often many courses, arc oriented towards linear problems, yet it is 

nonlinear problems that frequenlly arise in engineering. Here many methods­

finitc difference, finite element, orthogonal collocation, perturbation-are applied 

to nonlinear problems to illustrate the range of applicability of the method and the 
useful results that can be derived from each method. The same problems arc solved 
with different methods so that the reader can assess these methods in practical and 
similar cases. The examples are from the author's own experience: fluid ftow 

f, (including polymers), heat transrer, and chemical reactor modeling. 
The level of the book is introductory, and the treatment is oriented toward the 

nons�alist. Even so the reader is introduced to the latest, most powerful 
techniques. The course is based on a successrul graduate course at the University 
or W�ington, and most chemical engineers taking the course are experi­
men�ah�ts. The reader desiring to delve deeper into a particular technique or 
app��1�� can follow 

_
the leads given in the bibliography of each chapter. 

version ort
��C:O:pecially th�nks the class .or 1979,

_
who tested the first ��tten 

about providin 
k, and _especially Dan David and Mike Chang, who were dtligelll 

Sylvia Swimm. 
g corrections. The draft was expertly typed by Karen Fincher and 

The author is also tha k� 1 . . 
project-both fiscall d 

8 u 10 �1s famdy for supporting him during the 
whole family Spe . Y1 a� psycholog1cally. Writing a book really involves the 
Christine, wh� gav:ia t anks go. to the author's children Mark, Cady, and 
and to the author's .;re. 

5;�1: :::/::;r fath_er-child time to make this book possible. 
contmued support and encouragement. 

Seatlle 1980 
Bruce A. Finlayson 



CHAPTER 
ONE 

INTRODUCTION 

The goal or this book is to bring the reader into contact with the efficient 
computation tools that are available today to solve differential equations 
modeling physical phenomena, such as diffusion, reaction, heat transfer, and ftuid 
flow. Arter mastering the material in this book you should be able to apply a 
variety or methods-finite difference, finite element, collocation, perturbation, 
etc.-although you will not be an expert in any of them. When faced with a 
problem to solve you will know which methods are suitable and what information 
can be easily determined by which method. The emphasis is on numerical 
methods, using a computer, although some of the approaches can also yield 
powerful results analytically. The author's philosophy is to use preprogrammed 
computer packages when available because they allow the reader to sample, 
�ruse, and solve difficult problems with less effort. The reader is, however, 
introduced to the theory and techniques used in these computer programs. 

1-1 CLASSIFICATION OF EQUATIONS 
Equations modeling physical phenomena have different characteristics depending 
on how they model evolution in time and the influence or boundary condilions. 
When conrronted with a model, expressed in the rorm of a differential equation, the 
analyst must decide what type or equation is to be solved. That characterization determines the methods that are suitable. 

C��sider a closed system (i.e. no interchange or mass with the surroundings) 
containmg three chemical components whose concentrations are given by c1, ,·�· and c3. The three components can react (say when the system is illuminated with 



Figurel·I Rcacnonsystcm. 

d h , 1 is to predict the concentration of each 
light of a specified frcqu�ncy), an � e got eaction are known as a function of the 
species as a function of ti�e. The rates

_ 0 �own in Fig. 1-1, and the differential 
concentrations. The reaction system is s 

equations governing this system arc 

�== -k1c1+k2c·2c3 df 

�f ==k3d 

(1-1) 

Initially the concentrations of components two and lhrce ai_·e zero, and the initial 

concentration of component one is given as c0• We thus wish to solve Eqs. 0-l) 
subject to the initial conditions 

(1-2) 
Note that the conditions apply only at time zero. not to later times t. The reaction 
proceeds in time; if we know where to start we can integrate the equations 
indefinitely. This evolution property yields equations that are called ini1ial-value 
problems. In this case Eqs. (1-1) are ordinary differential equations, since there is 
only one independent variable, time 1. Thus Eqs. (I-I) and (1-2) are governed by a 
system

_ 
of ordinary differential equations that are initial-value problems. In this 

text this is abbreviated to ODE IVP. 
Consider next diffusion and reaction in a porous medium. We have a 

hetcrogcnc�us system (solid material with pores through which the reactants and prod�cts �11Tuse), but here we model the system as simple diffusion using an ;�:��tvc diffusion coefficient. A mass balance on a volume of the porous medium 

1\· _ (tJ_, r1J )' tJ :) 
?1 - - r1X + -1,)� + �iz + R(c) (1-3) �::r;

r
:��

l 
th� 

1
r;•

.
te of _reaction per unit volume (solid plus void volume� J is the 

solid and ::�� 3
1
r:<

�
l
ni��

1
�f ;o�cenlrution per time per unit area-including both 

effective diffusion co fri . A is the -" componen1 of the vector J. By using nn · c ictent we express the llux J in a form similar to Fick's law 



or 

J,, = -D ... �xc· J = -D � J, = -D .. �, 
u r "Oy u 

INTl.ODUCTION 3 

(1-4) 
This equalion assumes equimolar diffusion (one mole or rcac1ant diffuses in and 
one mole of producl diffuses out), and all the microscopic details of the porous 
medium are lumped inlo the diffusion coefficient. Obviously to model a specific 
physical situation the diffusion coefficient must either be measured or deduced 
from similar systems. With this approximation the equation becomes 

or 

ac o ( "') o ( "') a ( "') a;= fu o .. ax + ay o .. ay + az o.,az + R<c> 

�=V·D.,Vc+R(c) 

Impermeable boundary e=e1 

-
L 

FIJtinl-l Dilf111iD11inasl11b. 

(1-5) 
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, . .i NOt'lllNEA 

·rrusion occurs in a po�ous �lab �hat 1s infinite in 
t us next assume that

_ 
t�e di 

Jar e plane sheet with d11Tusmn .throu�h the Le . 
two directions, giv_

mg a ,J:t simplify Eq. ( l-5) to one d1mens1on by cx_
te�t in 

of the sheet (see Fig. l-Z). e 
entrations in they and z directions. Also 1hickn�ss 

negligible variatio� of th� ��;c
sio!l 50 that the time derivative is zero 

��;;�:�
n
!e steady-state reaction an ' u . 

<!.-(o �) + R(c) = O {t-6) dx �dx 
1 6) go from a partial differential equation (the 

As we go �rom Eq. (��5��0 
a� 

-
leas:e

two independent variables) to �n ordinary concent�at1on de�en (the concentration depends on only . one mdependent differential equ�tion 1 6) is second-order and the theory of hnear second-order variable). Equauo.
n ( • . says that we must specify two constants in the ordinary di�eren

�
I �q��t·��� stating two boundary conditions, one at each side 

�;��:
a
�l:�

lu
��r�- we

e
co�sid:r one side of the slab as impermeable ��o Hux) and the 

concentra;ion is held fixed at the other side. These boundary cond1t1ons are 

de x=O -D��=O (1-7] 
(1-8) 

The problem in Eqs. (1-6) to (1-8) is an ordinary differential equation and a 
boundary-value problem ODE-BVP. It is also called a two-point boundary-value 
problem because the two conditions are expressed at different positions x. IC the� 
had both been specified at the same point. say x = 0. then the problem would have been an initial-value problem. This nature of boundary-value problems-having conditions at each end of the domain- complicates the solution techniques but is characteristic of diffusion, heat transfer, and Hu id-flow problems. Re�racin� our steps back to Eq. (l-5) describing diffusion and reaction in a l�ree-d�mens1onal space, this time let us simplify the equation for one space d1mens1on, as before, but include transient phenomena, such that 

,,,, c ( ,\·) ;1f = iiX D,,fl.� + R(c) (1-9) 
This is a partial differential , · i�dependent variables x and 1

equ,nion.' �ccause the solution c depends on tw� d11Terent, however. Onl a sin 
·1 The �ha�act�r of the dependence on x and on r �s 

an �v.olution phenome:on. W
� e der.•vativ� 1�.1 occurs, and the dependence on r is pos111on require an mlltal value of the concentration at each 

Th d t'(X,0)::: c·o(X) (1-10) e ependence on x is like . b necessary. Conditions lik E 
a oundary-value problem and two conditions are 

��
ou\d ��w be a functio� 0��i��-

7) and (1-8). ure feasible, but the concentration 
d
'
IJ 
centr

.ation. 
We call th' .  . 'co.rrespondmg to variations in the bulk-stream 

t� l�=�t1al equation in one•:p�?c:
t�� m .�qs. (I-7) to ( 1-10) a parabolic partial act that one variable is evolu::

e
:,����� ��er=�e��· 

The term purubolic refers 
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f"igurel-l Diffusioninalonr.ca1alys1pellc1. 

If we solve Eq. ( l-5) in two or three space dimensions we also have a parabolic 
partial differential equation, with the I variable being evolutionary and the .'¥::. ·'" 
and z variables being or boundary-value type. In two dimensions we have 

(1-111 
Ir we include two space dimensions but allow only steady-state situations then the 
equation reduces to 

,1 ( "') a ( ''') � o .. � +a;; D,,fy + R(c) = o ( l-12) 
This equation would model both diffusion and reaction in a catalyst particle that is 
very long in the z direction, so that z varia1ions are negligible (see Fig. 1-3). The 
type of boundary conditions allowed are Dirichlet-type or boundary conditions or 
the first kind 

t'=<"s 
Neumann-type or boundary conditions or the second kind 

rk -D,.iiij"" -D.n·Vt• =-/• 

(1-13) 

(1-14) 
and Robin-type or boundary conditions orthe third kind or mixed conditions 

tk -D.a,; = k.,(<'-ca) (1-15) 
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. inting normal.JR is the specified mass Hux, and ea is the where n 1s 1hc ou1wnrd po 
1 1 e porous medium. The mass transfer coefficient is conccntralion extermi�.�� � apply 10 heat transfer, in which case D., is replaced� · 

Simihtr boundary co�.: 1�"Jj is the specified heat flux, km is replaced by the tir1 
1he thermal co?duc,

uvi :d ;h: value cs becomes the external temperature. Tl. __ ! 
transfer coefficient 1, a • ·� 
boundary conditions are 

T= Ts 

-k';. =fs 

-kilI_ = h(T-Ts) an 

0-16) 

Equation ( 1 - 12 )  is an elliptic partial differential equation, and the indeperu1en1 
variables are of the boundary-value type. 

Generally diffusion problems are elliptic in nature; ir the problem is unsteady­
state or evolutionary the added accumulation term makes them parabolic. This 
classification is deduced ror the following general linear second-order equation 

iJ2c e2c C2c 
Aax' + B uxcr + Ci;f' 

= 0 (l-17) 

The type or equation is deduced from the discriminant 
D = B2-4AC D < 0 elliptic 
D = 0 parabolic (l-18) 

D > 0 hyperbolic 
For example, the heat transfer equation 

clT k i!'T 
11/ = 

pC iJx' (l-19) 
would have A > o, C = 0, B = . 

P • • steady-state equation 
O,t and D = 0 and 1s therefore parabolic. The 

iJlT iJlT 
iJxl + ,Jyl = 0 (1-20) 

has A = C = l , B = O, and D is ne . . . &alive. The equauon 1s therefore elliptic whereas 
il!_ - k ('l'T <l'T) ,Jt - /)C iJx2 + µ ( 1 -21 )  �:

n
� tested for each variable The� . 'Y. . s1ons x and)' are elliptic i� char��=

r
�ariable is parabolic whereas the spaual 

tldeaur,,.wi1h1. 



INTRODUL"TION 7 

�lh�r dilfcren1i11l c�mllions arc introduced below in the context of s . 
;1pphc:1t1ons. M:1thcmat1cal problems arc most easily solved in n 

. �ifie 
form. and we illustrate here the procedure for turnin d 1 

ondim�ns1�na\ 

mmdimcnsionnl form; Take Eqs. ( 1 -6 ) to ( l -8 )  for the c:sea Rm� � k;J��l�o� l�t� 
const:mt. W� defin� c: = <'/c 1

. 
and x' = x/ L and introduce these new variables

e 
into ���

S
��e

t
r:;�;�

e
������n, noting that c' and L are constants that can be brought 

D;;• ::�� - kcf<c')2 = O ( 1 -22) 

-�cc 1 � = 0 at x'L= O ( 1 -23) 

C1c' = C1 at x'L = L ( 1 -24) 
We multiply Eqs. ( 1-22) to ( 1 -24) by 13/(Dec1) and simplify the equations to 

d2c' kc 13 
dx'2 - --/J:- <c')2 = 0 
de' 
JX'= O at x'= O 

c'= I at x'= I 

( 1 -25) 

( 1 -26) 

( 1 -27) 
Equations ( 1 -25 ) to ( 1 -27) are then the nondimensional form of the problem, 
which is solved mathematically. In this case the parameter ¢2 = kc1L2/De has a 
specific meaning (ratio of reaction to diffusion phenomena) and name (Thiele 
modulus squared). Insights obtained from the nondimensional form of the 
equation are left to the appropriate section treating that problem. If no character­
istic parameter suggests itself (as do c1 and Labove) then we just assign a standard 
c, and proceed. This situation is actually more suggestive than it seems. The 
implications are explored in Sec. 5- 1 . 

The remainder of the book is organized according to the type of problem: 
ODE-IVP, ODE-BVP, 1-D PDE, 2-D PDE, elliptic and parabolic. When solving 
problems in each category, however, systems of nonlinear algebraic equations 
must be considered. The next chapter reviews methods for doing this. 



CHAPTER 

TWO 
ALGEBRAIC EQUATIONS 

Systems of nonlinear algebraic equations must be solved. Two useful techniques­
successive substitution and Newtun-Raphson--are reviewed here. The first 
method is considered because it is simple and sometimes very useful, and the 
second because it is an excellent method, although not fool-proof. In other sections 
of the book more specialized techniques are considered-see Sec. 4-8 for lower­
upper decomposition of matrices, which is important for large sets of equations. 

2-1 SUCCESSIVE SUBSTITUTION 

Consider the set of nonlinear algebraic equations 

F1(X1,X2, .. ,xn) = 0 
. f2(X1,X2, .. ,Xn) = 0 

Fn(X1,X2, .. ,xn) = 0 
which we write in compact form as 

f1(XJ)=O i,j=l, .. 111 

i= I, .. ,II 
F(x) = 0 

(2- 1 )  

(2-2) 

'f e :-Vish lo find the set of x, satisfying Eq. (2- 1 ). The notation x means the set of X1, ,xii• = l,ll). Reformulating the equations by adding xj to the ith equation gives 
• 



x,+F,(x) = x, 

The i1erative scheme is defined from Eq. (2-3) as 

ALGEBRAIC EQUATIONS 9 

(2-3) 

x�+i = xt+F,(x�) (2_4) 
where the superscr1ipt k denotes the iterate number. We merely guess xo and a 1 Eq. (2-�) to find x , repeat to find x2, and so forth. The scheme is simple to a::!� 
:��:;i;�h�o ;;�h:d ��o;:�:::;:�!::!�:.lator can be used for small problems. Let 

The goal is to find the x satisrying the equation 
F(x) = x2 - 2"" O 

We apply successive substitution in the form . 
x"" x2-2+x 

12-5) 

(2-6) 

Starting at x0 = I we get successive values of x� ofO, -2, 0, -2, 0, . . . .  The method 
does not converge. If we try x0 = 1 .4 we get successive iterate values of 1.36, 1 .2 1 , 
0.67, -0.88, . .. , and again the method does not converge. Even if we insert the 
exact answer in a hand calculator the method diverges. Obviously for this example 
convergence of the successive iterates is a problem. 

Next we apply the successive substitution method when the equation is 
written in the form 

F(x) = � -� = 0 

Now the successive iterates are calculated by 

x1<+1,,,,!x�+� 

(2-7) 

(2-8) 

Starting with xo,,,, 1 .6 we get values of x� = 1.425, 1 .�1425. 1.4.1421 �563, 
1 .41421 3562, . . .  , or the first 10 digits of the exact answer with only � 1tera11ons. 
Starting from xo "" 1.2 gives similar results. Obviously Eq . . (�-8) is a beuer 
iteration scheme than Eq. (2-4), and we would like to know this m advan�e. The 
needed information is given by the following convergence theorem, which we 
prove. 

Theorem 2-1 Let ot be the solution to or1 = j1(ca). Assume thnt given an Ii > 0 

there exists a number O < 11 < I such thal 
(2-9) 

Then xt converp;es to oi1 ask increuses. 
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PROOI' We apply a Taylor series and the mean-value theorem to the equation 
xt-ix, =.f.(xk-1)-f.(ix) 

""f.(a) + f Yi._I _ _  , (xj-1-:x)-f;,(m.) (2- 10) ;� l <Jx; •,c2,+,,tx! -2,) 
which holds exactly for some O < C; < I. I f_ each term in the summation_ is made positive the result will be larger than if some of the terms are negative 
and offset the positive ones, thus 

1x�-ix;1.;;;; t 1;£1 1x,-1-ix;I (2-1 1 )  i� l <.XJ 
The maximum norm is defined as 

Then 
llxll,, = max lx;I 

I'"'°"" 

11x"-•11. " II ± 1r�1 1xr ' _,,1 11 jcJ <X; " 
Jfwe replace lxj-1 -:x) by llxl- l _oi:ll,, on the right-hand side we get 

11•'-•ll, 4±
,l�ltll•' '-•II, 

Wc applythisfor k = 1 , 2  . . . . 
llX 1 -a:ll, :S:; Jll\X(l -Clll, < Ji/I 
\lx2-«ll� .i:;;111lx1-cr.IL. <112/r 

Combining the results gives 
llx�-:x111� � 1llr i = l, . .. ,11 

(2- 12 ) 

(2-13) 

(2- 14) 

(2- 15 ) 

(2- 1 6) 
(2- 17 ) 

(2- 1 8 )  
and ifµ< I ,  as assumed, the right-hand side goes to zero as k increases. 
proving the theorem. 

We note two things about this lheorem. First it gives conditions under which 
the iteration will converge, but says nothing about what happens if the conditions 
of the theorem are not met. In that case the iteration may converge or diverge, and 
the theorem is not applicable. I t may converge because the conditions of lhe 
theorem are too restrictive and were only needed to prove the theorem, rather than 
being needed to ensure convergence. The second point is thal to apply the theorem 
we must ensure that Eq. (2-9) is satisfied. This may restrict the allowable choices of 
x0, and finding the limits on x0 may not be a trivial tusk. However. we can learn 
some interesting things from the theorem. Suppose the problem we wish to solve is 

x = /Jf(x) (2-19) 
where /l is a parameter, and we apply successive substitution. 



ALGEBRAIC EQUATIONS 1 1  

x"+I =/Jf(x') 
we n1.'t.-d 10 look at /ldf/tfx. Clearly for large fJ the conditio 

(2-2�) 
not be m.

ct because fJ1W1�x > � and convergence is not as��r��h��:r:�:e� w1il! 
small. fMf/dx < I and the iteration scheme converges. Knowin th" � 
and �nowing lhe range of fJ for which we desire solution; c�� ai��a!��·�h� iiera11on stra1egy. 

We now apply the theorem to the example tried in Eq. (2-4). Here 

and for 

we need 

t� 2x+ I 
lx-1.414 ... 1 <i: 

15fl :s;; 1 + 2( 1 .414±1:) 

(2-2 1 )  

(2-22) 

(2-23] 

Clearly we cannot find aµ < I and the theorem does not apply. Also we found by 
example that the method diverges. When we change to Eq. (2-8) we need to look at 
((x) = x/2+ 1 /x and get 

For 1.2 < x < 1.6, I f'I < 0.20. Thus for 1.2 < x < 1.6 the theorem says the 
iteration converges to the solution, as it does. 

Now the theorem on successive substitution can be used to turn a divergent 
scheme into a convergent one. In place of Eq. (2-4) let us use 

xk+' = xk + {JF(xl) = /(xl) (2-25) 

and make fJ sufficiently small that 
!_I[= l + fl2x < I  dx 

We choose fJ = -0.25 and apply the iteration scheme 

XHI = xk+ fJ[(xl)l - 2] 

(2-26) 

(2-27) 

Starting with xo = o gives us successive values of0.5, 0.9375, 1.22, 1.35 •. · · ·  1.41416 
arter JO iterations. The iteration scheme converges. although it takes many 
iterations. 

?-2 NEWTON-RAPHSON 

To apply the Newton Raphson method we expand_ E
q. (2- 1 )  in a Taylor series 

about the xl iterate. We do this first for a single equuuon 

I 
di Fl (xl+ i -xl)i (2-28) 

ffxl+ I l = F(xll + ��,.,. (xH I -xl) +Ci?'." - 2!-- + ... 
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We ne Jcct derivatives of second and higher orde
rs, �nd we set F(x• + •.) = 0, since 

we wis� 10 choose xl + 1 so that this is true. The result 1s rearranged to give 

l+l_ k_ � x - x dF/dx(x•) (2-29) 

A ain we choose xo and apply Eq. (2-29) successively. This is the �ewton method. g 
lfwe have several equations, as in Eq. (2-1), we do the same thmg 

" aF, I ( ... '> 
F (xA+L)=F;(xl) + t.. � xi -x;+· • 1,,,1 vX; x• 

define thejacobian matrix 

(2-30) 

(2-31) 

and set F;(xu 1) = o. We can write the Newton-Raphson method in alternate 
forms 

f A�1(x,+-1-x,)= -F,(xk) 
j=I 

x�+-1 =x,- J
I 

(Ak);iLF;(x•) 

" " 
L Af1x�+-I = I A�r\;",-f;(x•) 

j"'I j=I 

(2-32) 

(2-33) 

(2-34) 

To use this method for a system of equations we must solve the system of 
equations over and over, either by inverting the matrix A�1 or by decomposition. 
Since all computer centers have matrix inversion routines readily available, it is 
assumed here that the reader can do that. Problem 2-4 is a useful review, and the 
subroutine INVERT can be used. 

The convergence of the Newton-Raphson method can be proved under 
certain conditions (see Isaacson and Keller, p. t 15). 

Theorem 2-2 Assume x0 is such that 

and 

and 

llA-'(x0)U �cl 

llx'-x011=11A-1(x0)F(x0)11 � b 

(2-35) 

(2-36) 

" ''J; I ,. 
.�. iJx/!x• �;; 

for llx-x011�2b i,j= I, .. ,II (2-37) 

Then the Newton iterates lie in the 2b sphere 

and (2-38) 

(2-39) 



where 
F;( (! ) = O 

jlxA-(!11� � 
llxll = max lx;I 

l,.:1o;;n 

For example, for F(x) = x2 -2 we get 
F'(x) = 2x 

k+I k (Xk)1-2 x1' } x = x  - �=2 +� 
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(2-40) 

(2-41) 

(2-42) 

(2-43) 

(2-44) 

Thus the second iteration scheme, Eq. (2-8), is actually a Newton-Raphson 
method. Indeed it was prior knowledge of this fact that permitted the selection of 
the form of Eq. (2-8) which would lead to a convergent iteration scheme. 

The Newton-Raphson method, contained in one of the three versions given in 
Eqs. (2-32), {2-33), or (2-34), requires calculating the jacobian Eq. (2-31). At first 
glance this means the function must be differentiated analytically. Frequently, 
however, numerical derivatives are suitable, and they do not affect the answer, 
only the speed of convergence to get there. Obviously if the numerical approxim­
ation is very poor then the Newton-Raphson method would not converge as 
predicted. We would then use in place of Eq. (2-31) the approximation 

k F1(xt( l + eb1J))-F1(x�) 
A;i = x� + i:x, -x, 

(2-45) 

where E is a small number. (Using i: = 10-6 has proved feasible for a CDC 
computer with a machine accuracy of about 10-15.) 

2-3 COMPARISON 
The suceessive substitution method has the advantage of simplicity in that no derivatives need be calculated and no matrices need be inverted. It may not work, however. In the Newton-Raphson method the derivatives must be calculated, and lhe matrix inversion may take considerable computation time for large problems. However, the chances of success are considerably better. Another feature of the 
�:�:

s
s!�s

h
�h:t ��;

y
s�����:��

s
s���ti�::�

a
�e:�o;::��v�r::

c
:�:e�r�:�::� 10. the answer, if it takes three iterations to reduce the error from io-1 lo io-J ii Will take a total or 1 8  iterations to reduce the error from io-2 to io-ll. By contrast, the Newton-Raphson method converges quadratically. To go from an error of 
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10-1 
s 10-3 
s 10-4 
I0-6 

°::::.:::--� (J=-1/16 
0- ._ 

0 

\\� · \  
·\-1/4 

Newton-Raphson \ 
10-10 2.00 4.00 6.00 8.00 I0.00 12.00 

l!crate number 
Figure 2-t Iterate error as function of number ofilcra1ions 

10-1 to an error of 10-11 takes only 2 iterations. The iterate error is roughly th� square of the iterate error in the previous iteration. Alternatively the number 0 significant figures that arc correct is doubled at each iteration. Of course each iteration may take more work. since derivatives must be calculated, and perhaps a matrix must be inveried. The final trnde-olT involves the number of iterations and the work per iteration. For a sample problem the error is plotted in Fig. 2-1 versus the iterate number and lhe rapid convergence of the Newton- Raphson method is shown. The speed of 
.con.

vcrgence of the successive substitution method depends on the value of fJ; results for several fl are shown. A smaller fl ensures convergence, but the rale of 
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L'\ln\·erg.cnL'C is slower. For t�is .simple problem the two methods lak . \\'Mk 
(same number of mult1phcat1ons) and Newton-R h . e equivalent 

s�·stenis of equations the Ncwt?n:-R�phson method take:: ;��t
·� P�eferred. For 

since ii takes �bout llJ/3 mult1phca.t1ons to solve the linear syste:o;:�;: work �;�k: these c1rcumstances successive substitution may then be preferred,
n 
i� �� 

STUDY QUESTIONS 

successive substitution and Newton-Raphson methods 
J. How to write the iteration scheme 
l Which one has the wider range of convergence 
J Which one converges faster 
4. The amount of work necessary to solve each of them 
5. What does the convergence depend upon 
6. What happens when the problem is linear 

PROBLEMS 

2-1 Considerlhcproblcm 

c, =LO 

Set up a nlculauon scheme that is useful for small </>2 (suc«liSive substitulion) and for !ar@.C </Ji 
(Ncwton-Raphson). Apply your ..cheme to the following cases (soh·c wilhin io-6): 

(a) </l1= l,/k)=c 
!b) </l2 = 40,/(<') = ( 
fr) </J1 = l,/(r) = •" 
(d) </l1 = 1000.f(c) = c/(I +e:>c)1, e:> = 20 2-2 Discuss the following points after working problem 2-1. Apply the convergence thwrem for 

soo;css,� substitution to problems 2-111 to 2-1<1. Does the method converg� when the �ondmons of the 
lhtorcm are sati�fied'! When they arc no1'! How muny i1erations nre n.oqumid to achic"c the n:qum:d 
�eo;uracy for lhe two mc1ho'h and the four �use•? What happens in lhe Newton- Ruphson method for 
linear problem,·! Comment on the case of applying the 1wo mclhods in !he four cases 
:t.3 Sol•·e -10.s, + 10.s = .,i.1Rtcl 

R(d = ,·up [;·/JI +-�1
,�;:)] 

lor1"' 30,/j = 0.4, </J = 0.4 The wlu1ion 1s in [O, I]. 
2-4 Solw U'lng tlic New to� Raphson method 

... 

- ll.595JOll77t 1 +20.421131009<" -6.83J00lJ2lr, � </J'/\<'11 

14.571611991<', -91.40469119•" +76.llJ300129t', - </l'/t .. ,l 

0.941l270252f•,
., -14.948270256i·,+ 14c" = Ui.,(l -•·,) 
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CHAPTER 

THREE 
ORDINARY DIFFERENTIAL EQUATIONS­

INITIAL-VALUE PROBLEMS 

Evolution problems lead to initial-value problems in time. Here we outline some 
successful and popular methods of solving those problems. Arter introducing the 
terminology, interpolation and quadrature schemes are presented, since they lead 
to many of the methods for solving ordinary differential equations. Special 
techniques-extrapolation and step-size control-are explained and the important 
mauer of stability is treated in depth. Standard integration packages, such as 
Gear's and the Runge-Kulla method, are summarized before comparing the 
methods on some easy and some difficult problems. 

:1-t TERMINOLOGY 

In this chapter we consider how to solve systems of initial-value problems of the 
IYP< 

(J-1 ) 

)'1(0) =Yr= given (3-2) 

We note that all the boundary conditions are prescribed 111 time zero: which is 
n�sary if the problems are initial-value. If the conditions must be applied at t�o 
or lllore times the problem is a boundary-value type. These problems are treated m 
Chapter 4. 

What if we wish to solve higher-order systems? The equation 
yn1+F(y(n-1i,yn-21, . . . ,)>'',J'',J').., O (J-3) 
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can Ix n:drn."\."l.i IO the form of Eq. (3- 1 )  by making the substitution 

)'; = ,.(1-1) = ��,��);� 
(The reader is encouraged to write thi� out in detail.) The initial conditions for the 
high-order equation may be of the form 

G;(.J'in- 1•(0),r1"- 21(0), . .  ,y'(O), y(O)) = 0 (3-4) 

and we can reduce this system of �quation� to the for� of Eq. (3·2) by solving 
the system of Eq. (3-4) for J";(O) = y1•- "fO) u�mg the tech� 1ques ofChapte_r 2. 

A ther simplification we have made m Eq. (3-1) 1s to have the right-hand 
side d�;end only on {y} and not on t. This is not limiting, because if we wish to 
solve a problem for which the function f depends on f we need only append the 
differential equation 

dJ;,+1=1 }',,+.(0)=0 (l-5) 

to 1he system. Of course Yn+ 1 = I, so the system of equations can be written in the 
form of Eq. (3·1). Sometimes the notation of Eq. (3-1) is simplified and written in 
the form ofa vector equation, with y = {Y;}, 

�� = f(y) (3-6) 

y(O) = g (l-7) 
We call a method explicit or implicit depending on whether the function £is 

evaluated at known conditions _1 ,(In), or at unknown conditions J;(ln+ 1 ). Explicit 
methods of integration, such as the Euler method, evaluate the function f with 
known information ''Yi Tr = £(y,,) ( /=I. (J-8) 

Implicit methods of integration, on the other hand, evaluate the function fat the 
unknown solution y,, + 1• An example is the trapezoid rule ,,, I di /=I, =:: t[f(y,,)+f(Yn+d] (J-9 1 

An important characteristic of a system of ordinary dilTerential equations is w�
.
ether or not they are stilT. The idea of stilTness is easily illustrated. Suppose we wish to solve the problem 

(J- 10) 
The solution is 

IJ-11) 
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�;n:e;��1� :::�e!��1�1i��p���� !�t����� [�:�� :y 0 to r = IO, say. The stable step 
.1.r ,;;;; P (3- 12)  

tWe � the reaso
.
n for t�is restriction in Sec. 3-7. ) For one method p = 2, thus 

approximately 1012 = 5 time steps are necessary to integrate to 1 = 10 Now we 
numerically solve the equation 

· 

�= - 1000112 

!12(0 ) = 0.5 Uz = Q.5e- ICIOO• (3· 13 )  

This time the largest step size wc can use is 

(3- 14) 

and with p = 2 .1.1 :>.:; 0.002. We generally only want to integrate until 1 = O.Q \ , and 
this requires 0.0J,.{l.002 = 5 steps. If we integrate to I= IO we would need 5.000 
integration steps. 

Next suppose we arc not able to separate out the functions u1 and 112, and we 
must solve for y1 = 111 +112 and y2 = 111 - 112 • The differential equations governing 
rare then 

and the solution is 

� = Ay y(O) = (2, IJT 

A� (-500.5 499.5) 
499.5 -500.5 

(3- 15)  

(3- 16)  

Y1 = 1.5e-'+0.5e-iooo• 
(3- 17) 

J'2 = l.5e-'-0.5e-iooo• 

Now we must integrate to 1 = IO to see the full evolution of .1'1 and Yi· However, 
the largest slep size is limited by 

(3- 18) 

where \i.I,. • •  is  the largest or the absolute magnitudes �f the eigen values. The e�en values of the matrix A are ;_1 = - 1 ,000. ;_� = -1.  This meuns thut the largest step size is limited by 
(3-19) 

For p = 2 and integration to I = IO, this requires !Of0.002 = S,000 integrullon 
•tcps. 

We ha�c the unforlunatc situation with systems of cquutions thnt the lurgest 
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step size is governed by the Jnrgest cigen value and lhe final time is usually 

�lwerncd by the smnllcst cigcn value. Thus we m
_
ust use a very small time step 

(bt.""Cause of the large eigci� value) for a very Ion� t1�e (becau
_
se of l

_
he small eigen 

rnlue). For n single equation we do �ot have th1s _d1chotomy, 
.
th� e1gen value and 

desired integration time go hand-m-hand: This c�aractenst1c of systems of 

t.-quations is called stiffness. We define the stiffness ratio SR (see Lambert, p. 232) 

max !Rei.;\ 
SR= m

1
in IRei.;I (3-20) 

Typically SR= 20 is not still SR= IOJ is stiff, and SR=_ 1 06 is very stiff. 

If the system of equations is nonlinear, Eq. (3- 1 )  mstead of  Eq. (3-15), we 
linearize the equation about the solution at that time 

dy- . n tf; ;r/ = ./;(y(1,,)) + J�' � (Jj-rj(tnll 

?.f. 
A,i= /\j 

(3-21 ) 

(3-22) 

We calculate the eigen \'alucs of tbe matrix A. the jacobian matrix. and define 
stiffness. etc. based on the jacobian matrix. The stiffness then applies only to that 
particular time, and. as the evolution proceeds. the stiffness of the system of 
equations may change. This. of course, makes the problem both interesting and 
difficult. We need to be able to classify our problems as stilT or not, however, 
because some methods of integration work well for stilT problems. Some methods 
do not work at all well and must not be applied to stiff problems. Generally we 
find that implicit methods must be used for stilT problems because explicit methods 
are too expensive. Explicil methods arc suitable for equations that are not stiff. 

3-2 INTERPOLATION AND QUADRATURE 

If we have values of a function at successive times and wish to evaluate the 
function at some point in between these datu points we need an interpolation 
scheme. Suppose the times are t n _ 1, r,,, 111 + 1, • • •  and are equally spaced, and let 
J,. =}'(I,,). Let us define the forward differences 

lir,,=J',,+1-.1· .. 
ii2}'n = liJ'11+l -/iJ•,, = .J'n+2-2.1',,+ I +J,, 

and then the finite interpolntion formula 

(3-23) 

(3-24) 

J' = J'o+e<&J'o + i:(aij-�162J'o + . . .  + �-(e<-=-��t--:-!'+_IJ 6.".1·0 (3-25) 
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t//" 
to t1 t2 

(•) 

:.lL_/// "" 
,, 

to t1 
(b) 

��. 
lo f1 r2 

"' 

This isjusl 

' 

Figurr 3-1. lntcrpolunon. ta) Funi;uon to be 
inlcrpolatcd. !bl Linear 1nt�rp<;>lation. 
(<")Quudratii;intcrpolution 

(3-26) 

Y. = J'o + ix(J•1 - J'ol + �!IX2� 1) (J·2 - 2y, + J'ol +... (3-27) 
Th

_
is formula is derived by making an nth-order polynomial in :ii go through the 

points J'o, J'1, .. ·•J'n· Equation (3-27) provides an interpolation formulu to deduce 
�he value of}' at any point between 10 and 11• If we 1runca1e at the first term the 
Interpolation is linear, as shown in fig. 3-1. Keeping the second-order terms 
corresponds to fitting a quadratic polynomial through the poinlsfo, y,, and .1'2· 

Equation (3-27) is a continuous function of 0r: and can be differentiated. Let us 
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differentiate it with respect tot, using 

d d dr:t. dr:t. I dy I dy 
di=da.dl di=h dt=hda 

to give 

11 '!.I. = � = 6_ro + 2r:t.
2
� I 62Jo 

dt dr:t. . 

or, since t0 is arbitrary, 

Expanding this gives 

(« -IH« -2)+«(-x -2)+r:t.(r:t.- I) 3 
+ 3! dyo+ .. 

hy� = r,,+ 1-.rn-tU·n+2-2Yn+1+Jn)+ .. 

(3-28) 

(3-29) 

(l-30) 

(3-31) 

(3-321 

Thus if we know the values of.rat times'"' In+ 1, and tn+ 2 we can estimate the firs1 
derivative .r:. Returning. Lo Eq. (3-29), we differentiate it again to get the second 
derivative 

(3-33) 

At:r =0 
(J-34) 

This �ves a way to estimate the second derivative. Alterna1ively, we can say thal 
the second difference d2J'n is of order /12. More generally the 11th-order difference is 
of order hn. 

To obtain an integration formuln for 

we simply insert Y� and integrate 

i<o+I< I= J'(l)dl '" 

['•"'[ I I) ] 
J,. Yo+r:t.dyo + r:t. r:t.2�---- h.2J'o + ... tit 

(J-35) 

(3-36) 

and then use the mean-value 1heorem to include the higher-order terms in ihe 
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s.:O)lld d.:rivativc. Thus we get for some 0 � { � I r·+i, _r(rJc/1 = U·o+!U·1-Yol-!):Ji2.v'Olrn 
Ii (3-37) =1fJ·o+J1)+0(lr3) 

The no1a1io� O(Jil) means that 0(/13)/113 is bounded ash_,. O. Usually this means a 
ierm multiplied by 113. More generally we can write Eq. (3-37) as r··· y(l)dl = � frn+r ... ,)+0(/13) (3-38) 

and add up in1egrals from a to '1, with successive divisions at a= 10, h = r,. 
2)1=--12 • . • •  , Nlr = 1,,-.and (N +!)Ir= /1 = tN+l•giving 

r· ,, J. y(r)d1 = 2 fJ·o+2J1 +2r2 + ... + 2rN+rN+d+O(h3) (3-39) 

The alert reader will recognize this as the trapezoid rule. I t  is derived by passing a 
�near interpolation between the data points and integrating exactly under the 
piecewise linear interpolant. 

Next let us integra1c over two intervals and keep the cubic terms to obtain 
f'•+:!l• [ :x(:i: -1) :t(:i:-l)(ix-2) ] I= J i. ro+:x6.ro+---i! .1.2Yo+ ---l!--A3.ro+O(ix4) d1 

r' [ ,(,-!) ,(,-l)(a-2) ] =Ii Jo Jo+:iAr0+ 2--A2Jo+ ---6 --.6.3.ro+O(ix4) Jri 

Carrying out the integration gives the following result (see problem 3-3): 

I =� (J·0+4)'1+r2J+O(lrs) 

(3-40) 

(3-41) 

The term involving Alro is zero since the a term in1egrates to zero. More generally, 
for an arbitrary pair of intervals, 

f'""' 
)'(l)dt = � (J•0+4J'n+ 1 + J'n+z)+0(/15) J,. 3 

If we add up several pairs of intervals we get Simpson's rule in which 

(3-42) 

r y(f)J1 = � fJ•o+4}'1 +2y2+4J'3+2y4+ ... Q 3 
+4J'N-1+2)•N+4J'N+2+YN+l)+O(l1s) (3·43) 

N must now be even since the number or inlervals must be a multiple of two. 1:his 
formula corresponds to passing a quadratic polynomial _1hroug� the three pomls 
and in1egra1i�g exactly under the interpolant. We note _m pas��n:i �:��:in:��: from one subinterval (1.,,, 1, 12) to 1he next (r2, ll• /4) the mterpo 
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sim:c 1-, is the same in both subintervals, but the first and higher derivatives 
;lt."t.'CS�<;rily continuous ncross the subi.nt�rvals. The linear interpolant, Eq.�r3�;;1 
has an error of 0(11 . .i) and the q.

uadrallc m�erpolant "'."�uld have. an error of O(h4� 
except for the fortuitous cancelhng of the .1. J'o term, giving one higher order O(h

S l 
Backward dilTerence formulas can also be used ). 

V)'n=Yn-J'n-l 

V2J'n=Vrn-VYn-1 =y,,-2Y .. -1+Yn-2 

(3-441 
(3-45) 

The interpolation fo.rmula is obtained by requiring that ajth-order polynomial in� 
goes through the points Yn• J' .. - •• . . .  ,y,,_ j· Thus 

J'nu = y .. +a:Vy .. + 1X
(1X

2� I) v2Yn + .. + a:
(a:+ l). 1·/a:+j -I) Viy" (3-46) 

o\.lternatively, we can use the points Yn+ 1, Yn• .. ,y1• In which case 

J'n+• = J'n+ L + (o:- l )VJ'n + l + 0:(0:2� I) 
'V2Jn+ I+ . 

(o: -l)(o:)(o:+l) .. (ct+j -2)
Vi

_r_ . , +-
j! "' 

rhese interpolation formulas car. he written for the first derivative as well 

dj��IX) = )'�+• = )'�+a:Vy� + �� 1) V2y�+ . . .  

(3-47) 

+ 1X
(1X+ l )  . .

.. 
,(ci+j- I) Viy� (3-480) 

J. 

(ci: -l)ct(IX+I) .. (ci:+j -2)
Viy,,+I (3-48b) + 

j! 

If Eq. (3-48a) is dilTerentiated with respect to 1 and evaluated at IX = 0 we obtain an 
estimate of the second derivative 

Similarly, the higher derivatives are given by 

1111-1J-:l+n = v1(11J'�)+. 

(3-49) 

(J-50) 

Note that an estimate of a higher derivative can be obtained lrom values of lower 
derivatives at successive points. Only values of J'i arc needed to obtain _r' and only 
values of J'j are needed to obtain r". If only the first terms of Eqs. (3-49) and (3-50) 
are used the error incurred is one order of Ji higher, and hence decreases to zero as 
h� o  
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J-3 EXPLICIT INTEGRATION METHODS 

we can use the
_ 
interpolation formulas to deduce integration methods. Ir we take the single equation 

and integrate both sides from 1,. tot,.+ 1 

we get 

r" . . d" r·· .. 
Jr. Ji dt = Jr, f(y(l))dt 

f'··· f'··· J'n+ I = Yn + /(J•(t))dt = Yn + }"dt 
r, r, 

rn+I =y,.+h I y'(oi:)dct 

(3·5 1 )  

(3·52) 

(3·53) 

(3-54) 

The integration schemes are generated by inserting various interpolation ronnulas 
ror dy/d1('X) = r'(:x). Subs1itution of Eq. (3-48a) into Eq. (3-54) gives 

Yn+ L = y,.+li ;�o a,V;y� 

ii o:(oi:+l) ... (IX+i-1) J a;= J o i! Ill 
)',.+i =y,.+li(l+!V+f2V2+ .. )_\'� 

This can be expanded to give 

J'n+i =}·,.+/1y�+� (y�-r� i)+ .. 

= y,.+11)'� + � )'� + .. 

(3-55) 

(3-56) 

(3-57) 

(3-58) 

The Euler method is obtained by truncating at'' = 0 and using .1·� =/Lr,.) 
J'n+ I = y,.+/tf(\'nJ+Q(/12) (J·S9) 

The formula is more revealing in the form 

Yn+_�1-Yn,,,, /(y.J+O(li) explicit Euler (3-60) 

The lert-hand side is a representation of the derivative dy/tll and 1he deriva1ive is 
evaluated using the solution at J'n· Graphically this m�:ans we evaluate .1he

.
slope

s
� 

the nth time li!vel and extend that slope to the next time level to obtain J�+ 1 ( 
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Yn•L 

)'. 

;,. / 
.-s;:pef<Yn) 

"' 

(bl 

Figure 3-2 Explici1 integ.rallon methods. 
\a) Euler me1hod. (b) Founh-order 
Adams Bashfonh method. 

fig. 3-2). Notice also that the linear interpolation gives a method that has 
accuracy proportional to Ji or 0(11). [Note the difference between Eqs. (3-59) and 
(3-60),] 

The second-order Adams-- Bashforth method is obtained by truncating Eq. 
13-55) at q = I. Thus 

J'n+ I= J'n+/1(y�+!Vy�) 

= J'n + � (Jy� - .\'� - i) 

(3-61) 

(J-62) 

The accuracy of the method is O(l1i) and the appropriate interpolation formula is 
Eq. (3-46) keeping terms up 10 second-order differences. 

The fourth-order Adams-Bashforth method is obtained by truncating Eq. 
(3-55)atq = 3. Thus 

r .. +1 =.1'n+/r(y;,+rv.1·�+ftV2r�+iVJr�J (3-631 
,, 

= Yn + 24 (55)'� - 59.1·�- 1 + 37r�- 2 - 9J'�- J)+ O(h�) (J-64) 

T�e accuracy of the method is 0(114). and the method corresponds to passing a 
third-order polynomial through past values of J'�- 1, etc. At the beginning of t he 
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calculation we know only .v'o = f(y0), so we must use another method t 
start�. After several steps we can. then shirt to the Adams-Bashforth method��� 
starting method must be done with a �mall time step ir its accuracy is less than �o�:����e;;

e
b�!:

d
��-order method with very small steps is feasible because only 

3-4 IMPLICIT INTEGRATION METHODS 

To obtain an implicit method we use the interpolation formula Eq. (3-48b) and 
substitute into Eq. (3-54) (see problem 3-5). 

Yn+1 =J'n+h(l-lV--hV2-hV3-• • .  )y'n+ 1 (3-65) 
l fwe truncate this with the first term we get the backward Euler method 

(3-66) 

���-:--� = .r� + 1=fU'n + 1 l+O(h) implicit Euler (3-67) 

The accuracy of this method is only O(h), as in the case of the Euler method. but we 
see below that this method is more stable. Compare Eqs. (3-60) and (3-67) to 
illustrate the difference between the explicit and implicit Euler methods. 

Truncation of Eq. (3-65) at the second term gives a method 

fn�1 =rn+li[.r� + 1 -H:r� + 1 -J�)]+O(h3) (3-68) 
� r. +i [f(J· •• ,I+ f(l',)]+O(h') (3-69) 

which has an accuracy proportional to 0(112). This method is variously called the 
modified Euler method, trapezoid rule, or Crank-Nicolson method. Truncation at 
the fourth term gives the fourth-order Adams-Moulton method 

J'n + I =J'n+� (9)'�+ 1+19y�-5J'�-i +J'�-i)+0Wl (3-70) 

How are these equations solved? Since the value of Y. + 1 is unknown. all the 
equations represent a nonlinear equation to solve for Yn+ 1· If w� have several 
equations instead of just one we get systems of nonlinear eq��t1ons for fn+ 1· 
Chapter 2 describes methods for solving such systems by wntmg the general 
implicit methods in the form . . 

J'n + L = L ill1fn+l-i+/i L /l,J'�tl-i 
1-1 1-0 

(3-7 1 )  

Difference methods have different choices o f  k, lllr, 1111d P1· I f  /lo = 0 the ?1�tho� �s 
e�plicit since the right-hand side can be evaluat�. I

_
f /Jo+ 0 the m;�::i:: :�:

h
1;� 

since the right-hand side depends on/U'n+ 1 ), which 1s not known. 
equation we write Eq. (3-71) in the form 
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.l'n+I = l1/Jof(J•n+1)+11'n (3-72) 
where ''""represents all the known information. Successive substi tution applied to 
Eq. l3-72) gives 

,1�·:11i = lr/J0J(J·�·� 1)+ ll'n 
and we iterate until an error tolerance is met where 

(3-73) 

lr�;·:.i1-r�'LI < t t (3-74) 

If this tolerance is not met in N iterations we halve the step size and try again. We 
know that the successive substitution method converges provided that there is a 
11 < I such that 

1'/J, IC/-- I <µ<I cy (3-75) 

If<:{ ;Ey is bounded there is always such a JI since we can decrease Ir to satisfy the 
inequality. Thus we know that for small enough Ir the successive substitution 
methods works. 

Newton-Raphson is <1pplicd in a similar way with 

r(.•+11=1111 [nr'" i+i'LI (_r(-,+ •i-r<•l i]+11· (3-76J n+ l O '" l tr -'�'� 1 o+ I . "+ I n 

Rearrangement gives (f - Ii/Joo/-) ()"�': i 1-J�'� 1) = /i/Jo.flr:;'� l )+ 11"0 -y�·� 1 (3-77) 
(')' )'�'�' 

If we had multiple equations we would get a system of equations at this point. with 
I = i5,1 and CJ'/tr = 2.f;Ji:yj as the jacobian matrix. The Ncwton-Raphson method 
also converges provided Ir is small enough, but it may be more robust than the 
successive substitution method. I t  does require calculation of the jacobiun matrix, 
however. 

We can conclude that any implicit method is soluble provided the step size is 
small enough. The strategics described in Secs. 3-6 and 3-9 ensure thnt this is so. 

J-5 PREDICTOR-CORRECTOR AND RUNGE-KUTTA 
METHODS 

An alternative, which is between the explicit and implicit methods, is a predictor­
corrcc

.
tor method. In this scheme the predictor is an explicit c�111<1tion which giv�s 

an c
.st1malc of y., 1, called .1\,. 1• This value is then used in the corrector, which is 

an 1�plicit equation, except that the right-hand side is evaluated using the 
pred�ctcd value }'0, 1 rather than .1·., 1. Combining the Euler method as the 
predictor and the modified Euler method as the corrcc1or gives 1he improved 
Euler method 

.1',,,1 =)·.+lrJ';,=J',,+/if(J•.) (J-78) 
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,, 
.\'n+I =.\'n+2(J'�+1+J•�) 

� J', +� [/(Y •• ,)+ f(V,)] 

Alternatively we can iterate several times with the corrector to give 

J;�oi 1 =r,.+hy� 

s-�·:/) = y,. +� [f(f�� il+f(y,.)] 

(3-79) 

(3-80) 

(3-81) 

The Adams predictor-corrector uses the Adams-Bashforth method to predict 

" 
fn+1 =r .. +24(55J·�+ ... ) (3-82) 

and the Adams-Moulton method to correct 

J'n+I =y,.+� (9f'�+1+19y�+ .. ) (3-83) 

The corrector can be applied several times as well. The advantage of these methods 
is that the stability limitations are less severe than for explicit methods without the 
necessity of solving the nonlinear equations in the implicit methods. 

Runge-Kulla methods are widely used. The explicit schemes involve evalu­
<1tion of the derivati\·C at points between r,. and I,.+ 1. Let us write the general 
formula 

with 

('1 =0 

and expand both/and J' in a Taylor series 

y.,.1 =r .. +J·�li+� .1·�+ .. 

)t'= --'--+--'-I' = ( /,+}/,,)., (,,,. "' ·) . " ,,, ,1y· " 
Pull ing this into Eq. (3-84) gives 

'" r .. +1 = J',,+l!f. +2u;+,O�.).+ ... 

Now this procedure is repeated ror the values of kj. 

(3-84) 

(3-85) 

(3-86) 

(3-87) 

(3-88) 

(3-89) 

(3-90) 
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k, - lif(t,,y,)- hf, (3-91) 
k.2 = lif(t.,+c2h, y.,+a21kd 

= hf.,+h
2[c2U • .).,+a21<f1).,f,,] + .. (3-92) 

Subslituting this into Eq. (3-84) gives 

Yn+ I =y.,+w1hf,,+w2hJ,,+w2h
2
(c2J,+a21ff1).,+.. (3-93) 

Comparison of Eqs. (3-90) to (3-93) shows them to be identical i£ the following 
conditions are satisfied: 

w1+w2+ ... +w,,= 1.0 
W2a21 + .. = 0.5 
IV2C2 + .. = 0.5 

(3-94) 

Examination of the full set of equations reveals that some of the parameters are 
redundant. For v = 2 we have one free parameter at our disposal while still 
satisfying the equations. For v = 3 we have two such free parameters. We obtain a 
Runge-Kutta method by specifying v and the free parameters. For v = 2 we have 

w1+w2 =LO 
\\"2C2 = 0.5 

Ci= a21 
(3-95) 

Specification of c2 then gives a21> 11·2, and w1• With c2 = 0.5 we get the second­
order Runge--Kutta scheme 

rn+l =y.,+hf(1,,+t/1,y.,+flif.,) 

or a midpoint scheme. With c2 = I we get 

,,. 
y,., -)', +2[f.+ f(t,+h,y,+hf,)] 

which is identical to the Euler predictor-corrector scheme in Eq. (3-79). 

(3-96) 

(J-97) 

A very popular scheme is the Runge-Kutta-Gill method, which is fourth· 
order and expressed by the algorithm 

k, = lif(t.,,y.,) 
k, - lif(t,+jh,y,+jk,) 
k3 = lif(l.,+!li,y.,+ak1 +hk2) 
k4 = lif(1.,+l1,y.,+ck2+dk3) 

)',,+I = .\'n+i(k1 +k4)+!(hk2 +</k3) 
-.fi-1 2--.fi (/=-

� h=-
2

-

·- - 4 <i-l+4 
(J-98) 

The parameter choices have been made to minimize round-off error. Round-off 
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rs are multiplied, giving a 211 

It is possible to have implicit Runge-Kutta schemes and here we introd semi-implicit scheme due to Caillaud and Padmanabhan. 2 We again writ:� 
a 

(3-84) but n?': allow the summation in Eq. (3-85) to go from I to ;, making t� scheme imphc1t. Thus 

and generalize to 

kr = hf(y� + ± a;1k1) (3-99) J=I 

(3- 100) 

(3-10 1) 

As before we choose L' and expand the equations to the rth order. We choose the 
parameters so that the same factor multiplies k; for each i-lhis minimizes the 
work of inverting matrices in Eq. (3-102) below-and also so that the method has 
important stability properties (see Sec. 3-8). The final algorithm for a sys1em of 
equations is given in the form suggested by Michelsen. s [ ar ]_, k1 =II l-lia1ay<Ynl f(y.) [ ar ]- ' k2 = /1 l-lra1 ay (Ynl f(y.+h2k1) (3-102) [ ar ]_, 

kl= II l-l1a1 DY (y.) (b31k1 +b32k2J 

The parameters are 

Cl=C/ 1  
a1 = 0.43586659 b �  = 0.75 

w1 = tl,-h31 "'2 = tt'-hn w3 = 1.0 

b32 = �(6a2-6<i+I) (3-JOJ) 

b31 = - � (8e12 - 2e1+ I ) 

�otice lhat the jacobian matrix is eva\ualed only once per time s�ep, and that the 
Inversion or decomposition of the matrix is needed only once per lime step. 

We have introduced a variety of methods; many more ar� kno�n. The possible methods we have discus�ed are listed in Table 3-1 along with their order 
of accuracy. Needless to say, to achieve a given overall nccurucy with a low-order 
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T11.blc .\.I Methods for inlegr11ting ordinary dillerential equations as initial-valUe 
problems 

l'q 

\3·59) 
(3·96) 

(3-64) 
(3-98) 

(3-67) 
(3-69) 

(3-70) 

\)-78) 
(3·79) 
'3·97) 
(3-82) 
(3·83) 

Method 

Euler 
Second-order Runge-Kutt a 
or mid-point nalc 
Fourth-order Adams-B<ishforth 
Fourlh·ordcr Runge-Kuna-Gill 

Backward Euler 
Modified Euler or 
Trapezoid rule or 
Crank-Nicolson 
fourth-order Adams- Moulton 

Truncation 

Explicit 

O(h) 

Implicit 

0(11) 

O(Jr2) 
OWi 

Prcdictor-comx:tor 

Euler or second-order 
Runge-Kuna 

Adam� 

O(Ji2) 

Need a 
starting Stahiliiy 
method? limitp 

No 

No 
Yo> 
No 

No 

2.0 

2.0 
0.3 
2.8 

No < 
Yes 3.0 

No 2.0 

method requires a smaller step size Ii than with a high-order method. The actual 
trade-off may be dependent on the problem, however. We have the gener.d 
categories explicit, implicit, and predictor-corrector, and a selection of order 
within each category. Before comparing the performance of the methods let us 
examine the truncation error and stability of the methods. 

3-6 EXTRAPOLATION AND STEP-SIZE CONTROL 

Once we know the truncation error, or the power 11 in the formula 0(/in), we can 
sometimes obtain a more accurate ;mswcr by using extrnpolution techniques. 
Suppose we solve the problem with a time step Ir giving the solution y1 at time f, 
and also with a time step 11/2 giving the solution I'> at the time f. Ifa Euler me1hod 
is used the error in the solution should be prop�rlional to the time step. Let Yo be 
the exact solution, and write the error formulas 

)'1 =yo +d1 (3-104) 
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cir 
Y2 =J'o +2 

Subtraction and rearrangement gives 
J'o = 2y2 - J' 1  

(3-105) 

(3-106) 

If the error formulas are exact then this procedure gives the exact solution in Eq. 

tJ- 106). Usually there is some e�ror in the calculati?n a?d the rormulas only apply 
as 11 ...... o. so that Eq. (3- 1 06) 1s only an approx1mat1on to the exact solution. 
However, it is a more accurate estimate than either y1 or y2. The same procedure is 
used ror higher-order methods, except that the error formula Eq. (3- 104) must 
have the correct truncation error. For the trapezoid rule 

Table 3-2 Errors in inlegraling .r' = -r to I = I 

Number of 

steps 

" l2 

Tornl 11umhcr 
of step' 

"' �2 

Error 

- 0. 1 1 8  

-0.05 1 5  

-0.0243 

- 0.0 1 1 8  

-0.00582 

_____ bu;ipolatcd Eu __ ''-' ----
2. 4 4. 8 �. [(, 

1 . 2  2. 4 4 . 8  
M. 11> 

12 

24 

" '  

31 

Trnpc1oid rulc 

+ 0.0149 

+0.00293 

+ 0.00066 

-0.0345 

-0.007Hll - 0.(lOl 'H 
-0.(l004110 

- OJJOOl 20 

- 0.00002<)<) 

-0.(Kl000748 

+OJl0101 

+0.000050 

+ o.otl0003211 
+ u.OOOOOo204 

(3- 107 
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(")' 
)'2 = Yo + c 2 

4y2 -Y1 )'o = -3-

Let us illustrate the result using a simple problem 

y' = -y 
y(O) � I 

(3-108) 

(3-109) 

(l-110) 

A simple Euler method is used, with a truncation error of O(h ). Look at the error at 
r(t = I)  as a function of h. (See Table 3-2.) The results are plotted in Fig. 3-3. The �lraight line demonstrates that the error is proportional to the step size h. Next we 
use the extrapolation formula Eq. (3-106 ) and obtain the results given in Table 3-2. 
Clearly the error is much reduced for the same total number of steps. Indeed the 
extrapolated results based on 8 and 16 steps, or 24 total steps, give results as 
accurate as using 282 steps without extrapolation. Alternatively, the computation 
time is only 8 percent of that needed without extrapolation. Results shown in Fig. 
3-3 for the trapezoid rule, which has a truncation error of O(h2 ), illustrate that the 
error is proportional to h2, and extrapolation based on Eq. (3-109) with h2 is 
equally successful. The extrapolated results seem to have a truncation error that is 
the square of the truncation error of the basic method, and indeed the extrapolated 
results can even be extrapolated to improve the results. Unfortunately the 
extrapolation is successful only if the step size is small enough for the truncation 
error formula to be reasonably accurate. In some nonlinear problems this is a very 
small value and in fact out of reach computationally. I t  is always a technique 
worth trying, however. 

All the methods discussed so far have used a fixed step size h. This is not 
necessary provided we have a reasonable way of adjusting the step size while 
maintaining accuracy. We discuss here three successful methods for doing that. 

Bailey' has a simple criterion for Eq. (3-1 ). Lettingy/ = )';(In) we compute 

8)'; = l)-:'+1 - )11 (3-111) 

If b.)'; < 0.001 we ignore that i in the following tests. We take one of the following 
actions: 

t. If all '1)';/}'; < 0.01 we double the step size. 
2. If any b.)•;/)', > 0.1 we halve the step size. 
3. Otherwise we keep the same step size. 

Bailey applied this scheme to problems involving moving shock fronts and found 
it worked reasonably well. This method uses no information about the integration 
method and ignores the information contained in the truncation error formula. 
The other two schemes do use that informalion. 

Michelsen� used a third-order method-a semi-implicit Runge-Kutlu scheme, 
Eqs. (3-!02) and (3-!03)-and solved the problem twice at each time step, once 
with time step h and again with two steps of size h/2. The error is defined as 



ORlllNAR\' rnn·u•=NTlAL EQUATIONS INITIAL·V.UUE PROBLEMS 35 

Number or steps 

(3- 1 1 2) 

and lhe ma11.imum relative error controls whether the step is uct:epted (q < I l or 
"" 

(3- 1 1 3) 
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" hcr1.· ;:, is a uscr-spc..::ilicll tolcrancc. The actuul solution for the (11 + I )th time step 
ts 1;1!-1.'n as 

.'·" ' I = r" ' 1 ('') + 1 (,� I 1 = 
��;: '._(11/2) -_J':' __ •· l _(li_ � ' . ' 2 ' ' 7 (3-1 1 4) 

whcrc the numbers 8 ;1 11d 7 come from 2� and 23 - I for a third-order method. The dcri\·ation is identical to that used in Eqs. (3- 1 04) to (3- 1 06) and Eqs. (3-1 07) 10 tJ- !09 ). With cxtrapolation the method is fourth-order with error 0(114). The next 
slcp sizc is taken as 

(3- 1 1 5) 
where the -1 comes from the fourth-order method and the 3 is to avoid large 
increases in step size. If 'I > I the result is not accepted, the step size is halved, and 
reevaluated. In this method the user specifies the desired accuracy in c.;, and the 
method tries to achieve it. Even if all the error estimates arc exact the error in the 
solution at 1 ( the global error) is not guaranteed to be less than c;, because c.; 
controls the error at only one step. whereas the solution at any time is the result of 
many steps. Even so. such a scheme gives a reasonable control on the step size to 
make the global error decrease when r.; decreases. The disadvantage of this method 
is that it requires three calculations, and three matrix decompositions, to advance 
one time step. 

Gear3 estimated the local truncation error L TE and compared that to the 
desired error c. If the local truncation error has been achieved using a step size h1, 

LTE = d1j 

then we wish to use for the next size one giving 

1; = cli'2 

(J- 1 16) 

(3- 1 17) 

(3- 1 18) 

This is similar to Eq. (3-1 1 5 )  except it does not require three steps to compute the 
local truncation error. This is achieved using Eq. (3-50). If we have a firsl·order 
method the second derivutivc is estimated as 

(3- 1 19) 
Starting the calculation to get )'� = f(y11) and stepping forward to 1 1 , we get 
r'1 = / ll"1 ). Then we can estimate 

li2y'; = V(/1_r'1 ) = 11 ({1 -.r�) = /i(j1 -.1;1 1 (3- 120) 

The truncation error or a 11th-order method is given by 

(3- 1 2 1 )  

(J- 122)  
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We estimate y�4 ,• 11 and mu�t know C9 + 1 for the method being used. We can then 
es1im:1tc the loc;_

1 I !runcaoo� error LTE achieved with step size hi. and then 
choose the step size /12 to satisfy Eq. (3- 1 1 8 ). The complete integration package is 
outlined in Sec. 3-8. 

J-7 STABILITY 

Every numerical analyst has at some time or other seen results of a computer 
calculation that have a sequence something like the following: I , 100, - IOs. 1024, 
- 101 25, • • . .  Indeed the reader of this book, if he or she has not experienced such a 
result, should reproduce it on a calculator-easily done on a programmable 
calculator-by applying the Euler method to y' = -y with a time step of 4 and 
integrating to I = JOO. The problem could, of course, be a programming error. but 
it is also possible that the program is correct and the problem is caused by an 
unstable calculation due to a step size that is too large. We wish to see why this 
happens, how large is too large, and compare the stability characteristics of the 
different methods. 

We illustrate the phenomenon using the test equation 

1'7 = -i . .r y(O) = I  (3- 1 23 )  

where i .  is real and positive. Let  us write the solution as the sum of the exact 
mlution y., and an error 1:. We put this expression into Eq. (3- 1 23 )  and note that 
the exact solution satisfies the differential equation, too. Then the error satisfies 

'!!.
= - i.c 

"' 
(3- 1 24) 

We examine the error in successive time steps by looking at i: .  = 1:(1.l and c • •  1· An 
integration method is stable if the error decays in successive time steps. Because of 
round-off error the computer never solves equations exactly. If the scheme is 
unstable this round-off error grows with successive time steps and soon swamps 
the solution. 

Applying the Euler method to Eq. (3- 1 24) from '• to 1 • •  1 gives 
1:· · -�,-1:. = - i.1;. 

i:u• 1 = 1:0 ( 1 - Alr) 

Stability requires th<ll 

and this in turn requires thal 
1 1 - Alrl � l O � Alr � 2  

(3- 125) 

(3- 1 26) 

(3- 127) 
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rhus the Euler method is unstable if the time step is greater than 2/1).1. Notice that 
if Iii. > 1 then the errors change sign at each step ; if 1:n is positive then r.n + 1 is 
11cgative. . . 

Next we apply the trapezoid rule to Eq. (3- 1 24) and obtain 

1 - hl./2 
1:,,+ 1 = 1:,, 1+-,,T;Z <3- 1 28) 

Equation (3- 1 26) is satisfied for any hi. > 0. Th�s the trapez�id rule is sta ble for 
cmy step size. This is a great adva

.
ntage, but the disadva ntage

. 
IS that

. w
e must_ solve 

a system of algebraic equations (1f we hav
_
e more_ than on� d1ITer�nt1a l  eq�at 1on to 

solve) and the equations may be nonlinea r (1f the d1ITerent1al equa t ions a re 
nonlinear). Another feature of this method is the oscilla tory error. Suppose hi. is 
very big. i.e. hi. _,. x. Then 

1:,. .. , = - /:n (3- 1 29) 

and the errors are of opposite sign at  successive time steps. This causes the 
numerical solution to oscillate about the exact solution. For some problems these 
oscillations are noticeable and unacceptable. The point at which the errors a re of 
opposite sign is seen from Eq. (3- 1 28 )  to be Iii. > 2. 

Finally we apply the backward Euler method and obtain 

(3- 1 30) 

which is stable for all Ii and does not oscilla te. 
The results of all three methods are summarized in Table 3-3. We see that the 

Euler method, simple as it is, requires a small time step for stability. The trapezoid 
rule requires a sma ll time step to avoid oscillations but is stable for any time step. 
The backward Euler method docs not oscillate at all and is stable for a ny time 
step. Both the trapezoid rule and backward Euler method are implicit and require 
solving sets of algebraic equations. Also the trapezoid rule is second-order. giving 
a smaller truncation error. The method of choice depends on the difficulty of 
solving the algebraic equations, whether a time step can be taken small enough 
that the oscillations are not observable, and whether high m .. -curncy is needed. This 

Table 3-3 Comparison of integration methods. Based 
y(O) � I  

Stable step size, Slubles1epsizc, 

Method 
1100>1<,:illation osclllntion in 
m sign of crror sign of error 

Euler 0 <  11;. < L I <  h). < 2 
Trape1.0id 0 <  b;. < 2 2 < h). < Cf.. B:u;kward Euler 0 < 1r;. < .x, 

.\'' = - A.y. 

Unstuble 
Slep 

2 < lr.i. 
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1."timparison we provide below. after putting the stability theory on a firmer 
flnandacion. 

The rational approximation to the exponential ,. - :  is defined as 

(3- 1 3 1 ) 

where p. is a polynomial in z of degree 11 and '/,,. is a polynomial in z of degree m. 
Consider three such approximations 

We now solve the equation 
I + z  

d y  di = - B y + S  

e -
= = � - z/2 I + z/2 

where B is a constant matrix and S is a constant vector. The solution is 

)' (I ) =  eHBl[y(OJ - B - I SJ + B - 1 8  

(3- 132 )  

(3- 1 33 )  

(3- 1 34 )  
We need to define the notation for matrix polynomials. The exponential can 

be expanded to give 

e - = = 1 - z + � ! z2 - � :3 + . . 

and we define the exponential ofa matrix in a similar way 

ID = \ - IB + � l 2B! - � IJB3 + . .  

Of course 
B2 = BB 8·1 = BR2 

(3- 1 35) 

(3- 1 36)  

(3- 1 37 )  

and so forth. We want to define rational approximations to  the  exponential of  a 
matrix argument in a fashion similar to Eq. (3- 1 3 1 ). If 

X = l.' - rH 
we define the rational approximation as 

1/., (18)X = 11.(IB) 

(3- 1 38)  

(3- 1 39 )  

where r. and ,1,,, arc matrix polynontials in rB of de�ree 1 1  and 111, respectively. We 
can differentiate Eq. (3-1 36) with respect to 1 to obtiun 

:, 1e - rei = - B + in2 - � 128l + . . . = -ue - 10 (3-140) 
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Nl\W if we IQ' to appn,xinmte the exponential term using rntional approximations we \\l\11\J USl' 
i/,.(lirBb·(/ + 8r )  = /ln (8rB)[y(t ) - B - 1S) + t/m(.6.18)8 - 1 S (3-142) 

Usin� in turn the three rational approximations given in Eqs. (3-132) with q,,, == I 
and /'. = 1 - =. wc gct 

y (r + lll) � y(l ) - B- 'S - llrB[y(r) - 8 - 'SJ + B  'S (3-143) 

y(l +llr ) - y(r )  � - By(r ) + S llr (3-144) 

Similarly for qnr = I +z and Pn = I, we get 

y(r + .6.1 ) + .6.1By(r + .6.1 )  = y(t ) + .6.1S 

)'(r_+ llr_) - y(r )  � - By(l + llr) + S  Ill 
(3-145) 

Using t/,,, = I + z/2 and 11,, = I - z/2 we obtain 

)· (r + ��; -�-�(0 = - }B[y (r + t.r ) + y(1)] + .6.1S (3-146) 

Examination of Eqs. (3-144) to (3-146) re\'eals that we have applied the Euler 
method, the backward Euler method, and the trapezoid rule. Indeed, the rational 
approximations in Eq. (3-132) look very similar to Eqs. (3-125), (3-130), and 
{3-128) for the three methods. There is a close correspondence between integration 
schemes and the rational approximations to the exponential. To pursue this 
relationship more deeply we must solve the equations. 

Let i., and X; be the cigcn values and eigen vectors, respectively. of B, i.e. they 
satisfy 

(J-147) 
We assume 

x?' · x ;  = 1.0 (3-148) 
and since they arc cigcn vectors they arc orthO��Thus 

x;'" · xJ = O i =f= j  (J-149) 
:�����:�v=

t
�
i
::� of 11 cigcn values i.,., and for each one an eigen vector x;.  Lei us 

,:. I (J- 1 50) 
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XA(.f.) = [i. 1 X 1 .i.2X2, . . .  , i.0x0) 

Also the mairix nmlliplication ofX and its transpose gives 
(3- 1 5 1 )  

(3- 1 52 )  

so 1hat 
(3- 153 )  

Next we multiply X by the matrix B and use the fact that  X is made up of 1he eigen 
vectors (see Eq. (3- 1 50)] 

BX = XA(i.) 

Let us postmultiply this by X T to get 

(3- 154} 

oxxr = XA(i.)XT = B (3- 155)  

and calculate 82 

82 = BB =  (XA(i.)XTJ [XA(}.)XT] = XA(i.)A(i.)XT (3- 1 56 1  

Calculation of A2 gives A(i.2) li , o
r 

A(i.)A(i.) = 
i.2 

'·· 
so that 

'"d 

;, 
o l
{' 1.,, 0 

;.� 
o l = A(i.2 ) 

1.; (3- 1 57 1 

Bkx = Atx (3- 160) 

With these preliminaries we return to Eq. (3- 142) nnd insert XX 1 = I to get 

q,.(titB)XX - 1 y(l + til )  = p.(titB)XX 1 (y(t ) - B 1SJ 

+c1.,(6r8)XX - 1 B - 1 S  (3- 1 6 1 )  

We simpliry the notation 
V(t + ti r ! = X - ly(f + .1.1 )  and w = X - 1 8 - IS  (3- 1 62 )  
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and rewrite Eq. {3- 1 6 1 )  giving 
,1.., lfuB)Xv(t + lit) = Jl,,(6.1B)X(v(f ) - w) + qm (6.tB)Xw (3-163) 

Both the t/m and /lo arc matrix polynomials so that we can use Eq. (3- 158) to 
c\"aluatc them. If 

q.(z) � J, a,t (3- 164) 

then the matrix polynomial is 

Thus 

tJm(lilB)X = f akiitkBkX = f akiitk XA(l.k ) � " 0 k " 0 
= X 

k
�o llkiitkAk = Xq,,,(6.rA ) (3-165) 

Xt/m(6.1A )l'(1 + 6.I )  = X (p,,(6.1A](v(1 ) - w) + q,,,(6.rA )w] (3-166) 

Next we multiply by X1 and use Eq. (3-152). Note that qm(litA ) and p.(6.rA) are 
diagonal matrices since each Ak is diagonal, and we can decouple the equations to 
write them in the form 

qm(6.1/.;)v,(1 + 6.f )  = p,,(6.t/.,)[v;(l ) - w,] + tJ..,(6.tl.;)W; (3-167) 

We can perform the same operations for Eq. (3-141) to gel 

v; (I + Iii) = e - Aii_' [v; ( f ) - w;] + w; (3-168) 

Comparing Eq. (3-167) with (3-168) shows we want the rational approximation 

l'm,,(6.r/., )  = p,, (6.ll.;)  
(3-169) 

(/..,{Iii/.;) 
to approximate e - llii., as well as possible. Based on these results we can examine 
this relationship for each eigen value individually. 

We can now define stability, which has several definitions (see Lambert, p. 
233). Dahlquist introduced the term A stability. A numerical method is said to be 
A stable if its region of absolute stability contains the whole of the left-hand plane {sec Fig. 3-4a). Wid\und called a numerical method A(a) stable ir i1s region of stability includes lhe infinite wedge W (see fig. 3-4h). It is A(O) stable if it is A(a) 
�table for some small a. Ehle introduced the term L stability. A numerical me1bod is L stable if it is A slable and when applied to y' = - ).\', Re..! > 0 yields YH 1 = r(J1i.)J• where 11·(111.)l -+ 0 as Rc(/1,1.) -+ oo. . 

Furthermore a rational approximation r..,.(:) to e - =  is: 
l. A acceptable ir \r,..I < I for Rez > O. 2· A(O) acceptable ir l1·.,..1 < I for z real, z > o. 3· L accep1ab\c Ir it is A acceptable und 

!�n;, l'mn(!) = 0 (3- 1 70) 
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Unstable 

(•) 

Im > 

Unstable 

(b) 

.. , 

., , 

Figure l-4 Rcgionsofscability 
(11) A s1abili1y. (b) A l�) s1ability 

Consider one-step methods which, when applied to y' = -.(r, give 
r.+ 1 = 1·,..r,, . with rmn a polynomial in /IA. The method is A, A(O), or L stable 
according to whether the rational polynomial is A, A(O� or L acceptable {Lambert, 
p. 237). Since each one-step integration method can be related by a rational 
approximation to e - =, we use that rational approximation to deduce the charac­
teristics of the integration method. We can say : 

I . The point where 1·m,,(/.,:lt) = ± I  gives the A.ill for stability _li�itation. 
2. The closer the approximation is to e-= the more accurate 1t 1s. 
l H r,,,0 < O the solutions can oscillate since then the error at the (11 - l )th step has 

the opposite sign to the e�ror at the 11th step. . s and in fact must 4. We can look at a single e1gcn value A; for systems of equauon . h h concentrate on the largest eigen value since it is for large IAAtl I at I e 
integration methods break down. 

We now apply these guidelines to the methods already ireate;. _Fig�:11:;��;;
r
s 

th.c rali_onal approximations to the three. method
i�hdti��,���ve }:us belo� -1 i; trapezoid rule, and backward Euler. The point 111 wh 2 for stability whereas the the limit of stability. The Euler method �equires 1�

61�
h
� a proximation falls below 

�lher methods arc ulways �table. The potnl at 
wh��illato� errors. For the _Euler t.cro represents the criterion for the onset of_ The trapezoid rule osc11lates rnethod and \i.tll l  < 1 the method does not oscillate. 
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figure�S Rational approximation� rcprc>cnung integration methods 

ror li.i\11 > 2, whereas the backward Euler method does not oscillate at all. The 
trapezoid rule is 0(/1 2 ) , whereas the other methods are 0(/1 ). and the greater 
accuracy of the trapezoid rule is evident but only for small ji..6.tl of less than two. 
This analysis has to hold for each eigen value. and so it is the largest eigen value 
that matters. 

The other explicit methods are evaluated in a similar way. The rational 
approximation can be determined by applying the Runge·-Kutta methods to Eq. 
(3-124) (sec problem 3-12). The rational approximations arc shown in Fig. 3-6. 
The second-order Runge Kulla method is stable for 

li,i\11 � 2.0 
while the fourth-order Runge Kutta Gill method is stable for 

li.i\t\ � 2.8 

(3- 17 1 1 

(3-172 1 
The actual i.i\r must be kept to about one-third of this limit if accurate results are 
to be achieved. �or nonlinear equations we can only apply the ideas locally. that is we can 
�onsidcr the sy.stcm of equations at time fN . For Eq. (3- 1 )  al time 1,, we line<1rize 
about the solution y,,, which is known. Thus 

cl_\'; _ . n t);. 
ti/- - .f, (yn ) + 1� 1 /i.l� Lr1 - J'1,,) (3- 17J) 

�
/
�
'J
n
· 
:e

A
cxam_i,

nc tl_1,
c stability of a method. for the eigen values of the matrix 

) · the Jacob1.m. Of course at a later time we Jmve different eigen values, so 
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Figure 3.6 Rational approx1m;1lions ror e�pJicit methods 

�he method must be stable for whatever eigen vi1lucs occur during the course of the 
integration. 

We thus reduce the problem of characterizing a method for integrating 
ordinary differential equations down to an examination of the rational approxi­
mation to ,, - '. The rational :1pproxi1m1tion gives information about the slability of 
the method and the tendency of the solution to oscillate, and how lhcsc features 
change with li . .14 

3-8 HIGH-ORDER SCHEMES THAT ARE STABLE AND 
DO NOT OSCILLATE 

�or very stiff problems (some i.i large, some i.i sm<1ll ) we would like a schcm� that 
1� slable, does not oscilhite, and is reasonably accurate. The Euler method is n�f 
�uch a scheme since it is not stable for large l}.111- The b11ckw11rd Euler method is 
slable and does not oscillate. but it is not very accurate, being 11 first-order method. 
The trape1.0id rule is of higher order (second) but oscillates for !urge [i..11[. Thus 
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Figure J-7 Rational approximations for implicit methods. 

none of the methods meet our requirements. All the explicit methods fail since they 
have a stability limitation in terms of 11.�rl. We wa nt a high-order, implicit method 
which is A(O) and L stable. There are two methods that  ha ve been developed to 
meet our requirements : semi-implicit Runge-Kutta methods a nd the N¢irsett 
methods. 

The semi-implicit Runge-Kutta method is presented in Eqs. (3-102) and 
(3- 103) a nd was developed by Caillaud a nd Padma nabhan2 to be A and L stable. 
If we apply the method to Eq. (3- 123 )  and look at J'n + 1/Yn we get the rational 
approximation 

,. (:z _ I  + 0.3075998z - 0.23766072z2 
23 ) - (I +0.43586659z)3 

(3-174) 

This runction, which is plotted in Figs. 3-7 and 3-8, is always between I and - 1. 
Thus the integration method is A(O) sta ble. Since r{co) = O it is a lso L stable. 
Furthermore, the method has a truncation error or 0(113 ), which can be seen by 
comparing the polynomial expansion of Eq. {3- 1 74) to the Taylor series ror e· = ;  
they agree up to the  :z3 term. We must evaluate a jacobian each time step and 
decompose the matrix only once per time step. 

Two other methods are the Nli'irsett methods of second- and third-order.6 

These are based on Hermite polynomials as rational approximations to e· %. For 
Eq. (3· 1 33), the method is 

(I + ci:At8ft)W 1  = c:At(BnYn-Sn) 

(I + ci:AtBn)w,+ 1 = ci:AfBnW1 

, _ ,  ( ') (I + ci:A1 Bft)Yft +  1 = J'n + 
1�1 

L; C( w; + ci:.6.tSn 

(J- 1 75) 
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For a second-order me\hod k = 2, ix =  1 .707106781 and L i ( l/11) = 0.4 1421 35623, 
while for a third-order method k = 3, :x = 2.405 1470 1 5, L i { l /.oi )  = 0.584225001 ,  
and L 2 ( 1 /(.(j = 0.254884425. The order o f  the truncation error i s  O(h ! )  and Oth ' I.  
respectively, and both methods are A and L acceptable. Once w e  have invutcd the 
matrix in Eqs. (3- 1 75 ) we only need to multiply several right-hand sides by the 
inverse to obtain the solution. Thus we have only one inversion or det.vmposition 
of the matrix per time step. The decomposition of the m1mix is usually a time­
consuming operation, compared to the multiplicution by the right-hand side. Thus 
the work effort is only a little bit grea1er 1han 1hat neces�ry 10 apply th.:- b<ack.ward 
Euler melhod or the trapezoid rule. In  return for the modes! increase in wor.lr. 
cffon we gel a second- or 1hird-order melhod thut is L s111ble as well. 

).9 EQUATION SOLVERS 

Y�� are probably already familiar with the Runge-Kuna routin
.
e ror solving 

initial-value problems because you may huve used the package 11v111lable at your 
computer center. These packages usually use a fourth- or fifth-order Runge-K.uua 
method, such as the Runge-Kuna-Gill method described in Eqs. (3-98), 1.-ombtned 
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wilh a variable sicp size. The step size is adjusted t� control t.he I�! truncation 
error within ii limit set by the user. The local truncation error IS esl1mated using a 

theory developed for the particular Runge-K�lla melho�. The metho� is highly 
accurate, Olli"l or O(lrs). requires '?�ly fu�ct1on eval��t1o�s .<no. denvatives or 
matrix decompositions), and is exphc1t, so 1t has a stabd.1ty hm1tat1on. While SUch 
packuges work well for a variet� of pro�lems., they will no� .work well for stiff 
problems with large 1;.1! sin� the time step is too small for stability reasons, l�ing 
to excessive computation 11me. However, there are other systems., not as Widely 
known that perform the same function for stiff systems. 

oe"ar·s method and the package developed by Hindmarsh4 is one such system. 
The system has options of variable step size and variable order of integration. The 
user can specify either explicit or implicit methods., and the implicit methods can 
be solved using either successive substitution or Newton-Raphson. There are 
consequently a variety of choices. The first-order, implicit method is the backward 
Euler method, but the other-order methods have not been discussed here. We can 
imagine a program that includes Euler, trapezoid, and Adams-Moulton methods, 
and the Gear system is similar except that other implicit methods are used. The 
user specifies a tolerance that is allowed for the local truncation error (the 
maximum error in one time step� The program then controls the step size to meet 
this truncation error, as ex.plained in Sec. 3-6. The order of the method is con­
trolled too. 

Suppose we are calculating with a kth-order method. The truncation error is 
detennined by the {k + I  )th derivative. We can estimate this derivative using 
difference formulas, and we can also estimate the kth derivative and the (k + 2)th 
derivative. We thus have a means of estimating the local truncation error of the 
kth-order method, and the (k + I )th- and (k - I )th-order methods. We can then 
determine the step size allowed for each method and choose the method for the 
n�xt step so as to minimize the work. We generally want the order giving the 
�1ghest h, but the extra work associated with higher-order methods must be taken 
mto account. We thus can control both the step size and the order of the method. 

Hindmarsh's version of Gear's method works as follows., as applied to Eq. (3- 1 � The user provides a subroutine that evaluates f given .I'· A tolerance level is specified c and the user chooses an explicit or implicit approach. If implicit is 
chosen successiv� substitution or Newton-Raphson is selected. The integration then proceeds with a small time step and a first-order method. As the solution evol�s the program checks the truncation error, adjusts the step size and order. and integrates the problem in as efficient a way as it can. The Newton-Raphson m�hod . require:i a jncobian, which is evaluated numerically using the function 
:a;r�:�::�ili� by_ the user. Ho�ver, this is an expensive operation, and lhe 

. pos1t1on is also expensive, so that the jucobian is not reevaluated at 
�:;r

�
:me 

u
���·

0 
The old value is used �n�il the it�ra ti�n (needed .to sol�e 

the 
updated �cobian 

5.1 does not �?verg� w1th1n three 1teratmns, at which pomt an 
the tirri ste is 

� use�, If this iteration does not �'On verge wi1hin three itera1ions 
iteralions co: ecreased and the process begms again. We know that the verge for a small enough time step. so lhat this scheme always works. 
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Amlthcr syst�m is the four�l�-order semi-implicit scheme developed b Mididscn.� In. tins scheme ·� sem1�1mplieit Runge-Kuua method is used with ! lh<.-J-Ndcr tth1rdl and a varmble lime_ step. The problem is solved twice on each step. ,1n<."1.: with a step Ii and once with two steps li/2. The truncation error is .. -stimat<.'ti (sec Eqs. (3- 1 1 2 ) to _(3- 1 1 4)] and the two solutions are extrapolated to gi\"c :in C\ en better re�ult that 1s fourth-order. If the truncation error is within the wlcrancc 1:, the step ts _accepted, _and the next step size is estimated using Eq. t3- i 1 5). If the tolerance 1s not aclueved the step size is reduced by a factor of two and the process repeated. This method is implicit, A and L stable, high-order, and thus a candidate method. 
In order to illustrate the basic ideas in the Gear system the reader wi\I now be 

helped to develop his own integration package. To simplify the algebra we use 
first-order methods. but we can include all the basic features of an integration 

�;;�:.,
t:�� �j���

t
;�e

s:i:��i:
a
i
i;��;t;o�:�

r
�������t��;

u
;�;�;:U��t�o

i
� 

error and making it less than the user-specified accuracy i:. We obtain the 
estimated truncauon error by using a simple predictor equation. For the first­
order predictor wc use Eq. (3-57) with q = I. We write here the formula with q = 2 
so that we can sec the error term 

(3-176) 

Using Eq. (3-50) the second difference is related to the second derivative and we 
obtain 

(3-1 77) 

For the corrector we use the backward Euler method, which is implicit and L 
��le. The formula is Eq. (3-67) with the error term included. Thus 

)" + 1  = r,, + lrn(J"� + 1 -!VY� + i ) + O(l1!) (3-178) " 
= �·n + /i.,j()·n + l )-}/1;)'�+ 1 +0(11!) (3-179) 

Now the calculations proceed by using the predictor equation 

r� .. 1 = _l'n + li.f(r.,) 

rollowed by the correclor equation 

J"� + l  := y., + /inf()·� + I ) 

(3-180) 

(3-181) 

H should be noted thal the predicted value is nol used in the correcior. s
o the 

method is not a predictor-corr�c!Or method. 
3 179) These equation� ;ire now 

The exact solution sa1isfies Eqs. (3-l77l t� �O
-
) and (3-18 1 ), respecuvely. The wri1ten for y:'. 1 and subtracted from Eqs. (3 I 

re�ult is 
(3-182) 

r� .. . -r�� . = - !li!y� + O(l1!l  

)'� • 1 _ J'�� 1 = + !li;J.;; +O(lr! ) (3-183) 



\\'c Jl' m,1 knllw either the exuct solution or the second derivat ive. We can solv thl."$(' cqmitillllS for those two quuntities und obtain e 

Th� trurn.:ation error is then 

11;r� = r� .. 1 - J1r+ 1 

J'�X.- 1 = !l\•�+ I + Yf+ d 

d. + 1 = J'�+ 1 -Y��1- 1  = !(y�+ 1 -Y�+ d 

(3- 184) 
(3- 185) 

(3-186) 

The calculation proceeds as follows. Equations (3- 1 80)  and (3- 1 8 1 )  are used to 
Llbtain rr+ I and .\'�+  I • and the truncation error is obtained from Eq. (3- 1 86). Ir the 
truncalion error is less than the specified tolerance i; the step is accepted. If not the 
step is repeated. In either case the next time step is calculated according to the 
formula 

(3- 187) 

(3-188) 

which ensures that the truncation error is equal to r., within the accuracy or the 
formula. To avoid small errors we use an h 20 percent smaller than that obtained 
from Eq. (3- 1 88). The solution of the implicit equations is performed with 
Newton-Raphson, and the jacobian can be evaluated every time, or old jacobians 
can be used until convergence is not obtained within N iterations, at which point a 
new jacobian is evaluated. Also if the iteration does not converge within N 
iterations the step size is decreased by a factor oftwo and the calculation resumed. 

Since the time step is constantly changing, it is unlikely that results at a given 
time can be obtained in an integral number of time steps, whose length is 
unknown. To obtain results at time t between tn and l·n + 1 we use an interpolation 
formula, such as Eq. (3-47), of the same accuracy as the calculation to find J'.:r from 
y. and y . .. 1 • 

Such an integration system is easy to understand and higher-order schemes 
can be done as well. For the applications in this book GEARB works quite well 
and economically. For other specialized applications it may be useful to develop 
such an integration package. 

l-10 COMPARISON 

We.are now in a position to compare methods using various criteria so as to make 
�:�;f:�med �nd reaso.nable choice for our problem. First consider methods that 

a se ara 
xed. �im� s�e�, i.e. those we might program ourselves, and then consi�er �s 

P te cl�ss1ficat1on the systems that have a variable step control to maintain 
lhe user-specified accuracy (at least locally). For methods with a fixed step size we must compare accuracy, stability. the 
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:;:;:. �c t�:;:::�;�r::��::e
a 
i��:��,;!: ::: r:r����ta::re!h�ri:r:. Let us now provide one for lhe last. 

Th� work is assoc.
iated with t��e operations: function evaluations, jacobian evaluations. an� .�atnx decompos111ons. We count only the number of multipli· 

ca1ions and dms1ons . necessary to perform each or these operations. since 
additions and subtractions are usually much faster operations on the computer. 
Let us take a system or equations of the form given by Eq. (3· 1 )  with n unknowns. 
We assume thal each J, appears in each/;, i.e. thejacobian is dense, without bands of zeros. We define the following terms: 

1111 "" average number or operations to evaluate one tennJj 
m1 "" average number or operations to evaluate onejacobian term Cf JCJ, 
M 1 "" number or operations to evaluate r, nm1 
M1 "" total number or opera lions to evaluate thejacobian 

,.. 11lm1, or 111(m1 + I )  if numerical differentiation is used 
M 3 • (113 - 11)/3 = number of operations to decompose the matrix 
M4 = 111 = numhcr of opera1ions to solve the linear system ror one right·hand side 

T • 101al number of time steps needed 
An explicit method might require several runction evaluations ror each time 

step. Call that number m5• Then the total number of operations needed to apply 
theexplicit methods is 

Meo = m,n1 1 11Ter. (J.189a) 

An implicit method will require ajacobian evaluation and assuming it requires one 
each time s1ep, the total number of operations needed to apply the method (ror a 
numerical jacobian evaluation) is 

M,m "" { [n2(m1 + l ) +m 1n ]+i(113 - n)+ 112 ) T1111 (J.189b) 

Equations (3·189a) and (3·1 89h) may be compared for dilferent conditions to 
illustrate their implications. Suppose 11 = 10, ms "" 5, and 1111 ,.. 5. Then �= "" 4.��.. 

(3·190) 

This means that an implicit me1hod m�sl use a time st1
� �t =�t ��=��: 

lhan an explicit me1hod if it is to require fewer ope�a �o; i�creases 10 162. If the computa1ional cost. If we ch�nge n to I� �he :cum n.:e ).&, � 2 is feosible. then an PFOblem is not stilT, so that using a step �ze :� � �hod would be preferred. In this e�plic:i1 method of the same order as an imp JClt � lenl accuracy at the same time 111ua1ion the 1wo me1hods would have �bo�!.ei::awork. If the problem is still', •tcp but the explicit method v.:ould invo. la then it may be necessKrY to use however, so that the maximum e1gen value 1�. ·�ethod limiied to something like ::i:p�ic:0:�h:' :i!�).::;n�.
A;h��p: ::,ow at the oulsel thal explicit 



l'able J-4 Comparison of cxplicil inlegr111ion methods ��������������� 
Number of 

Function Mulupli- Stability 
Mcthl•d Eq. evaluations Accuracy limit p 

Euler (3-59) ,, 2.0 
Scc0nd-ort.lcr Runge Kuna (J-96) 2 '" 2.0 

Euler predictor corrector {3-7R). (3-79) 2  '" 2.0 
Adams· Bashfor1h (3-64) I '" 0.3 
Fourth-order '" 2.8 Runge- Kuna- Gill (3-98) 

Fourth-order Adams 
predictor corrector (3-112). (3-83) 2 '" 1 .3 

methods are likely to be preferred for non-stiff problems, while implicit methods 
are preferred for stiff problems. 

Considering a non-stiff system of equations we examine the explicit schemes. 
The cost is mainly associated with the function evaluations and the multiplications 
by step length. Table 3-4 summarizes information gleaned from the formulas for 
the different methods. Comparing the Euler method with the second-order Runge­
Kutta method we see that the Rungc-Kutta method requires twice as many 
function evaluations and multiplications. The Runge-Kutta method is more 
accurate, however, so that a larger step size should be feasible for the same 
accuracy. The truncation error for the second-order Runge-Kulla method with a 
step size Ii is h'[ -M·' d'f_ +u('IJ_ 

.

. )'] 
d)'2 dr " 

while the error for the Euler method with two steps of siie h/2 is 

(3- 1 9 1 )  

21 ('')' (I '.11) (3-1921 
2 cf.1· " 

Clearly the error depends on the properties of the function being approximated. b
��s�

1:
a
�
�
nge-. _

Ku�ta metho� _has the advantage of a higher power of Ji, which is P Y less than one, gtvtng a smaller error. The actuul comparison would de�nd on numerical experiments, although it is clear that if high m .. '"Curacy is �
::
·
;�
�
:
�
�:C

con��orde_r _
method would be preferred. The first-order predictor-

f t�od is equiv.i\ent lo the second-order Runge Kulla method in terms 
�i

w
�
r:
h���

ire�ent, accuracy, and stability limitations. Numerical experiments 
no� make mu�: ����r:�:�

der method preferable to the other, but it probably does 

requ�::'r�� u·� �xam�nc the founh-order methods. The Adams- Bushforth method es unction evaluations --- only one per time step compured to four 
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for the fo�r.th-�rd�r �unge-Kuna . method. The Runge-Kuna meth 
higher s1ab1hty hm1tat1?n, ho�ever, m fact nine times as large, so that la� has a 

are possible: H.owever, 1 f the time step is very small to obtain good accura:er ste�s 

within the hm1ts where the Adams-Bashforth method is stable, then the �d
a
a
n�s

•s 

Bashforth method �ould be preferred because of fewer function evaluations � 
time step. Some finite element methods lead to ordinary differential equation::I 
the form 

ct, : f(y) (3- 193J 

instead of Eq. (3 - 1  ). I n  princi�le, these can easily be solved by taking the inverse ol 
c. If C depends o� �he solution, however, t�is must be done for each t ime step 
Consequent!�, �xphc1t methods are not as suitable for equations in the form of E 
(3-193). Implicit methods handle such equations easily since a matrix is inverte� 
anyway. but the actual equations may need to be rearranged or derived again. 

Now let us turn to stiff problems, in which the ratio ofmallimum to minimum 
eigen value (in absolute value) is larger than 1 ,000. In these cases implicit methods 
must be used because of their st.ability characteristics, since the maximum eigen 
l'alue might be very lar�c. The major work in solving these methods is in the 
formation and decompo<>ition of the jacobian, or the inversion of the matrix. for 
most cases the major cost is the matrix decomposition (inversion) [see Eq 
(3-189bJ]. We do not \- ·�uw in advance how many iterations will be required to 
solve the implicit equ;! l !u'ls. Without any other guidance we can only assume that 
the same number of itc ct!ions is required by all methods. Since the major work is 
then lhe matrix decomposition and since it is assumed that all methods have the 
same number of decompositions per time step, all methods involve equi�·alent 
work. To be more prec1'ie we must perform numerical experimentation using the 
methods ror our problems. We can then judge the methods based on the accuracy 
and their tendency to give solutions that oscillate. The fourth-order Adams 
Moulton method can be discarded because it has a srnbility limitation (see Table 
3-1 ). The other methods are listed in Table 3-5. The trapezoid rule would be 
eliminated based on its tendency to oscillate, leaving a selection of first-, second-. 
and third-order methods that are L acceptable. further selection from tho: 

�omparison or implicit in1egr111ion methods 

Mtthod Eq 

0>"i11Dlltlll 

limit un �fll 
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remaining list in Table 3-5 depends on �umerical experimentation and the 
conclusion may depend on the accuracy desired. If a low-accuracy solution is all 
that is required even the backward Euler metho

_
d. ma� �e best. For higher accuracy 

the second- and third-order L acceptable, sem1-1mphc1t Runge-Kutta method or 
the N9rsett methods may be preferred. 

Finally. we consider the integration packages with variable step-size control to 
meet a user-specified local truncation error. We can only compare these packages 
by calculations using the same problem. Naturally the results depend on the 
computer program, and the specific numbers may show some variation from one 
computer installation to another. We used three packages: 

1 . Runge-Kutta, fourth-order, in the Math. Science Library of Boeing Computer 
Services. This is a fourth-order scheme with extrapolation to achieve fifth-order 
accuracy. 

2. U EARB. a variable order and time-step method. See Bibliography for 
availability. 

3. The fourth-order. sem1-implicit Runge-Kutta method, described by Eqs. 
(3- 102) and (3- 103) with the algorithm presented by M ichelsen.s 

First we apply the GEAR and Runge--Kutta packages to the problem 

�ii � - /l.r, + rf _r,(0) � - 1 (3-194) 

/l, � ( + l ,000, 800, - 1 0, 0.00 1 )  <-, � - ( 1 + /I, ) 

Table 3-6 Comparison of integration methods applied to Eq. (3-194) 

O.QI 
0.1 
1 .0 

IO 
100 

1 ,000 

o.oi 
0.1 
1.0 

Time�1ep 
·�d 

4.7 x JO  � 
7.11 )(  10- .1 
).5 )( !0 - l 
0.45 
4.69 

92. I 

Order or 

Numb.:r or 

Funclion Jacobian 
method USL'd Sleps evaluatious .::valuations 1·� error 

1 1 0 - 2.2( - 121 
99 1 52 I J  2.-1( - 8) 

154 1 22 1 1  - 8.0( - 8) 
lOS 279 23 J.9( -61 
249 J29 29 1.0( -6) "' J71 J5 H( - 71 

Runge Kuua,., = 10 

221 - 4.9( - 12)  
460 - 7.7( - 1 21 

2,631 L I (  1 2 )  
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\\'ith lhc solution 

r, = I +�'.e fl.-, 
Al 1 "' O the cigcn values arc - l.IX12, - K02. It - 2.001, giving a stiffness ratio or 

SOI). At r � l ,OOO valucs arc - 1.000, - ROO. - 1.0, - 0.00!, giving a stilfnei.s ratio or 

IO". We espcctcd at the outs�\ that GEAR would be better. Typical results are 

shown in Table 3-6. U p  to time f = 1 the two methods used about the o;ame 

Table �7 Comparison or integration methods applied to Eq!.. ( 1- 1  ) and ( 1 -lJ 

Number o f  

Order o f  
mclhod c•alu-uscJ Ster» 

.. '° 
----

"' 
1 0  

'" 
100 

"' 
" 
' " Lll.O 4 

" 
" 
" 

1,. 

21> " 

"' 
' "  

" 
'" 

lmphc11 G l i\ R B . •. � i o - •  
0 911 5 1 5 5  

0966}45 

0905537 

0 1141470 

3 3111 711( - 5 )  

3.072ff.ll - 5 1  

2 24070! - 5 1  
I b241'1l - 5 1  

lmphc11 G E /\ R B . 1  = 1 0  ' 

"' 

IOI  

2, 127 

J.2511 

14,6115 

l'l.926 

0 9 11 5 1 7 2 1 2 1  3 Jllf>4WOlll - 5 1  

0 9664660117 )07474011\t - 5 1  

0905542(>11 1 2 24076'24! - � I  

0 114Ublb01 l 62.l32344( - 5 l 

0.9115172 .l.111705t - 5 1  

O'lbf>.160 - ' I 
O'>ll5519 2 2-11.).111( " 
0.1141370 l 62.l3Yt :ii 

S.:111,.,mpbcu Rung� Kuu.1 . •  - Ill • 
" " 09115172 

l 0H6.I( " 30 096b4bl) 

" " 0 91155 1 9  2 24051( 

" " 1 621411( 



!i6 NONLINEAR ANALYSIS IN Cl-IEMICAL ENGINEERING 

amount of computer time ( 1 . 6 sce on a CDC 6400). Notice that the Runge-Kutta 
method used very many more function evaluations up to t =  I, but did not require 
much more time because it did not have to iterate to solve equations or have to 
invert matrices. The Runge-Kutta method was not run past l = I because it 
would take excessive computation time. The time step could not be increased 
much beyond what it was in the region up_ to t = I. The GEAR pa�kage, on the 
other hand, increased the time step drasl!eally; at t = 1,000 the time step was 
about 3,000 times larger than that at t = I. It is this factor of 3,000 that makes 
implicit meihods very powerful when th� lar�est eig�n value is large and the 
equation needs to be integrated for a long lime, 1.e. �or st.1IT systems. 

For the second example we used the problem given m Eqs. ( 1 - 1 ) and ( l-2) with 
k. 1 = 0.04 k2 = 1 04 k3 = 3 X 107 Co = 1 .0 (3-195) 

At t = 0 the maximum eigen value is 0.04, while at t = 0.02 it is 2,450. We applied 
the explicit Runge-Kutta, implicit GEARB, and semi-implicit Runge-Kuna 
packages. Typical results are given in Table 3-7. For the semi-implicit Runge­
Kutta package the jacobian was evaluated analytically, so that the number of 
function evaluations docs not include function evaluations for the jacobian. 

Notice in the GEARB results that going from i: = 10 - 4  to f. = 1 0- 5 did not 
increase the cost very much. Another run with 1: = 1 0 - 1 0 took about 8 times as 
long as i: = 1 0 - 5. The Runge- Kutta method did not work for 1: = 1 0- 6 but did for 
� = 10 - 8. The solution was quite accurate, but at a cost of about 400 times as 
many function evaluations. The computation time of 15 CPU sec for the 
Runge-Kutta method was about 40 times larger than the 0.4 CPU sec for the 
GEA RB package, i; = 10 - 4. Such results are expected for this stiIT problem. 

The semi-implicit Runge-Kutta method worked very well and took fewer 
function evaluations. I t  used more jacobians than GEAR, but for r. = 1 0 - 4  proved 
to take the same overall time of 0.4CPU sec and to be about as accurate. 

I t may be concluded that we generally use implicit methods for stiff problems 
and explicit methods for the others. Which method within these classifications 
depends on accuracy, stability, tendency to oscillate, nnd work effort. The eventual 
�ecis!on depends on the user's goals and the problem to be solved, but the material 
m this chapter, if properly applied, will lead the reader to a suitable, and possibly 
the best, method. 

STUDY QUESTIONS 

I. Interpolation-how to apply it 
2. Terminology 

u. Explicit versus implicit 
h. Stiff equations 
c. Stiffness ratio 

3. Explicit schemes 
u. Advantages and charncteristics 
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/l. Order 
c. Stability limitations 

i Euler methods 
ii Adams-Bashforth methods 
iii Runge-Kulla methods 

4_ Implicit schemes 
a. How to solve equations 
b. Application of the theory of algebraic equations to the difficulty in solving equations 
c. Advantages and characteristics 
d. Order 
e. Stability limitations 

i Backward Euler methods 
ii Crank-Nicolson methods 
iii Adams- Moulton methods 

5. Predictor-corrector methods-difTerence from implicit methods 
6. Extrapolation techniques --- R ichardson extrapolation 
7. Step-size control information needed to control the size 
8. Stability 

a. Relationship� to rational polynomials 
b. How to interpret rational polynomials 
c. Determination of A and L stability 

9. Integration of ordinary differential equations 
a. Information needed to choose a method 
b. How information is obtained 

PROBLEMS 

3-1 Interpolate the following �e4uenee to obtain r ,  l using lirst·, second-, and third-order interpolation 
orders · 

ro = 1 .0 r 1 = 0.36787944 1 1  l'i = 0.1 35335.283.2 _r,, = o.o.i9787068J 
3-2 Develop fir>l-, second-, and thml-order extrapolation formulas to give r� from known \'alues \l( .1· .. 
Ji, )·i· am.I r4. Apply the formula� and compare res11ll> for 1he runcoon�: 

(u) )', = "  " """ 
(h) r, = >in t i +  l )  (m radi;ms) 

3-J \<I) Derive Eq. (3-41 J. Why is there no O(lt4 )  term'! 
th) Derive the fourth-unJcr Adam> Bashfonh method. l:q. (.,·t'l.l� rrum the genernl formulas. 

Eqs. (3-SSJ, (3-54), and 0-411"1· 3-4 Derive the derivative estimate, Eq. 0-49), from lhe generul formula, t'4. !3-4811). 
3-5 Derive the implicit interpolation rormul<i, E1.1. (3-651, from the interpolation formulas. Eqs. 0-48b) 
and 0-54). 
3-6 Solve the following problem from 1 = O to r = I as a test of your computer programming. Use II 
�:��: ����� �:�l�:�r�e

;�:h�;�::
d
�l��� :v:���:: 11�o

p�::::�� with a lix�>d step size. The Runge-

)", = - J' 1 J".:1 = - IO!_l'i yj = - J'J 

J• 1 (0) = I y1(0) = I )'3(0) = I 
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·'"' St>h'C h1s. (.1 - 1  �an� n;;l ;::��
c
:
1
��

,
��'.ns11u1ts 1c1i•·c11 in fa1s. L'· '.'l5) usmJ_l the •11me three 

.

inLcgrntion 

;:;�:: :�:�::·:::;::�;; :,,e�hoJ ltl inLc{lrntc the following cqu1111ons from ' = 0 to f = l.O 
. . 

Lc '�1· = - l0.5( T, - T, J + fiR ,  ,,, 

�c.!. = - 10.5(c1 - c,)- R ,  
,,, 

t·, = 1.0 T, = 1.0 R, = 4>'•· ,e"' - '  i;,  
T, (0) = J .0 c 1 (0) = 0.73 

P = O. l S  .pi = l . 2 1  ;· = 30 Lc = O. l 

).9 Develop the cquanons to solve the problem 

� �� - �- - R (c) = O 
Pcdx2 Jx 

:� ( l )  = 0 c ( I )  _. a  

from.� = I to x = o. The function R(c) i5 a general reaction �ate expression. 

�nst
!�

t
:h

s
:::��:

(
�i!��:;;;�� ::t�;:

r
;:;��

i
:

.
�:o;:;i:t 

0
boundary-valuc problems. choosing the 

.J.10 Derive 1hc extrapolation formula. Eq. (3-1 14). Write the solution obtained with step size h as )'(h) 
and1hat obtaincd withs1epsizc/1/2asr(/J/2).Thecrrorformulasarc 

.1·(/r) = y' + alr"' 

Soh·ethcsefor J"'"togcl Eq. (3- 1 1 4 )  . 
.l- 1 1  Consider the general nonlinear problem of Eq. \ 3 - l  l 10 be <olvcd with a backward Euler method 
wnh a vanable step size. The nonlinear equation> <1rc to be �<'h·cd usmg cu her sue<.:.:ssive substillllion or Newton-Raphson. Using the theorems slated in Chapter 2 determine the conditions under which these iteration schemes Wiii converge. What lmppen� for 6r ___, 0'' Apply your theorem 10 the case J1·1Jr = -r1 and)·IO) = 1 
3-12 Apply the second-order Runge-Kuna method of Eq. 13·96) to Eq. (J - 1 2 3 )  to go from .r. to r •• 1. Compute )· • •  ,1_1··: the characteri

.
stic polynomial or ration<1l approximation. Compare this polynomial 

:�a
':::e

aylor !•tmcs for ,, . ,.,_ Fmd the conditions under which the rational approximation is greater 
3-13 Answer lhc same questions a� in problem 3-12 but for the semi-implicit Runge- Kuna method Eqs. t3-l021and (3-10)). Derive 1hera1ional approximation. Eq. (3 - 1 74 i  
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The GEAR p<1ckagc ��1s p_resented �ere as a general purpose implicit (and explicit) equations solver. 
The GEAR program IS a1·mlable as either GEAR (�or a dense 11 ><

_
11 jacobian) or GEARB ffor a banded 

jacobianl from the Argonne Code �enter, Apphed Mathematics Division, Building 22I, Argonne 
Nauonal Laboratory. 9700

, 
Sou�h Cass Av�nuc. �rgonnc, �II: 60439, U.S.A. Other packages are 

ai·ailable and some arc co�pared m the fotlowmg articles. Exp
_
hcu codes arc compared by 
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CHAPTER 

FOUR 
ORDINARY DIFFERENTIAL EQUATIONS ­

BOUNDARY-VAL UE PROBLE MS 

Diffusion problem� m oni: -;race dimcm1on l e a d  to boundar}-value problems. 

These problem� arc c.:harac.:tcn1cd b) o t dinar) difTcrential  equations. usually ol 
second order. \.\ I th two boundary c.:ondition-;. \.\ hich ari: applied at  two different 

locat1om in �pace. Thi� means that mitial-,,.ahu:: methods c.:annot be applied in a 

straightforward fasluon (bu\  -;cc Sec. 4- 1 1  J and aim leads to the other nomen­

clature: two-point boundary-value problems. In this chapti:r we examine a "ariety 
of techniques applic.:abk to thc�e problems and sec whal information is best gleaned 
from ""hich method 

4-1 METHOD OF WEIGHTED RESI D U A LS 

!he first example considered is s1cady-statc heat conduc11on m a slab. a.s 
illustrate� in fig. 1 -2. We allow 1he thermal conduc1ivi1y to depend on tem· 
perature m a  linear fashion, which makes the problem nonlinear. We take 

1+ 1 1  

The e�uation i s  the analog o f  Eq. t l -6 )  fo r  heat transfer ins1ead o f  mass 1ransfer. 
and with no heat generation m the slab 

k - 0  
'' ( ,rr) d.'I: tlx - (4-2) 

�e assume the temperature of one side is muimained a1 1" while 1he o1her side is 
ept at temperature 71 . The nondimensiona\ problem can � writ1en as .. 
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d [ dO] JX ( l + aO)dx" = 0 

0101 � 0 01 1 1 � 1  

( l +aO)� + u  - = 0 
d'O (dO)' 

dx dx 14-31 

We expand the solution in a series of known functions with unknown 
coefficients. These cocffic!en�s are determined to satisfy the differential equation in 
some best sense. The cntenon used to choose this "best" sense determines the 
method. The approximate solution is taken as a polynomial because of its 
simplicity. 

N 
0,,, = .�o c;x• 

This function can be made to satisfy the boundary conditions by requiring 
N 

c� = 0 1�0 < = I  

Thus Eq. (4-4 ) can he written as 
N 

0,.,. = x + L <"1(xi +  i -x )  
J "' l  

14-4] 

14-5] 

(4-6) 

We note that this function satisfies the boundary condi1ions for any value of the 
unknown constants {c1} .  Alternatively, the first term satisfies lhe boundary 
conditions of tbe problem, and each of the additional terms sa1isfy lhe homo­
geii"eous boundary conditions, i.e. the same boundary conditions but with the 
right-hand side zero. Making our trial function satisfy the boundary condilions 
means we have already satisfied part of t he problem. 

The next step is to form the residual. We substitute the trial funclion, Eq. (4-6). 
mto Eq. (4-3 ) to form the residual 

R(x, O,.,. )  = 
I
d [(I + t10N )

clf
/
J�·] (4-7) t X I X  

The weighted residual is required to be zero. Thus L' W,.R(x, ON)dx = 0 (4-8) 

Finally we choose a criterion or a weighted func1ion. If we take the weighling 
fonctions to be the dirac delta function we have the collocation method 

tt;. = O(x - xd J: WhR(x, tJN )tfx = R(x.,ON) = 0 

14-91 

(4-10) 
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d . t"sfying lhc dilTerential equation at the collocation Points This corrcspon 5 .:0 �a 1 . in between. In the method or moments we choo ' 
but n�� -�e

�:
s
1�� �ub

o;o�ain method we choose w� '? be one on a subdoma: 
11;, 

= 
.\'. . · . and zero elsewhere. For the Ga�erkm method we choose the -"l : 1 � .x ; xl +. 

1 
1 be flO /De, which in this case 1s 

weightmg 1unct1on o N ' H 1 J.¥,, = X - x (4-1 ! )  

The least squares method uses 
DR 

W,.
=

� 

so that the interpretation is that the mean square residual 

I =  I R2(x, ON )dx 

(4-12) 

(4-!J) 

is being minimized. It is clear to see that as the number of collocation points 
increases we satisfy the differential equation at more and more points, and 
presumably we force the approximation to become the exact solution, which has a 
zero residual for all points. Similarly, in the subdomain method as the intervals get 
smaller and smaller, the residual approaches zero on average in smaller and 
smaller subdomains. In the least squares m�thod the mean square residual is zero 
for the exact solution, so that as more an<l more parameters are allowed, and the 
mean square residual gets smaller. the approximate solution approaches the exact 
solution. The rationale behind the moments and Galerkin methods is more 
abstract and uses functional analysis. The key theorem states that if a function is 
orthogonal to each member of a complete set of functions then that function can 
only be zero. Two functionsf1 andj� are orthogonal if the integral of their product 
is zero 

I f1 fitlx = o (4- 14) 

In .this _case one function is the residual and the complete set of functions are the 
weightmg functions. The Galerkin and the moments methods then make the 
res�dual orthogonal to the weighting functions in Eq. (4-8), thus making the residual approach zero as N -+  oo .  Further details and historical remarks about the Method of Weighted Residuals are given elsewhere. 3 

Let us apply several methods in the first approximation 
01  = x + £' 1 (x2 - x)  0'1 = I + (' i (2x - I ) O'I = 2,· 1 (4- 1 5) ��: 

7:i:r�
��1

;
�

i�
oll�cation me.thod. We chaos� as the collocation point x = �· 

then point of the interval. The residual evaluated at this point JS ( 1 - c ,/2) l + ci -2- 2£· 1 + ci = O  (4- 16) 
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which determines , . • .  We choose to calculate numerical results only for the case 

11 = I, when 
d - 2  + 3c1 + I = 0  c 1 ., - 0.3 1 7  (4-17 )  

( 
The other solution to. the quadratic �s rej� as being physically unrealistic, since 
it gives the heat flux in the wrong d1rect1on at x = I. The approximate solution is 
then 

01 = x -0.3 1 7(x2 - X") (4- 18 )  
We can put this approximate solution into t he  differential equation and look at the 
residual. It is zero al x = 1-. but nonzero elsewhere. When the residual is zero 
everywhere we have the exact solution. Indeed in some cases the size or the 
residual can be related to the error in the solution (see Finlayson, p. 338). Without 
going into details we can apply some tests to the approximate solution. How good 
a heat balance does it give? Since Eq. (4-3) governs heat transfer across a slab 
under steady conditions the heat flux at both sides should be the same. Indeed the 
heat ftux at all x should be the same. We find that at x = 0 

(I + aOi )� = l - c1 = 1 . 3 1 7  (4- 19)  

and at x = I  

(4-20) 

Thus there is a 4 percent difference in the two fluxes. 
The next step is lo compute the next approximation by taking N = 2. The trial 

runction is then 

(4-2 1 )  

We substitute this trial function into the differential equation 1 0  form the residual 
and now make the residual zero at two points (since we have two constants to 
find). We again choose the equispaced points or x ""  i and x = i. For u = I we get 
two nonlinear algebraic equations 

2() - i<·1 - /.w1 ) (c 1  + ,·2 ) + ( l - !t· 1 - jc2 )2 = 0 (4-22) 

2(i - ii·. - �1·1 ) (1· 1 + 2t·2 ) + ( l  +it·, +1'·1 )1 = 0 (4-23) 

The methods of Chapter 2 can be used 10 solve these equ1uions, giving 

c 1 = -0.5992 and ,.2 = 0. 1 9 1 6. The Ruxes at the two sides 11re 1.4076 and 1 .568, 
with the average 1 .49. The exact answer is 1 .5, so we h11ve u better result than t� 
firs1 KPProximation. Figure 4- 1 shows 1hat thc residual �s sm.ulle� on �ven•ge and 1� 
7.Cro at the collocation points. Thus the second appro11.1mu11on 1s an 1m�rov��m 
over lhe first approximation. We could continue in 1his fashion, but find 11 easier to 
use orthollOnal collocation as described in Sec. 4-4. 
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1 . 2
�---,---,------r--.--1 

-0.8 

0.2 0.4 0.6 0.8 1.0 

Figure 4-1  Rcsiduals for collo,ation ,olul1on>. 

Returning to 1he first approximation we use the Galerkin method r x(l - x )R(x, 0 1 )dx = O (4-24: 

This gives the following equation to solve for c 1 : L x( l - x l { [ l  + x + t· 1 (x2 - x)]2c 1 + [ 1  + (· i (2x - l )]� }dx = 0 (4-251 

Solving gives c 1 = -0.326, with the fluxes at .'< = O and x = I being 1 .326 and 
1.348, respectively. Notice that in the Galerkin method we must calculate the 
integrals appearing in Eq. (4-25), whereas in the collocation method we merely 
needed to evaluate the residual at specific points. Thus the collocation method is 
easier to apply. 

Nexl let us apply \he method of moments in the first approximation { R(x, Oi)tl:1: = O (4-26) 

This results in the solution c 1 = -0.333. The second approximation requires that 

f R(x, 02 )dx = 0 f xR(x, 02 )ilx = O (4-27) 
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Table 4-1 Approximare solution to heat conduclion Eq. (4-3) 
Collocation 

Eq. (4- 18) Eq. (4-2 1 )  

"" 0.129 0. 135 

0.25 0.309 0.3 1 7  

050 0.579 0.578 

"' 0.809 

""' 0.929 0.921 

0'.(0) l .3 17  

20',\l) l.367 

A'eragcHox l .34 149 

Galcrkin Momen1s 

c,  = -0.326 c ,  � - 0.333 

0.130 
0.3 1 1  0.3 1 3  
0.582 0.583 
0.8 1 1  0.8 1 3  
0.929 0.930 
1.326 l.)JJ 
l.348 l .JJJ 
1.34 1.33 

---- Finite 
Eq.(4-28) d1ffercncc hact 

0.143 0.129 0.140 
0.332 0.3 1 0  0.323 
0.594 0.580 0.581 
0.809 0.8 1 0  0 80) 
0.925 0.929 0 924 
1.500 lllO 
l .SOO 1.360 l.500 
I.SO l.500 

which gives two nonlinear equations that have the solutions c 1 = - � and Cz = !. 
The approximation is then 

(4-28) 
and the Huxes at the two boundaries are both 1 .5. This result suggests that the 
answer is perhaps the best of all the methods, since the integral energy balance is 
satisfied. 

Another way to tcsl the methods is to compare them to the exact solution, 
which in thiscase is easily found to be 0 = - 1 + ( I + 3:<)112, as shown in Table 4- I . 
All the methods give results within about 10 percent, and the first approximation is 
easy to derive. If this m.:curacy is acceptable we can stop with the first approxi­
mation. The accuracy is not guaranteed, however! I f  the accuracy is unacceptable. 
we must compute higher approximations to obtain more accurate answers as well 
as to assess the accuracy of the results. We see that the accuracy given by the 
different criteria is about the same, so that the choice of criteria can be based on 
other considerations, such as the ease of setting up the problem. 

The advantages of the Method of Weighted Residuals are that the firs1 
appr01dmation is easy to do, often contains the main reatures of the result. and 
may even be quite accurate. Higher approximations are more a�curate, but only a 
few terms are necessary in any case. The disadvantage, which 1s shared by many 
numerical methods for boundary-value problems, is that the accurncy of the 
approximate solution is difficult to determine. We see below that the approach 
outlined here works well when the solution is relatively smooth, w11hou1 sharp 
gradients or derivatives. Solutions with sharp gradients require so large an N thal 
other methods are preferable, as outlined below for linite element methods. 

4-2 FINITE DIFFERENCE METHOD 

The finite difference method also is concerned with specific points in ihe doma�n �lied grid points. The domain is divided up into equidisumt intervals, as shown m Lg. 4-�. although the assumption of equal intervals is not necessary. Let us 
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Ax 

,,, 

i - 1  ; - �  i l + � l + I 
(b) 

Figure4-2 (a)Finile di!Terence grid. (h) Variablegrid spacing. 

suppose we have a continuous function O(x) and use :ray
_
lor s�ries e�pansions to 

deduce difference formulas for first and second derivatives mvolvmg only the 
values at x; _ 1 , .'I:,, and x, + 1 . We Jet 0, = O(x,) and write a Taylor series for 61 + 1  and 
6; _ 1  giving 

0 0 O'tl. O" tl.x2 O"' tl.xl O"' tl.x"" 
+ < + 1 = ; + ; x + , -2T + ;  11 + ;  4! . 

= 0 - 0'tl. + 0" �� - 0"' �� + 0"" 6.x4 
+ . .  0, I I < X I 2 !  I 3 ! l 4 1  

(4-291 

(4-301 

These formulas are rearranged and divided by 6.x to obtain two expressions for the 
first derivative 

O;
+�;� = 0: + ¥ 0;' + . 

0,�;- 1 = 0j - ¥ o;· + .  

(4-311  

(4-321 

Each formula is correct to 0(6.x). Ahernatively, we can subtract Eqs. (4-29) and 
(4-30), rearrange, and divide by tl.x to obtain 

(4-331 

wh�ch is cor_rect to 0(6.x2). We add Eqs. (4-29) and (4-30), rearrange, and divide by 
Ax to obtain an expression for the second derivative �i.!_!_-i���Oj.::.! = o;· + �O;"'fl.xl + . (4-34) 

This is correct to 0(6.x� ). 
N_ext let us consider Eq. (4-3). In the case of a = O we can write the differential 

equation at the ilh grid point using the difference formulas just derived 
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;:_¢ = o Or + 1 -���+ 01 - 1 = O (4-35) 

If this equation is repeat_ed for each interior point, and the values 01 = o and 
11 = I are taken to satisfy the boundary conditions, we have enough equations 
1;s+�\ve for the 11;. We thus have a representation of the solution. 

Next we consider when the thermal conductivity varies with temperature. We 
l\'rite the equation as 

dq - - - o  dx q = - k� dx 

and apply the second-order-correct Eq. (4-33) to get 

- q; + 1 12 - q; - 1 12 = 0 "x 

(4-36) 

(4-37) 

Equation (4-36) can in turn be applied using the second-order-correct Eq. (4-33) 
giving 

q, .. 1 2  = - k(D; + 1 12 ) D;+�;O; + 0(.6.x2 ) 

q, -- 1 :2 = - k(0; - 1dO; -tl;- 1 + O(tlx2 ) 
(4-38) 

Combining the formulas gives 
k(O; ·-�-:_2)�;+ 1 - 0;) - k(O; 1 12 ) (0, - 0; _  1l = O (4-39) 

"x' 
to solve at each grid point. To do this we must find a way to evaluate k;+ 1 .:1 and 
k;
_
1
Th!�e:s�%:.���

r
:� �a

�::��ec��t�rep��a���n formula developed in Chapter 3. 
Here we use Eq. (3-47) for 0 instead of y 

o; + . = 0; + 1 + (0: - l )VO; + I + IX(IX2��� v2oi + l (4-40) 

Applying this formula at IX = ! and IX = -! gives 
(4-41 ) O; + 1 1 2 = o, .. I - !(O, .. I - 0; ) --A;(O; + l - 20; + 0; 1 l  

O;� 1 /2 = O; +  I -�(O .. . l - O; J+i(Oj + I - 20; +0, 1 l  
We must solve Eq. (4-39) combined with Eqs. (4-4 1 )  and (4-42). Let us do that for 
6.x "" � and define the variables : 

(}1 = O(x = 0) = 0 
Ou =  O(x = ll 
02 = O(x = !l 

02. 5 = O(x = j) 
o3 = O(x = I ) =  I 

(4-43) 
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(I + Oi .s l ( l  - 02 ) - ( 1  + Ou H02 -0) = 0 

Ou = i + i:02 O u = - ! + i:02 
<4-<41 

Simplifying gives 
<4-4s1 

which has the solution 02 = 0.580. We can use the interpolat.ion formula to obtain 
01 5 = 0_3 10 and o2_ 5 = 0.8 1 0. To find O(x = 0. 1 )  we n.eed_ to interpolate 80 percent 
or"the way from o2 back to Ou or use Eq. (4-40) with / = 2 and rx = - 0.8. It is 
found that 9 1 2 = 0. 1 29 ;  likewise Ou = 0.929. These values are comparable to 
others derived

.
by the Method of Weighted Resi�uals, as shown in Table 4-I . 

Again we apply a test of the results by 
_
looking at t�e heat flux at the two sides. 

We cannot apply Eq. (4-33)  at the pomt x = 0 since we have no value of 
90 = 0( - .6.x). Applying Eq. (4-3 1 )  in terms of only 01 and 02 gives fluxes at the 
two sides 

- q , = ( I + O i ) 02;
x

o, = 1 . 1 6  
(4-46) 

- q3 = ( I + 03 )�;'1:02 
= 1 .68 

These fluxes clearly dilTer greatly. Such inaccurate results are achieved when we 
use a formula correct only to 0(.6.x). 

To improve on this result we develop a one-sided derivative that is correct to 
0(8x2 ). The Taylor series for O;+ 2 is 

(4-47) 

Four times Eq. (4-29) minus Eq. (4-47) gives after rearrangement the desired result 

(4-48) 

This one-sided difTerencc formula is correct to 0(.6.x2 ). The analogous formula in 
the other direction is 

(4-49) 

�����ese difference formulas to evaluate the derivatives then gives the fluxes at 

- q i = - 30. + 402 - 03 = l .32 
- ql = 2(0, - 402 + 303 )  = l . 36 (4-50) !he.se are comparable to the results obtained with the Method of Weighted esiduals. Clearly we must evaluate fluxes to 0(.6.s2 ). The second method for treating the nonlinear thermal conductivity is to average the k at the two grid points. 
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k (Oi + 1 12 ) = f(k, + k, .. i )  (4-51 ) 
Now k 1 = I , k2 = I + 02. and kJ = 2. Applying this method to the lhrce-node 
solution gives 

which is 
(4-52) 

(4-53) 
The resul� is 02 = 0.58 1 ,  giving a resuh very close 10 1ha1 obtained usin the interpoJauon formula for 0. g 

The second approximation uses .1.x = ! and the points 01 = OL'< = O). 
��c:i��!:

)
�i��s:h�

(;:��; i:�: 04 = O(x = I ). Using the averaged thermal con-

(k3 + k2 ) (03 - 02 ) - (k2 + ! ) (02 ) = 0 
(k3  + 2 ) ( 1  - 03 J - (k3  + k2) (01 - 02 1 = o 

14-54) 

These are solved using an iterative scheme in which the thermal conduC"ti\·Uics are 
evaluated at the old iteration and the set of linear equations sol\led. Thus 

(kj + kl ) (Oj' I - Oi' l ) - (k] + I JOi' l = 0 
(kJ + 2 ) ( 1 - IJJ' I ) - (kJ + ki ) (Uj' 1 - 1}i· 1 1 = 0 

14-551 

The solution is 02 = 0.4 1 4  and 03 = 0.732. The fluxes evaluated with the 1hree­
sided second-order expressions of Eqs. (4-48 ) and (4-49) are 1 .39 and 1.46. 
respecti\lely. The finite difference second approximation is not as accurate as the 
second approximation found with the Method of Weighted Residuals. 

When the gnd spacing is not uniform the same procedures can be appl�. for 
the \lariable grid shown in Fig. 4-2h we want to write the difTeren"-e .:qua11on for 
Eq. (4-36). The firM equation is 

- 'i! • l l � --�- 1 � = 0 
!(.1.x, + .ih, , i ) 

While the constitutive equations are 

'Ii• 112 = - k, . 1 , 2 °'1_���.
0' 

CJt - 1 ;2 = - k, - 1 , :
0' i�: - I  

With the approximation of Eq. (4-51 ) we get the difference formula 

(4-56) 

(4-57) 

[(l.: i + i + l.:, ) (01 , 1 - 01)]/.1.xu ! - [_(k, +k,  ... i ) IO, - t!! . l]id.\', "" o  (4-58) -�- - --- -- - Ax, + 6.\'� � l -
� The finite difference method has the advantage 1hat lhe met��h 

i
:;:.�c� �r�ula.te, although it may need a large number of grid poinls fo:c ��uracy tha� criva11ves must he carefully evaluated in order not lo destroy 1 
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. . b1..-cn achieved. The solution must be interpolated at points �etween .the grid 
��nts, using a formula that is al least as accurate as the error m the difference 

formulation. 

4-J REGULAR PERTURBATION 

Perturbation methods are useful when a parameter i� th� pro?lem is �ither very 
small or very large. Consider .Eq. (4·�). The exact solu11on 1s denved by integrating 
the equation twice by separatmg variables 

dO ( l + aO);h � c, (4-59) 

j ( I  + aO)dO � c , jdx (4-60) 

0 + � 02 = c 1 x + c2 (4-61)  

Application of the boundary conditions gives c2 = 0, c 1  = I + a/2, and 

0 = _ ! + ! [ I  + (2t1 + t12 )X] 1 2 (4-62) a a 
The solution is a function of both x, position. and the parameter a. Usually this 
parameter is given and the problem is solved for that specified a. However, let us 
consider the exact solution as a function of both x and a, and expand in a Taylor 
series (actually a Maclaurin series) about a =  0 to give 

NJ i120 a2 O(x, a) = O(x, 0) + 2(, (x, O)a + �.;;OI {x, 0 )2! + . (4-63) 

We can combine terms and write this simply as 
O(x, ,1 ) = 00(x ) + O i (x )a + 02(x)a2 + .  (4-64) 

The various terms can be evaluated using !'Hospital's rule 
Jim D� = dJ/1a(� when ./ (0) = .•/ (0) = O (4-65) � - o  Y('l )  cl11/cla(O) 

Oo(x) = x 0 1 (x )  = }x( l - x ) (4-66) 
Thus the lirst two terms arc 

O(x, a )  = x + �x ( l -x )  (4-67) 
For a= I the ap r · . 

-
percent error. Ho�e�:;�:�es:��lion. 

giv�s the value 0(0.5 ) = 0.625, with an 8 
sh_own in Table 4.2. What we 

!er va�ues. of a we get more accurate. answers. <IS 
without having 10 solve the pro�\���:��� 

is a method for obtaining these resulls 
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bation method we expand the solutio� in the ser_ies _of �· (4-64). 
This

l;x�a
e
n;';;��: substituted into the differential equa

,
t1on t� obta1�, m this case 

(I +tillo + ti20 1 + . . .  ) (OQ + aO'{ + a20'.l ) + a(Oo + a0 1  + . . .  ) = 0 (4-68) 

We next collect terms multiplied by l ike powers of u. 

ao(OQ )+ u[O'{ + Oo00 + (0� )2] + u2(0'i + OoO'{ + 0 ,00 + 2000'1 l + . . .  = 0 (4-69) 

We do the same thing for the boundary conditions to give 

0oo0(0) + a0 1 (0) + a202 (0)+ . . .  = 0 

u000( l ) + a0 1 ( 1 ) + u202 ( 1 J + . · = I  
(4-70) 

Now if these equations are to be satisfied for all a they must be satisfied for a = O. 
This gives the first problem to solve : 

00 = 0 00(0) = 0 Oo( l ) = I  (4-71 )  

If E s. (4-1 1 )  are  satisfied, then  these terms drop  out  of Eqs. (4-69) and (4-70� 
leav�g only powers of a. a1

: etc. We then divide the result by.a and apply the same 
argument. If the equation is true 

_
for a = 0 the next col\ect1?n of te�ms must be 

zero. In a �imilar way we can obtain the result that the coer!k1ent of e
,
ach power of 

u must individually he zero. Thus we have the separate problems for a 

and for a2 

rr; + o00Q + (O;il2 = 0 0 1 (0) = 0 1 ( 1 ) = 0  (4-121 

02 + 001r; +o 1 00 + 20;)0·1 = o 02(0)  = 02 ( 1 )  = o (4-73) 

We solve these in turn 10 obtain the perturbation solution. Putting the results back 
into Eq. (4-64) gives the solution 

(4-74] 

This approach is a regular perturbation method. In this case it is easier to solve the 
perturbation equations than it is to evaluate the derivatives of the exact solution. 
as in Eq. (4-65). With the regular perturbation method we get the expansion of the 
exact solution without knowing what it is. The algebra and the difficulty of solving 
the equation may increase tremendously as we solve for higher approximations. 
Also, lhe larger u is the more 1erms are needed for a good solution. Thus the 
method is best for small values of the parameter. The fact lhat the solution is made 
more accurate by including more terms is demonstrated in Table 4-2, where the 
second approximation is also recorded. For small e1 only a first approximation is 
needed, but for large u the second appr011.imation improves 1he accuracy gready. 
We need . a me1hod 10 provide 1he solution for large parameters when the per�urbalion melhods are not accurate. Techniques thlll do this are the Method of �:1';!:���

0
R�sid�als an� the finite

_
dilferem .. -e method. In the next section the besl �I 

described 
ds usmg weighted res1dua\s -- the orthogonal collocation method-JS 



ORDINARY Dll'l'ERENTIAL P.QUATIONS- BOUNDARY-VALUI: PROBLEMS ?J 

.µ ORTHOGONAL COLLOCATION 

The lnihogom1l co!localion melhod has several advanlages over lhe collocation 
meihod presen1cd .1� Sec. 4- 1 .  

_
Namely, �he collocalion poinls are picked aulo· 

maiically. thus avo1dmg 1he arbitrary choice (and a possible poor One) by lhc user 
and ihe error d�reases much faster as lhe

. 
number of lerms increases. There a� 

three differences m 1he or1hogona� collocat1on melhod : th�!!!!! runction is taken 
as a series of orthogonal 

_
polynomials, the collocation poinls are tilken as the roo1s 

to one or those po�ynom1als, and the dependent variables are the solution values at 
the collocation pomts rather than the coefficients in the expansion. 

First we examine the advantage or solving ror the solution at Lhc collocation 
points rather than the coefficients. (Note that the same approach can be used with 
lhe Method or Weighted Residuals.) We expand the solution in the form 

N 

j'(X) = i�I U;.)';(X) 1 (4-75) 

where {)·,(xlJ are known functions of position. Usually we express the solution by 
providing the set la, : .  Then we evaluate Eq. (4-75) at a set of N points to give 

N 
j'(Xj) = i�I U1J1(X;) (4-76) 

Remember that ror all problems the J';(X;) are known numbers. Thus using Eq. 

(4-76) gives J(x1) if the coefficienls {a1} are known. Conversely, rearranging Eq. 

(4-76) and solving for {a, )  we obtain "' · \ 
N 

a; = ;�• [J·;(x,>r 'u·lx;ll (4-77! 

This means that if the value of Lhe solution is known at N points th�n the 

coefficients {a; } arc determined. Consequently, we ca� solve a prob�m 
1
�=i:: 

unknowns either the coefficients {a, } or the set or soluuon values at th co 

points {r(x,l} . . . · f . as well we 
To solve a differential equalion that includes denYallVCS 0 J 

1 h 
differentiate Eq. (4-75) once or twice, ror example, and evaluate the resu 1 at t e 

collocation points N 
j1(X1) = 

1
�

1 
tl1.\'i{X1) 

(4-78) 

N (4-791 
.1•"(x,) =  ,?;. c11J�'(x11 

Si . or ihe solulion Yatues al the 
nee the coefficients {a;} can be expressed 18 terms 

·m 1 substitute Eq. (4-771 
�lloca1ion points {y(x, J I , the dcriYatives �an �lso. We si

rti�:lar collocation point, Ill� Eqs. (4-7K) and (4-79). Then the der1vau� at 11 � or the solution at all the 
Which is needed ror the residual, is expressed in term 
COilocation points 
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N y'(.,) = L [J·,(xdr 
1
(J·(xdJr:(xJ )  i. k� I 

we write the result as 
N 

y'(xi) = i�I A;kY(Xd 
N 

j"'(x;) = 1�
1 

BJky(xk ) 

14-80) 

(4-81 ) 

To illustrate the idea let. us take a function of 0 :::;; x :::;; I and apply Eq. (4-75) 
with N = 3 and the functions 

J' i = 2(x - l ) (x -! l  }'2 = 4x( l - x) }'3 = 2x(x -!) (4-82) 

The series Eq. {4-75) is just linear combinations of I, x, and x2, but so chosen that 
f;(x ,) = 01; and 

a, = y(x, ) (4-83) 

We let x1 = O, x2 = !. and xJ = I. Next we differentiate Eq. (4-75 ) once and twice, 
and then evaluate the results at the midpoint 

y'({) = - a1 + a3 
y"(f) = 4a1  - 8a 2 + 4a3 (4-84) 

Thus the first and second derivatives at the midpoint are given in terms of the 
values of the function at the collocation points 

r'Hl =  -y(x i ) + y(x3) 
}"'(!) = 4y(x i ) - 8r(x 2 )+4r(x3)  

In th is respect the method is similar to the fini te difference method, which would write in place of Eq. (4-84) 

d__
d

J
x
' (x2) = y(x3) -

,
-� d2

J' 1 
- r(x3 ) - 2y(x2 ) + r(x 1 )  (4-85) dXi .'1: 2 ) = --�-

These are in fact identical in this case. When more collocation points are used, however, the derivatives are expressed in terms of the solution at all the collocation points, whereas in the finite difference method the derivatives are ��:;���� :
e
nie

t
in terms of the solution at the grid points immediately adjacent. 

r'1 = 4x - 3  )"2 = 4 - Sx 
Y'1 (0) = - 3  Yi(O) = 4 

.1"1 = 4x - I 

.r)(O) = - I 
1•'1 0 )  = I  y�( l )  = - 4  rl( l ) = 3 
)''(O) = - JC1 1 + 4112 - u 3  = - Jy1 + 4_1·2 - 1·3 J"O l = "• -4"2 + 3"1 = Yi - 4h + 3y_, !�e= �

-
re the same as the finite difference formulas of Eqs. (4-48) and (4-49), with The next improvement to be introduced into the colloc111 ion method is to 
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chl'M.'ISC orthOgi.lmll polynomials ror trial runctions. We define lhe polynomial P.l.tl ltS 

P.(x) = � c,x' J = O (4-86) 

ind we say thal the polynomi�� has degree m and order m + I . The coefficients in Eq. (4-86) are defined by requiring that P 1 be orthogonal to P0, P2 be orthogonal 
to bolh P1 and P0, and P., be orthogonal lo each P,, where k. fi; m - 1 .  The 
orthogonality condition can include a weighting runction W(x)  � O. Thus r W(x)P.(x)P.,(x)dx = 0  k. = 0, 1 , 2, • . .  , m- I (4-87) 

This procedure specifies the polynomials to within a multiplicative constan1, which 
we determine by requiring the first coefficient to be one. For illustration, let us use 
W(x) ""  t , a  = 0, and b = I . The polynomials are 

P0 = I  P 1 = I  + bx P2 - I + cx + dx2 
(4-88) 

The firsl one is already known : P0 = I . The second one is round by requiring J: P0P 1dx ""' 0 I (I + bx)dx = 0 (4-89) 

which makes b = - 2. The third one P2 is found £rom J: P0P2dx = 0 I P1 P2dx "" 0  (4-90) 

and so forih. The results are 

Po = I 

P 1 = 1 - 2x P 1 {x) = 0  at x = i ... 
(4-91 )  
(4-92) 

P2 = l - 6x + 6x2 P2{x) = 0 at x = i(I ± Jl/l) {4-93) 

Th� polynomial P.,{x) has 111• roots. in the int�rval "  to :�i::�n=esse;::: convenient choices or the co1Jocn11on pomts. Thus ir the cxpa 
P11 SUch 1hat 

(4-941 
y = a 1 P0(x) + u1P , {x) 

we Deed 1wo collocation poinls to evaluate two rcsidua:s 
1
10 �t:�: :::11:;: 

constants u 1 and u1, and we choose the IW� ro.ots :0 �ti:n ;,.(.'() is chosen. The Whole procedure is automatic once the weighung 
U? and collocation points. u1er lhus has fewer arbitrary choices as to trial runcuons 

although the wcigh1ing function must be s�ified. 
undary-value problems. We 

We neK1 apply orthogonal colloca11on to bo 
93 ). but we wish to have a 

�::: ��!�o:i��:��n=��l����o�:��: r':nowed by a series 1ha1 tuls 
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unknown coefficients, with each term satisfying the homogeneous boundary 
conditions. Lei us take N 

y = x + x( I - x) 
1
�

1 
a1P1 - 1 (x ) (4-95) 

Wecan easily write this in thc form 
., ,  

J '  = 
1
�

1 
b1P1 - 1(X) (4-%1 

and identify coefficients so that the two series arc identical. For simplicity in 
deriving the derivative matrices we can also write lhc series as 

(4-97] 

Jn subroutine PLANAR in the appendix a more sophisticated way of finding tlH 
matrices is used based on Eq. (4-95). Taking the first and second derivatives of Eq 
(4-97) we evaluate them at the collocation points. We lake the collocation points 
as the N roots to PN(x) = O; these roots arc between zero and one. The collocation 
points are then x 1 = 0.0, x2, • . •  , x,, + 1 are the interior roots, and xN +l = 1.0, as 
shown in Fig. 4-3. The derivatives at the N + 2 collocation points are 

" " 
., ., 

N+2 
J (X1) = '�I d,x;- I 

I ·"' + 2  ;t- (xi) = I J,(i - l )x;- 2  

tf2J, N + 2 

dx1 (xi) = 1�1 rl,(i- l ) (i - 2Jx;- l  

" 
., 

"' 

(b) 

" 
., 

(4-981 

(4-991 

(4-100) 

�y�:c.�,! �:��:::iun or cul local ion J>Ulnls for N � l. (b) LU1:atton of�'t!U0<:11toon points fot N '" } ill 
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We can write th�se equations in matrix notation, where Q, C, and 0 are 
N + 2 x N + 2 matrices, 

y = Qd � = Cd � = Dd (4-IO'I ) 

Q;1 = x: - i  C1; = (i - l )x�- z  D1, = (i- l ) (i-2)x\-J  (4-102) 

Solving the first equation for d we can rewrite the first and second derivatives as 
*- = CQ - •y :: Ay � = DQ- 1 y :: By (4-103) 

Thus the derivative at any collocation point is expressed in terms of the value of 
the function at the collocation points. 

To evaluate integrals accurately we use the quadrature formula ii N + l  
f(x'jtlx = L Kjf(x1) 0 } "' I 

Table 4-3 Polynomial roots and weighting 
runclions defined by [q. (4-87) 

w, 
o.soooo ooooo 0.66666 66667 

0.21132 411654 0.50000 00000 
0.78867 51346 0.50000 00000 

0.11210 16654 0.2777777778 
0.50000 00000 044444 44444 
0.88729 83346 0.2777777778 

0.()6943 18442 0.17392 74226 
0.33000 947113 0.3260725774 
0.66999 052111 0.32607 25774 
0.9)056 81 5511 0.17392 74226 

0-04691 00771 0.1 1 1146 34425 
0.2)076 53450 0.23931 43353 o.soooo ooooo 0.28444 44444 

0.76923 46551 0.23931 43353 
0.95308 99230 0. 1 1 846 34425 

0.0337652429 0.08566 22462 

0.16939 530611 0.18038 07865 
0.31!06904070 0.23395 69678 
0.6193095931 0.23395 69678 
0.8306046933 0.18038 071165 
0.96623 47571 0.08566 22462 

(4-104) 
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Tahlc 4_4 Matrices for orthogonal collocalion for polynomials with roots in 
Tahlc4-3 

( I )  ( = : . _ , ) 0 I -· ) ) 7 8 1 % - 2 . 1 96 + I  )( 2' ( : ( = 2.732 1 732 l .7J2 -0.7J2l 16.39 j 0.7321 - l.732 - l .732 2.732 -4.392 
O -I 2.196 - 8. 196 7 - 1 2  

- 37. 1 8  25.18 
12 

1 2  - 24 
25. 1 8  - 37.18 

To determine Wj we evaluate Eq. (4- I04) forf; = x• - 1 •  Thus 

i' N • ' 
I x• - L Jx =  I Hl,x;- 1 = -:-o J = l  I 

WQ = f  W = fQ - 1 

- ll ) 
-4.J92 16.)9 " 

(4-105) 

(4-100) 

The quadrature formula is exact if f (x) is a polynomial of degree 2N - I in x. The 
needed collocation pomts arc listed in Table 4-3 and the matrices for the first two 
approximations are given in Table 4-4. Note that for N = I we get the second· 
order finite difference derivatives, Eqs. (4-48) and (4-49). 

Let us next apply the method to solve Eq. (4-3). The boundary conditions 
require that 

0 1 = 0 ON + 2 = I (4-107) 

and the residual is evaluated at the N interior collocation points {x2. x3, • • · ·"N+1l ·  

o + o, i f\f B,1oj + (f\t2 A ;JoJ)2 
= o (4-108) i � I j� l 

This can also be written as 

N + 2 N + 2 L A,k{ \  + Ok) L AkJOJ = 0 (4-109) t = l  J - 1  
T

_
hesc equations arc

. 
solved fo r  l02, 03, . • •  , O f\' +  i J .  The derivative a t  the two sides is 

given by the A matrix for the appropriate row. The fluxes at the two sides are then 

N + ? 
nux (0) = ( I + O i J 

J
�� :

2
uoJ 

nux ( l l = ( l + O N + ? l  
J
�

i 
A,,· + �_/JJ 

For the firsl approximation we have for Eq. (4- 108) ( I +Oi) (40 1 - 80: +40l ) + ( - 1J 1  + 03 ): = 0 

(4-1 10) 

(4-1 1 0  
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where the Bii and A2i matrices are found in Table 4-4. With o1 == 0 and 03 = LO we get 
( 1 + 02 ) ( - 802 +4) + 1  = 0  

which gives 02 = 0.579. The fluxes al the boundaries are given by 
flux (O) = ( l + O i ) ( - 301 + 402 - 03) = 402 - J == 1 . 3 17  
flux ( l ) = ( l + 03 ) (0 1 - 402 + 302) = - 802 + 6 =  1 .367 

(4- 1 12) 

(4-1 1 3) 

We notice that this solution is t�e same as that derived by collocation in Sec. 4-1. 
This is because for N = I I

.
he tn�I function is a second-order polynomial in .'C in 

both case�, and the collocation poin
.1 for orthogonal collocation is x = t for N = I, 

as is used in Sec. 4- 1 .  Thus the solutions must be the same. 
For the second approximation N == 2 we again use the matrices listed in Table 

4-4 to evaluate the residuals at the two collocation points 0.2 1 1 32 and 0.78868. 
Since these are different collocation points from those used in Sec. 4-1 we expect 
slightly different solutions. The solutions are 02 = 0.2844 and 03 = 0.8392. The 
Huxesat the two sidcsare 

flux (0) = 1 .488 
flux ( I ) = 1.493 (4- 1 14) 

The two fluxes agree very v.ell and are within 0.3 percent, lending confidence to the 
accuracy of the solution. The values of O(x) at x that are not collocation points are 
found rrom any of the expansions, Eqs. (4-95) to (4-97). Equation (4-95) gives 

0 = x + x ( l - x )[a 1 + e12( 1 - 2x)] (4- 1 1 5) 

which can be evaluated at x2 and x3, since we now know 02 and 03 lhere. The 
resulting set of equations can then be solved for <l 1 and a2• In this case we gel 
111 = 0.3709 and a2 = 0. 1 1 73. The values of O(x) are very close to those from the 
second approximation by the method of moments, Eq. (4-28). 

A detailed comparison of the methods is provided in Sec. 4- 13. We note here 
!�at the second approximation using or1hogonal collocation is very accur�te, 
giving the fluxes within 0.8 percent of the exact solution, whereas the collocauon 
method using equispaced collocation points gives an accuracy of only 6 percent. 
Tht finite difference method with two interior grid points (.6.x = 11 has the same 
number or terms as the two-term orthogonal collocation method and lakes 1he 
same Work Lo solve, but provides an accuracy in flux or only 8 pe��nt. Th

l
�s the 

onhogonal collocation method provides the highest nccurncy for this examp · 

4-S DIFFUSION AND REACTION -EXACT RESULTS 

l\n irnpo�tant problem in chemical engineering is to predict the �i:�s!.c;�
o 
��� 

rcact�on in a porou:; catalyst pe1\et . Diffusion is expressed by E'!J: - . 
rse more :action ra1e can depend on concentration and tempernture

d nC:�n several ncral cases are Dossible. For example, the reaction rate may epe 
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centrations or on the activity or the catalyst, which may depend on position :: consider here ihe reaction of A - B., with �he reactio� rate de�nding on 1� 
111h power or concentration or A, �enoted by c .  The goal 1s to predict the overall 
reaction rate, or the mass tran�er into and out of the catalyst pellet Conservation 
of mass in a spherical domain gives � �[o.v1' "-d�J - k,R'Cc. Ti - o c<1-1 161 (r')2 dr' r 

while conservation of energy gives ��[v1'k "I.] + ( - 4H. )k,R'(c, T ) - 0 (4-1 17) VI' " • " 

Here D is the effective diffusivity of the porous medium, ko is the rate constant, k. 
is the effective thermal conductivity of the porous medium, and - fl.HR is the heat 
of reaction. The rate of removal of A is knR' in units of concentration per time, or 
mass or moles per volume per time. We use boundary conditions at the center to 
have no flux through the center. making the problem symmetric about the origin. 
At r' = O 

(4-1 18) 

At the boundary of the pellet we use the boundary conditions of the third kind. 
Thus at r' = R 

-D .. �� = k,(c-' - c0 ) - k��f- = l1p(T' - T0 )  (4-1 19] 

where k, and 11, are mass and heat transrer coefficients of the transfer from the 
porous pellet to the surrounding medium. The concentration and temperature in 
the surrounding medium are c·0 and T0, respectively. while R is the pellet radius. The dimensionless equations are derived from these boundary conditions, here ror the limiting case of constant physical properties, thus D�. k •. ko, - dH R• k,, and Ir, are constants. Let r = r'/R,c· = c•'/c-0, T = T'/T0, and R 1 = R'11�. Thus 

and 

al r = O  

wbile at r =  I 

_ _ __ ,1 _ = "'1R (c- T) 
I < I  ( d•·) r2 dr dr "' 1 ' (4- 120) 

I d ( <IT) 
j:2 dr ,2 ilr = - /Jq,2R 1 (t\ T) (4- 120 

dT -- - = 0 '" 
(4-1221 

- � = Bi.,(c· - 1 ) - f; - Bi( T - 1 )  (4- 123) 
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The dimensionless groups are: 

1'2 = koR;�- 1 Thiele modulus squared 

Dim = � Biot number for mass transrer 

Bi = 11j;� Biot number for heat transfer 

P = ( -Ii� �co
D

" Dimensionless heat of reaction 

(4-124) 

The corresponding equations �or cyl
_
indrical and planar geometry are obtained by 

replacing r2 by r and I ,  respectively, in Eqs. (4-120) and (4-12 1 ). 
The d�mensionl

_
ess groups have physical meaning. The most important 

parameter 1s the Thiele modulus c/J. The group l/(k0c'0- 1 ) is a characteristic time 
forreaction, while R21D,. is a characteristic time for diffusion. The Thiele modulus 
squared is thus the ratio of two characteristic times, diffusion to reaction. If the 
reaction is very fast its characteristic time is small and the Thiele modulus is large. 
Likewise, if the diffusion is very fast its characteristic time is small and the Thiele 
modulus is small. The Thiele modulus thus measures the relative importance of the 
diffusion and reaction phenomena. 

The Biol number for mass transfer Dim is the ratio of two characteristic times: 
R2!D. for diffusion or mass transfer across the inside of the pellet and RJk, for 
mass transfer across the boundary layer outside the pellet. For large Bi., the 
characteristic time for internal diffusion is large compared with external diffusion, 
and internal diffusion dominates. The Biol number for heat transfer Bi is likewise 
the ratio of the characteristic time R2pCP T0/k,. for diffusion of heat internal to the 
pellet to the characteristic time Ri1C P T0Jli,. for heat transpor� across the the�al 
boundary layer external to the catalyst pellet. Typically the Biol num�r for mass 
Is large (say JOO or larger), making internal diffusion important. T�e 8101 number 
for heat is smaller (about live) making external heat transport important. The 
e�eel or temperature is also related to the dimensionless heat of reaction P and the 
dimensionless activation energy 

ER (4- 125) 1· = -
T, 

Where £ is the activation energy and R is the gas constant. Clearly. if p or f' is small 
the temperature effect is less. . . ihe following steps. 
F These equations can be reduced to a single equauon m . .  
•rsUy we multiply the first equation by fl and add it to the second givmg 

(4-\26) I " [ ' ( 1"'- + <i!:)J � o ;:r dr r I dr dr 
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and then integrate this once to obtnin 

'' (fl� + �) = K 1 = 0 d1· dr (4-127) 
The boundary conditions at 1· = 0 make both derivatives zero so that the constant 
is zero. We integrate once more to give 

pc(c) + T(') = K, (4-1�) 
and evaluate at r = I 

pc( l ) + T(I ) = K, 

We also have from Eq. (4-127) 

p � ( l ) + � ( l ) = O  

(4-129) 

(4-130) 
Multiplying the first boundary condition, Eq. (4- 123), by {J and adding it to the 
second we obtain ( "' "r)I . . - fl - + - - = B•.P[c( l ) - l ] + Bo[T(l ) - 1 ] di" dr , ,, 1  (4-131 ) 

The left-hand side according to Eq. (4- 130) is zero, however, so that we get 

T(I ) =  l + P6[ 1 - c( I )] 
with 

0 = � 
Now the constant K2 can be evaluated solely in terms of c( l )  

K, = pc(I ) +  I + po[ l - c·(I )] 
The temperature is then given by 

(4-132) 

(4-IJJ) 

(4-1341 

T(o·) = -Pc(•·)+ I + Pc(l ) + /lo[ l -c( I )] (4-1351 
The original problem can be rewritten as 

1k - Jr ( I ) =  Bi.,[c·( l ) - 1] 
If the reaction is 11th-order and irreversible the reaction rate expression is 

R 1 (<-, T) '= c·�e'/- )·(l 

(4-136) 

(4- l 37al 

(4-IJ7b) 

(4-138) 
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Then 

(4-139) 
f = c"(r)et-t!T 

where T(r) is �iven by .E�. (4-135). 

One special case 1s important, namely when the Biot numbers for he 
mass transrer become large. Then the boundary conditions are simply 

at and 

c( I ) �  I T( I ) �  I 

and the relation between temperature and concentration is 
14-140) 

(4-141) 

Equation (4-141) also holds when 0 = I or Bi = Bi..,. 

Before solving these
_ 

e�uati�ns consider their implications. If the reaction is 
external mass transfer-hm1ted (1.e. small Bi..,) the concentration change occurs 
primarily from the bulk-stream value (here one in nondimensional form) to the 
1alue on the surface of the pellet c( I ). If the reaction is irreversible and very fast, 

the concentration on the surface of the pellet is very small. Letting c(l 1 - O in Eq. 

(4-132) gives T( l )  = I + /lb and T(O) = I + ptJ. Also c(O) = 0 if c( I )  = O. Thus the 

maximum temperatur� rise is I +  PO and the pellet temperature is constant. If the 

reaction is very slow. however, then c(r) is very close to the bulk-stream value, and 

setting c(r) = c( l )  = I in Eq. (4- 135) gives T(r) ::: I, or the bulk-stream value. This 

case is isothermal and l:an also be brought about by having a small heat or 

reacLion fJ. 

T(r) = l + /l - /Jc(r) 

We define the cITectiveness factor as the average reaction rate with diffusion 

divided by the average reaction rate if the rate of reaction is evaluated at the bulk­

stream (or boundary condition) values. This last quantity is the average reaction 

rate ir diffusion is very fast, presenting no limitation to the mass transfer. The 

elfectivenessfactor is thus 

¢2 r R 1 (c(r������ (4-142 ) 
lj == ·ef?r�l . l ), ... - ·,1r 

The parameler u = !, 2, or 3 respectively, for pla��r, ��n
1
�r�c��·

o
�

a
��hencal 

geometry. We can integrate Eq. (4- 1 20) over the dom.un r -1' I d ( .2 "e) ·2J · - 1}>2 f L R (c T)r" - 1 1/r = �!� t l ) (4- 143) 

0 ?" ;1� I /L· J I -
Jo 

1 • 1 r  

lience we can rewrite Eq. (4- 1 42 ) as 

a tlc/dr( I )  (4-144) 
'1 = ¢1 R(i:Jf . 

Exact SOlu1ions give the same result in Eqs. (4-142) to (4-144� but numencal or 

Perturbation solutions may not. 
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!Oj�,L,_,--:--'-,-'-, .J'.J":;;----,, -,'--,"-W, 8 I OI 
Thiele modulus,9 

"' 

1 �1,-,.--.--,-,-;---;-;�-­
• 

10• 8 • 

10-1 8 
• 

4 6 8 1<>° 1 
Thlelemodulu.a,• 

�:::.,,�,��'�:��:�:'· me,�,���� rc�cli<ln 
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thl R�ac111>n r1110. (rl 
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Next we consider Eq. (4- 1 26) for an isothermal reaction that is nth-order and 

irreversible in planar geometry 

die Jr.I - ¢2<!' = 0 (4-145) 

de 
dr (O) =0 c(l ) =  I 

I de (' '1 = ¢'2 dr (l) = Jo <!'(r)dr 

We first solve Eq. (4-14� ) for the still simpl�r case or a first-or�er equation. Since 
the equation is linear with

. 
constant

. 
coefficients ":e try a solution of the form � 

and find that we need certain k to satisfy the equation 

k2e"-• - q,2e"· = o k2 = ¢2 (4- 1461 

1 .00..=----..--�--....,..-/'I 
lfl = O. I 4' = 1 .0 

0.80 

0.60 

0.40 

0.2() 

Rodh1s 
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We thus write the solution as 

c(I') = A'e4'• + B'e - 4'• = A sinh t/>r + B cosh t/>r (4-147) 

where 
e4'• - e -4'• e4'• + e - 4'• 

sinh q,r = --2 -- cosh t/>r = --2- (4-148) 

Application of the boundary conditions gives the solution A = 0, B = l/cosh q,, 

••d 

The effectiveness factor is then 

cosh t/>r 
c(r) = 

cosh t/> 

fl = � tanh t/> 

(4-149) 

(4- 1 50) 

The effectiveness factor is plotted as a function of Thiele modulus t/> in Fig. 4-4a. At 
small q, the effectiveness factor is one, meaning that the rate of reaction is relatively 
uninfluenced by diffusion. For large t/> the effectiveness factor is smaller than one, 
meaning that the average reaction rate is reduced below what it would be without 
diffusion limitations. The reaction rate as a function o f t/>  is shown in Fig. 4-4b. We 
see that the rate is proportional to ¢2 for small t/> but is proportional to ¢ for 
larger q, values. Since ¢2 is proportional to the reaction rate constant this means 
that the actual reaction rate is Jov.ered due to the influence of diffusion. This elfeci 
must be correctly modeled by the chemical engineer in the design and operation ol 
catalytic chemical reactors. The concentration profiles inside the pellet shown in 
Fig. 4-4c illustrate the same phenomenon. For small <Ji the concentration remains 
at the boundary value and diffusion effects are minimal. For larger q,, the 
concentration decreases away from the pellet surface due to diffusion, and since the 
reaction rate is less when the concentration is less, the inner part of the pellet 
contributes less to the overall reaction rate. For the largest q, shown the mass is 
confined to a narrow layer near the boundary. 

We next simplify the exact solution for the effectiveness factor in preparation 
for the perturbation solution. For small <f> -+ O we get 

while for large ijJ 

�' I/ = I - f (4-15 1 ) 

I l/ = -;p (4-152) 

The dependence of fl on 4> for large tJ> is clearly represented in Fig. 4-4<1. 
T�e nonis

.
olhermal problems are very interesting subjec1s for numerical 

analysi
.
s. Consider Eqs. (4- 1 36), (4- 1 37a) and (4- 137b) with a firs1-order reaction, 

11 = 1 10 Eq. (4- 139). We first look at situations with the boundary conditions 
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Thiele modulus, t/I 

Figure�S Eff�tivcnc�s factor for 6rst-ordcr, irreversible reaction in sphcricul ca1alys1 pellet 

�ven by Eq. (4- 1 40) in Lhe case of large Biot numbers for mass and heat transfer. e. lake the specific numbers /J = 0.4 and }' = 30, and solve the problem for a v�riety of ef12. The solution methods are the ones described below. A typical curve �· 'I versus ¢ is shown in Fig. 4-5. Notice that a vertical line lhrough ¢ = 0.4 asse_s three times through the curve. This means that for a given reaction rate 
��dnion, set by q,, the problem has three solutions, each with a differeni 11 and 1 ��ent dr). We say the problem has multiple solulions. This problem has �u tipJe solutions for 0.2 1  < q, < 0.56. In this range of¢ the numericul problem to 

d the solution is formidable. 
o.4. ��lues. of {J (the dimensionless heat °.f reaction) are n�t typically so large as 
elli . alucs of 0.02 are common, and with }' = 30 and J = I the curve of .1he 
so�t.ivencss factor versus Thiele modulus is shown in Fig. 4-5. Clearly • . no multiple 
cur:hons arc possible. If we use realistic values of Bi,,. (say 250) and 81 (say 5 ).1he 
for 

e lakes the shape shown in Fig. 4-5. Multiple steady slates arc then possible a range of ¢. In this case the mulliple sleady states come about because the 
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. ,. msfcr rcsistnncc is so greut that the heat of reaction libc�ated in th cx1crn.1! h.,;.it tn ,  •. thus raising the temperature. The net reaction rat _e r.;=��:is���n;11�:! 1�;1,;;:1':j1igher tcn_ipcn�turc even though the effect of 1,;oncentra�io1� 

diffusi<m i� w d�1;rea:����e����1� r;�;·ccrtain isothermal reactions. Here we 
the io"n�:·::�;�:.,;��1� 10 carbon monoxide oxidation on a platinum catalyst use 

k0R' = ( I +
k�c�c' )2 (4-I S3) 

We thus must solve Eqs. (4- 1 36), (4- 1 3 7a) and (4- 1 37b )  when 

(4- 154) 
For large values of a this proble� has multiple solutions. Here

_
they ar� c�used by 

the adsorption of carbon monoxide ont_o the catalyst. �he react10n rate is inversely 
proportional to the carbon �on

_
ox1de concentr�t10n except �t very small 

concentrations. Thus at any pomt m the catalyst, 1f the reactant 1s used up the 
reaction rate is actually larger than it would be at zero concentration. 

We can now turn to the task of predicting the results shown in Fig. 4-5. First 
we apply the perturbation method, and then the orthogonal collocation and finite 
difference methods. 

4-6 PERTURBATION METHOD FOR DI FFUSION 
AND REACTION 

We see in the heat transfer example that the perturbation method can simplify a 

nonlinear problem to a succession of linear problems. The solution to these 
problems gives results that renect the exact results for small values of the 
perturbation parameter. The diffusion and reaction problems have many para­
meters, and we next derive perturbation solutions by using iJ>2 as a perturbation 
parameter. 

We apply the perturbation method first for small rji. The series 
c(r, l/J)  = <J/)c0(r ) + t,blc i (r) + ¢4c·2 (r ) + . (4-155) 

is substituted into Eq. (4- 145 )  with 11 = I to obtain the perturbation problems 
<b0 : c� = 0 c�(O) = O c0( 1 ) = I  (4- 156) 
1' 2 :  e'; = c0 c·( (O) = 0 c, ( I ) = O j � I  (4- 157) 
1'4: c;; = £" 1  (4- 158) 

These arc solved to obtain 

Co (rJ =  I (4- 1591 
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we get thc clfcctivencss factor from Eq. (4-145) for II == I 

'I = 1 - !rJi2 +�¢4 (4-160) 
Notice 1hat if we use the derivative expression, Eq. (4-145), to evaluate th 
etTeeiiveness fact�r we must find the c2 term to get the q,2 term in the ex res . 

e 
but if we us! the integrated .expression,,Eq. (4-145), we get the q,2 term fr:m t��0;· 

term and q, from the Cz term. We don t know how good the solution is, althou h 
we know w.

e need tP � 0. Ir we so.mewhat arbitrarily say the first approximation
g
is 

acceptable 1f the _
add1.tional term m_ the .second approximation is only 10 percent of 

1
1::

d
���t

t
���������0;·���

l
��lut1on is good for tP < 0.5. A I percent criterion 

for a large tP we try a perturbation series in 1/¢. Letting a == l/¢2 we rewrite 
Eq. (4- 145) as 

d'c 
a

d,2 - c == O  

The perturbation method gives the simpler problems 

(4- 16 1 )  

a
0

: - c0 (r) = 0 Co( I )  = I c�(O) = 0 (4-1 62) 

a 1 : c� - c . (r) = O  c 1 ( 1 ) = 0 c'1 (0) == 0  (4-163) 

If we try to solve fq. (4-162 )  for c0 we see that the conditions are mutually 
ex.elusive; c0 cannot be zero throughout but be one at the boundary. Thus the 
method does not work . Notice that for a = 0 the type of equation is changed. 
Indeed the equation i� no longer a differential one. This feature is a clue that the 
regular perturbation method will not work : if the coefficient of the highest 
derivative goes to zero on application of the regular perturbation method, then it 
does not work. 

The solution to the dilemma is to apply asymptotic expansions, or inner and 
outer expansions. We know that for large q, the solution is confined to a region 
near the boundary ,. = I, so we use a coordinate system which expands that 
region. Near r = I we derive the inner solution c 1 as a function ofs = 4'(1 - r). The 
equations are then 

d.� = - ¢cir 

�:.{�! - C 1 = Q 

£' 1 (s = O) =  I 

(4- 164) 

(4-165) 

(4-166) 

We �o not apply a boundary condition at the other end point, thus we get the 
SOhJ11on 

(4- 167) 
c· 1 (s) = A sinh s + cosh .� 

�e�r r "" 0 we derive the outer solution c2 as a function �r.:�w�t
c;�d

o
e���n

n
�:h�� 

, 
��n, too, ir necessary) and apply the boundary condiu 
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� - r/Jzcz = O 

� (0) = 0  

The solution is thus c2(r) = Ccosh r/Jr 

(4-168) 

(4-169) 

(4-170) 
. ·olutions to be the same where the� mecl, al least for large r/J. 

�::��J���t
e
a�
h
l�
s
r�: r/J. cz(r) as r increases = c 1 (s ) as .� 1ncreases. This gives 

lim e (r) = � eef>r Jim C 1 (r) = �;!e-t>(L - r) (4-17 1 ) �- J 2 2 � - 7. 
The matching condition at large r/J requires 

� e.P' = �¥e4'(1 - r) (4- 172) 

The only way this can be true is if C = 0 and A+ I = 0. Thus the inner and outer 
solutions are 

t•1 = cosh s - sinhs c2 = 0 
The effectiveness factor at large r/J is then 

I dc1 1 I dt· 1 1 I 
l/ = ¢2 J�-

. = l 
= - "ji -J.\- , - o 

=
Ji 

= r(r)(fr = (cosh s - sinh s )ds = - - -f.' I f.' I , - ; 
o r/> o r/i tfJ 

(4-173) 

(4- 174) 

(4-175) 

The solution for small r/> is Eq. (4- 1 55 ) together with Eqs. (4- 159 ). For large lfi we have Eqs. (4- 1 73 ) and (4-174). These are compared 10 the exact solution in Fig. 4-6. The solution is good for small qi ( < 0.6) or large r/J ( > 3 ). Nex.t we treat the nonlinear problem 
t/l(. 
�1,2 - ¢2} k) = 0 

1i: (0) = 0 c( I )  = I  
(4- 176] 

The outer solution is valid near r = 0 and satislics 

�j� - .P�fk2 ) = 0  �;: (0) = 0  (4- 177) 
Cle��ly �or large ¢ it is necessary that the reaction rate term be zero, making c2 the ;.{�;:1�;:�fy concentration. For an irreversible reaction (·2 = O. The inner solution 

��� -fk1 l = O  c i ( l ) =  I (4- 178) 
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following technique provides an 
. . ·11 difficult to solve, bu t the 

This equauon 1s sl.
• 

exact solution. Letung de (4-179) p = �  

we calculate (4-180) 

Thus Eq. 
(4-- 1 78) becomes 

p!!!_ =f(c i ) (4-18 1 )  
de, 

This we integrate to obtain 

(4-182) 
"'-lptwl 

= ll /(c. Jdc1 
2 ptOI 0 

. . n which has c2 = 0 for all r, i t  is clear that p(c.o) 
To match with the inner soluuo d· . holds where the inner and outer solutions 
must be zero, i.e. a zero slope con 111on 
are matched. We thus obtain 

_ 1 [":!. 101]' 
= r· f(c)dc 

2 ds J o (4-183) 

and this gives the effectiveness factor as 

, _ -'- �1 = _ � �1 = �[2 r· fl<"I•"']
' '  

(4-184) - ¢2 dr r = L  1' ds ,=o 1' J o 
For other geometries and the more general boundary condition. Eq. (4- 1 23), the 
corresponding result is .fi[ f" " ]"' v 

'1 = T Jo /(,")tic $ = 
A '� cfi (4- 1 85) 

( f" "  ]"' 
Bim[d l ) - 1 ] = - .Ji� J, f(<")<k (4- 186) 

In these formulas it is assumed that f(I ) = L VP and AP �re the volume and 
external surface area of the catalyst pellet For regular pellets <P = </>/ti. Next we apply the perturbation method to the nonisothermal problem, Eqs. (4-136), (4-137a) and (4-I37h). We take the case when the Biot numbers for heat and mass transfer are large so that the problem reduces to 

I <I ( , J,·) ' 
� Jr r Jr = <P fk) 

J(l-) = c exp "}'/f( l - d 
(4- 1 87) l + /l(I - <") 

c'(O) = O  d i ) = 1 
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for small qi we use. the regular perturbation melhod but we 
n:;iction rntc expression 

must expand the 
c = co + 4'2c· 1 + ¢4c2 + . 

f(c) -fl<' ) + (df_)J �' o de co 'I' C1  + . 

We gel the simpler problems 

.!_ "- ( .. ' 0.) - 0 1·2 tlr dr -

.!_ "- (,.' �) -f(c ) 1·2 dr dr - 0 

�(0) = 0  

� (0) = 0  

(4-188) 

c0 ( 1 )  = I  
(4-189) 

c . ( I ) = 0 

We can easily sol�e for c0 = I  and c1 = !(r2 - l). The effectiveness factor for spherical geometry 1s 

</J2 rl c(r)r2Jr I 
'1 = - )? ____ ' -- = 3 r c(r)r2dr = ]__ �1 (4-190) 112 L 1.2dr Jo ¢2 dr . 

The integral expression gives 

(4-1 9 1 )  

The next approximation i s  very difficult to calculate so we obtain useful 
information only for small ¢. We might choose </> < 1 .2, as the region of validity of 
Eq. (4- 19 1 ), since then the second, correction term is 10 percent or less of the first 
�ne. Unfortunately, the approximation is not valid at all. As shown in Fig. 4-5, 'I 
increases with <P at small ¢. 

For large ¢  we use the singular perturbation method with Eqs. (4- 185) giving 
the result 

Where 

A 

,, = "i (4- 192) 

A = 3J2[ f 1 c exp !'f!l_!_-:-!.l,k]
1
12 (4- 193) 

j0 I +/1-flc 
This requires numerical quadrature to evaluate, but docs provide the exact 
Constant in Eq. (4- 192). Results given below when fJ = 0.4 and )' = 30 suggest t�at Eq. 1:4- 192) is adequate for </> > 0.6. Thus we have no reasonable perturbation �olution for rJ> < 0.6. . 
alio��uaJ.ly .the reg�lar and singular perturbation methods p�ovid�o 

u
�:�\�!0��; 

appro�� l'.�1ted regions of par�metcr space. It may b� po;���ation, and when 
th 

1mat1on, but more Jabonous to find the second app � h' h no e Work is done there is still a significant region of parameter space or w IC 
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soluiion has been found. We need a metho� lo pr�vid� th� soluti�n for 

inlermediule values of q,, when neither perturbation solution IS va�1d. SeclJon 4-7 
applies ,. very good method for doing this-the orlhogonal collocation method. 

4-7 ORTHOGONAL COLLOCATION FOR DIFFUSION 

AND REACTION 

The orthogonal collocation method has proved to be a useful method for 
problems of diffusion and r�acti?n: Fr�quently, a fi�st appro�imation gives 
accurate results, and it also gives ms1ght mto the solution. If desired the higher 
approximations can be calculated to provide more accurate answers, and the 
method is suitable for bridging lhe gap between the regions of validity or the 
perturbation solutions. 

We next turn to problems or the type given in Eq. (4- 1 36). In many or these 
problems it is possible to prove that the solution is a symmetric function or x, i.e. a 
funclion of only even powers of x and excluding all the odd powers. In such a case 
ii is our prerogative to include that information in the choice of trial functions. To 
do 1his we construct orthogonal polynomials that are functions of x2• One choice 
;, 

N 

y(x2) = )'( l ) + ( l - x2)  i�l a;P, 1 (x2)  (4-194) 

Equivalent choices are 

N 

J'(X2 ) = •�l h;P, _  1 (X2 )  (4- 195a) 
N + l  

= ;�1 d,x2 , - 2 
(4-195b) 

We define the polynomials to be orthogonal with the condition f W(x2)Pdx2)Pm(X2)x" - 1 1/x = O /.:. :;;; m - 1 (4-196) 
where we use a =  I, 2, or 3 for 1 ,  . . . . 
respectively. Again we lake the 

fi _ P .m'.ir, cyhndncal, or spherical geometry, 
choice of the weighting function 

�t c
.
�cflic1ent of the polyn

.
omial as one. so that the 

hence the trial function , d 1 
1 (x l �ompl�tely determines the polynomial, and 

We differentiate E 
a� t le co location points. q. ( I 9Sh) once and take the laplacian of it. too, where 

for the three geometries 

v2r = ____!__ !!_( 11 - 1  ''r) 
x" - 1 tlx 

x JX (4-197) 

<IJ• N + I 

dX = ;�1 <l1(2i - 2)x2• - 3  (4- 1 98) 
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thus 

N + l 
V2y = 

Jl d1(2i - 2 ) [(2i - 3 ) + a - l]xli - 4 (4-199) 

Now the collocation po.ints are f"! inter.ior points 0 < x1 < I and one boundary 
point XN+ l = I . The pomt x = 0 1s not mcluded because the symmetry condition , 
requires that the first derivative be zero at x = 0 and that condition is already built I 
into the trial function. The location of the collocation points is shown in fig. 4-)b. ' 
The derivatives are evaluated at the collocation points to give 

· 
N . O  

r(x;) = 
;
�1 x;j - 2d1 (4-200) 

t (x1) = �f x;• - l(2i - 2 )d, (4-20 1 )  

,\' + 1  
virfx;) = .�1 vz(xl• - 2J lx

,d
, (4-202) 

and in matrix notation we have 

y = Qd �� = Cd V2y = Dd (4-203) 

Solving for d givcs, as before, 

:� = CQ-
1
p :  Ay 

- '  
V2y = DQy ::  By 

Quadrature formulas are 

I' "" 
f(x2 )x� - 1dx = L \.tjf(xf ) O , � I 

and W1 found by using Eq. (4-206) for f. = x2j - l 

f '  N + I  \ 
Jo xl• - lx• - 11h = 

1
�1 Wr\'.f' - 2  = 21=2+1� :;: j; 

WQ = f  W = fQ-
1 

(4-205) 

(4-206) 

(4-207) 

The integration is exact for functions/ that are polynomials of degree 2N in x2• 
provided the interior collocation points arc the rools to PN(x2 ) defined �y Eq. 
(4-196) with W = I - x2• If W = \ then 1he intcgru1ion is exact for polynor�ual� of 
degree 2N - I .  The collocation points for the different geometries and weighting 
fonctions are given in Table 4-5. The matrices for W = I - x2 and N = I or 2 are 
given in Tablc4-6. 
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Table 4-5 Rools of polynomials defined by Eq. (4-196) wilh W = I 

---- ---
cylindrical Spherical 

Planar " " '  . .  , " " '  
O.S77JS 02692 0.70710 67812 0.1745966692 

0))998 1 0436 0.4597008434 0.53846 9)101 

0.861 1 3 63 1 1 6 0.8880738340 0.90617 93459 

0.23861 91 86 1  0.33571 06870 0.40584 5 1 5 1 4  

0.66120 93865 0.70710 67812 0.74153 1 1 856 

0.93246 95142 0.94196 51451 0.94910 791 23 

0.1834346425 0.26349 92300 0.3242534234 

0.52553 24099 0.57446 4514) 0.61337 1 4327 

0.79666 64774 0.81852 94874 0.83603 1 1073 

0.96028 98565 0.96465 96062 0.968 16 02395 

0.14887 43390 0.21658 73427 0.26954 3 1 560 

0.0339 53941 0.48038 04169 0.51909 61 292 

0.67940 95683 0.70710 6781 2  0.730 1 5 20056 
0.8650633667 0.8770602346 0.8870625998 
0.97390 65285 0.97626 32447 0.97822 86581 

0 1 2523 34085 0.18375 3 2 1 1 9  0.23045 83160 
0.36783 14990 0.41 157 661 1 1  0.44849 275 10  
0581Jl 79543 0.61700 1 1 402 0.64234 93394 
0.76990 26742 0.78696 22564 0.80157 80907 
0.904 1 1 72564 0.9 1 137 51660 0.91759 83992 
0.98156 06342 0.98297 24091 0.984 18 30547 

Fora g1ven N 1 he colloca1ion poinl,.l,, . . •  �, are h'l'd abo\·e. , _, , ,  = 1 .0 

The orthogonal collocation method is first applied to the diffusion-reaction 
problem, Eq. (4- 145) with 11 = 2. We initially test whether the solution is 
symmetric in x. To do this we derive a power series solution using the expansion 

(4-2081 

This form is substituted into Eq. (4- 145) and the coefficients of successive powers ofx are set to zero 

xo: 2C1
2 

- l/>2t1� = 0 

x1 : 6u3 - i,b2 (2,i0t1 i )  = 0 

x2 :  121i4 -l/>2 (af + 2t10C12 ) = 0  

(4-2091 

(4-2!01 

(4-2 1 1 1  
x

3
: 201i5 - ¢2(2tJ0C13 + 2,i 1 t12 ) = O (4-212) ��

-
p��a

2
t:�n �f t

_
�e boundary condition at x = O gives "i = O. If a 1 is zero then by ) l is zero, too and Eq. (4-2 1 2 )  then says that ,i, = O. This can be 
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�
X

i"'1trices for orthogonal collocation for polynomials in Eq. (4-196) with 

---------

( �.�) ( :: ;�� ) 

Planargcomc1ry<J - 1 

(_ ,, _ ,,  (- 1 751 2 S08 - 0 7$47)(_ 4 740 S 677 
- 1 )7 1  - 0 6S35 2024 B l2J - 23 26 

1 792 - K 79 1  7 1 9 07 

Cyhndnc�I �oomeir y "  � 2 

(- 1 732 
- )  ! 712 ) ( _, _ , (0)93K ) ( O l KK!) ( - 2 540 3 826 - 1 286)(- 9 902 

0.8031 0 256! - l .17K - 1 245 2 623 9034 
l 0000 00�56 I 715 - 9.71 S K 22 76 

Sphencalicomctry <J �  J 

- 0 9}1)) "� " 

-------

(
'"'" ) ( "'"") ( "" 08302 0 1 90K 1 409 
1 0000 1)(147(, l 1'97 

� O l 5  - l K l 6)(- 1 5 67 2003 
- I K07 J2 J S  9965 - +I ll 

- 1 0 70 9 2693 - �693 

- .065 ) � "  "' 

contmued b)· inducllon to prove 1hat all lhe odd powers of 'I: are absent from lhe 
series. Thus it is appropnJtc to u�e the matncc� in Table 4-6. The residuals at lhc: 
N interior collocauon pomb are 

, . ,  1�1 IJi11 , - tfl!ci .. 0 j = 1 . 2  . . . , N  

while the boundary condition is 

1·,, , 1 = I 

Arter solution the effect1vcnes� faclor, E4. 14- 145), is given by 
\ 'i i  
1�1 Hjci 

,, = ... . , 

,L, w, 
The lirst approximation is taken to give 

- 2.51· 1 + 2.Sfi - ib:d = O  1· : = 1 

(4-2 15 ) 

(4-2 16) 
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The solution is - 2.5 + (6.25 +  I04'2l112 
r1 = 24'2 

and the elfectivcness factor is 
11 = t+id 

(4-217) 

(4-218) 
. i tor is plotted versus the <P in Fig. 4-1 and gives an accurate ;he

r��:���::;or
a� < 2. For large q, a higher approximation is required. The ::Son for the poor approximation at large <P can be deduced from the a� 

proximate profile. When put into the form 

t· = I +a( l  - x2) (4-219) 
the coefficient a is determined from c1 ,  which applies at x •. Here 1 - xt = !. Hence 

a =  l .25(c1 - I )  

The concentration at the center of the pellet (x = 0) is then 

c(O) = l .25c1 - 0.25 

14-220) 

(4-221 )  

and this value becomes negative fo r  ¢ 2  � 50. This i s  clearly unrealistic and higher 
approximations are necessary. 

The asymptotic analysis gives another reason why Eq. (4-2 1 8 )  is not good for 
large ¢. Equation (4- 1 84) gives the exact result for large q, 

(2/3) 1 12 

. �  .. • - (4-222) 

fhis is shown in Fig. 4-7 and the one-term orthogonal collocation OC solution 

0 6 

Perturbation 
Asymptotic 

i o-• ii1o;:i-·--?---:;----:---'�L-----'"--�_J 
6 8 1 00 10• 

Tiiiele motlulus. 4> 
Fi1ure4-7 Effcctivene•� factor for II scco11tl-ortler reaction in slnb. 
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t1ocs not approach this asympt�te. Conversely lhe orthogonal collocation solution 
ti ies iipproach the exact solution for small tf> and does a considerably better job 
tl�an the perturbation solution for intermediatc_tf>- 1:'0 improve the r_esults we apply 
Eq. (4-2 1 3) with N = 2. The results are shown tn Ftg. 4-7 and provide a very good 
approximation

_ 
for <P < �- _ . . 

The diffus1on-react1on problem, Eq. (4- 1 45), IS solved for a hnear reaction 
( = 1 )  in a slab using orthogonal collocation with different levels or approxim­::ion (N). For three different c/l the e�rors i_n t�e e�ect�veness factors _are given in 
Fig. 4-8. for small <P the concentration d1stnbut1on 1s well approximated by a 

adratic or quartic function of position {see Fig. 4-4c). and the effectiveness ��ors are well determined with a two-term solution (which_ correspon�s to a 
quartic function or x). For the larger <P (1> = IO) the concentration profile 1s much 

N i 
l'lpre 4-11 Accuracy ve�u• N m or1ho11onol collc.::11tion method for lintar reac1ion u1 � s�\\�\ \\� 

'� - •  
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sleeper and is very flal over much �f the region. A m�ch higher degree ?r 
lynomial is ihen necessary to approximate the concen_trauon, and the errors in :°are consequently larger ror a given N. Conversely higher N must be used to 

preserve lhe same acx:uracy as tP increases. 
. . 

These examples of lhe orlhogonal coll�uon method illustrate one . of its 
advaniages : a firs1-1erm solution is oRen quite aecur�te and �asy to denve. It 
conlains many of 1he qualilative fe�ture� of the solullon �nd 1s th�s useful For 
analysis and study. Higher approx1mat1ons can be o�lamed to 1�prove the 
acx:uracy, and the aecurac! of lhe orl�ogonal collocauon method 1s �nerally 
higher 1han 1ha1 of 1he s1ra1ghl collocat1on method as well as usually bemg more 
acx:ura1e than lhe Melhod of Weighled Residuals. It is also easy to apply and has 
lhe further advan1age of express.ing the equations i n  terms of lhe solution at the 
collocation poinls rather than the coefficients. It suffers from the difficulty that a 
high-degree polynomial (large N) is necessary if the solution has sharp gradients. 
In such cases other approaches are necessary. 

The onhogonal collocalion method is next applied to the problem of 
nonisothermal diffusion and reaction in a spherical catalyst pellet expressed by 
Eqs. (4-I J6i (4- 1 37a) and (4- 1 37b). We lake the case of a first-order, irreversible 
reaction so 1ha1 lhe reaclion rate term is given by Eq. (4- 1 38 )  with the temperature 
given by Eq. (4- 1 35). We look only for solutions that are symmetric about r = O so 
lhat we can use the colloca1ion points and matrices in Tables 4-5 and 4-6 respcclively. The residuals are ' 

.V + l .�. BJ,c; - t/J2fkj.C".,· + 1 , P. 6 1  = O 

and lhe boundary condilion gi ves 
.\' -+ I 

Wilh 
- i�l A,\" I 1 . , < ·, = Bi.., (, ·_,· .; I - 1  J 

J (<"r c.,. , 1 . //. 1) ) "" 1 ·, e ; - :  I, 
T, = - /lc·1 + I + /l< ·s + I + /lil( l - c ,,. , i i  The elfec1ivencss fac1or is 

3 �< · 1 
3 ,'r_

'

,

1 
A .,. � i , ,c,  I/ = r , _ I  - -

,pi -
,pi 

and this can be evaluated using l hc a verage rcac1ion rate us N <O 
.L W.fk;. t'll/ + l • fl, 6 )  ,, = ' "'� + i-.�. W,[( I, l , p, 6 )  

(4-223) 

(4-224) 

(4-225) 

(4-226) 

(4-227) 

(4-228) 
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The set of nonlmcar i:4uatiom. is solved using Newton Raphl>on. :. i m.'(:  1h1 
succc:.sivc subi,t t l ution method would only converge for small q,. The prugran 
OCR XN docs thh. 

As example compu1at1ons, we consider the cai,e with 81.., --- .1._ :.o that rt 1 1  = I 
i' = 30, and /$ = 0.4. The lirst approximation gives the equation 

14-!.\0 
This c4uat1on can have more than om: �olutmn. Tim c;an be: �!!en b) plomng the 
right-hand side vcrsui, c1 111 Fig. 4-9. The kft-himd :.idc thcn de('ll!nds on If>. 1-·01 
large particles, hence large qi, the two curves intersect onl}' om:i:, a� ts the �-a� foi 
¢ = 1 .0. This corresponds to a ditTusion-controlkd �lluatillll and g1VCl> II unu.�uc 
steady state. For small particles, only one intersection occurl> 14> =. °·6! 1.. "

_
h11.:h 

corresponds to the case or fast diffusion and for which thi: c�mci:ntranon gradii:nt� 

are small. For intermediati: vului:s of ,p, for i:xumpk 4' = 0.15, howi:vi:r, lhi: two 
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�.�':, ;�::�:::,\;";::��; ".;'�P��'.o?':f::�;�:,:,��n��t��:��::
han one 

.,,;0,. ·'"';ng JOO gdd po;n") g;ve the valu., 0:22 .< � < 0.54, ,0 1��;"""' 
collocaoon method gives reasonable res

ults very easily m this case. The 
t�e 

difficulty in this problem is !he large changes in the reacti
on rate. We r:::����:! 

J .50 

J .401-"''":..------
• � uo 
� 
� 

J .20 

] 0.60 
s ! 
8 0.40 

0.20 

Radius 

0.20 0.40 

LOO 



ORDINARY DIFFERENTIAL EQUATIONS-BOUNDARY-VALUE l'lOBLEM'll 103 

1he co�vergence. pro_perl�s or an ilcrative solut�on method arc dependent on the dcrivallvc equation. IR this case on dR(t' 1 )Ide! . Figure 4-9 reveals that this quantity !Oes 1hrough large changes as lhe concentration c 1 goes £rom zero to one. 
Higher approxima1ions can be calculated as shown above, and the iterations 

will usually converge lo one o£ the steady-state solulions. Which solution is chosen 
depends on the initial guess, and some experimentation is necessary to ob1ain 
!hem all The lower steady-state solution (lower temperature) is usually obtained 
by slarting wilh an initial guess c(r) = I , while the upper solution is usually 
oblained by the guess c(r) "" 0. The intermediate solution is more difficult to 
obtai�. but the firs�-ord.er approx.imalion gives a good firsl guess when calculating the higher approximations. Typical lemperature and concentration profiles are 
shown in Fig. 4- IO for 4' = O.S, with N = IO and W = l - r1• The upper steady 
state is very ftal over much or the region, necessitating a large number or terms in 
the series. These solutions were oblained with the program OCRXN. which is 
Jisled in the appendix. The New1on-Raphson method does not always converge. 
and 1he convergence may depend critically on the ini1ial guess. This is an 
unfortunate reature or this problem. Solutions on the lower leg or the curve are 
readily found. The intermedia1e steady slates (4' = 0.22-0.SS, 'I ,. 2-48) and the 
upper steady states (highesl 'II are much harder to obtain. 

The case studied is for an extreme value or p, which is usually much smaller 
CP < 0.1 � For boundary conditions o£ the first kind (i.e. Bi., ... oc.) and with fl this 
small. the solution is unique. However, ir the complete boundary condi1ion or the 
third kind is used as in Eq. (4- 1 23) multiple solutions are possible. For example 
with Bi., = 250, Bi = 5. fl = 0.02, ;· = 20. and 6 = SO we get 

K2 = I +/16 + /l( l - �),·( I )  (4-23 1 )  
For a case with r/J ::: 14.44 one solution has d i ) = 0. 1 6 and ,-(0) s 0 . which gives 
K2 = 1.84. Then 

T(r) = K2 - /k(r) (4-232) 

giving T( I )  = 1 .836 and T(O) = 1 .84, while the ex1ernal value or temperature is 
T = I . The com.-sponding values or e;· - y , T  for T = 1.0. 1 .836, and .1 .S4 are 1.0. 
9005, and 9232. Thus the reaction rate is ex1remely large. The soluuon ror these 
parameters is confined near the boundary. The concentra1ion is essentially 
nonzero only between r = 0.998 and r ""  I, and is iero in the inner �o�e 
0 < r < 0.998. 1£ the or1hogom1I collucation method is applied 10 such a 1:ase. 11 .'s 
necessary to use at leas1 40 terms before a collocation poinl is contained w1th1n 
this region. In this case the 1.-oncentmtion has a sharp gmdient near the boundary. 
and some other method, which allows sleep gradients, mus1 be used. . the Be£ore proceeding to alternative methods let us return to the quesnon of 
choice or weighting £unction in 1he defining equation for th� orthogon�I collo­
cation method, Eq. (4-87) or (4- 196), sin1.-e that one cho�ce determ1� '!; 
collocation points and all the matrices, etc. For symme1rac . pol�nomaals 
provided two choices, w = I or W "" I - x2, while £or polynomials in_ x we used 
W "" I. Other choices are possible. The author has round from experience when 
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. ·rr · and reaction problems that the first approximation is more: 5���1:::!cd:f ut�:n 
matrices corresponding to W "" l - x1 are ��d For higher 

uc roxiniutions it is not too crucial, alt�ough for boundary cond1.t1ons of the third 11�:d the choice w "" I seems better. This may be because the cho1� � = I makes ��e collocation points closer 10 the boundary (x = I )  and the solu�1on 1s unknOWn 
ihere. Hence collocation points are n�ed 

.
there. By contrast, 1f the bou�ry 

condilion is of 1he first kind 1he s�lut1on 1s known at x = I , 
_
and the choice 

w = I -xl  moves the collocation points aw�y from x = I to re�tons where they 
are presumably needed more. The author's �h1losophy, however,

_
1s not to optimize 

the choice of polynomial- through th� ch�1ce of W(x
.
) - for a given problem, but 

10 depend on the higher approx1mat1ons
. 

to give the
. 

n�ded accuracy. 
Improvements achieved by changing polynomials are �rely s1gmficant com

.
pared 

those obtained by adding more terms to the expansion. The only exception to ��is philosophy is for problems with symmetry, and then only for the first 
approximation. . . 

. 
. When solving a problem 1t 1s usually necessary to solve II for several choices ol 

N the number of interior collocation points, in order to assess the accuracy. Th 
q�estion then arises as to the way in which the errors decrease :15 N is incrcastd. 
Theoretical results are discussed in Sec. 4- 1 3, but the follow1ng extrapolatioo 
technique may prove useful. We denote the answer obtained with N as SN· Ao 
improved result is frequently given by the Shanks' formula8 

(4-2JJJ 

4-8 WWER-UPPER DECOMPOSITION OF MATRICES 

Three methods --6nite dilTerence, collocation finite element, and Galerkin linilC 
element-give rise to large sets of equations. and their solution inevitably requires 
inverting a matrix. or at least solving a large set of equations. These equations 
have a special property in that a great many of the elements are zero, and indeed 
there is a pattern of zero and nonzero elements. Such matrices are called sparse. 
For example, a finite dirference method with 1,000 grid points would yield a 
l ,OOO x 1,000 matrix with 1 06 elements. Only about 3,000 of these are nonzero. however. The work to solve the system of equations without taking advantage of 
the zcr� would be about 3 x 108 multiplications. Even with 11 fast computer such a 
calculation would be lengthy. For example, ir one multiplication takes 10-6 sec 
then t�e calculation would take 300 sec or s minutes. If the pattern of zeros is lake� 1

.
nto

. 
account we would be able to solve t he system with about S.000 mult1

.
phcat1ons, a reduction by 11 factor of 60,000. Consequently for an efficient :!�::�." we must take into account the panern of zeros or the structure of the 

The st
.
a�dard method of solving 11 linear system is to do a lower-upper (LU) dccompos1t1on on the matrix or a gaussian elimination. We illustrate the LU 
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d«'Oft1P.lSilil'ln first on ll dense ">< 11 m1nrix (oil clcmcnls nonzc:ro) bcrore 
considcrift11. mntriccs wi1h sp..'l.'iol struc1un:. 

ln thc 11 x 11 lincarsystcm 

(4-234) 

(4-235) 

The 21 element can be made 10 be zero by multiplying the fint row by -82 1/81 1  
and adding i l  to the second row. The same operation o r  multiplying the first row 
by -a3 1/a1 1  and adding it to the third row leads to a zero in the fint element ol 
the third row. By doing this £or each row we can end with a column or zeros in the 
fint column, except for the diagonal position 

. . .  ' "  •u x, f, 
0 a22 - �.!.81 2 au - �au · · x, /2 - '!ll/1 . . .  . . .  . . .  

Amx ;;: 0 au - !:!.!_au •u x, = /3 - '!1.!./1 : ru au - -"u · ·  . , ,  . . .  . . .  

ln the sequel wcdefine 

aW = cie- 1 1 - tJ;§:�1� 1 ,,:_-11J (4-237) 

�' =f;l.l- 1 1 _ ,,��:�1�.'·
- 1 (4-238) 

We now want to do the same thing on the second column, to make it 11 column of zeros below the diagonal 



m 
rc:tc�p�s��;\�7� show (sec Forsylhc and Moler.� p. 28 ) that A =  LU. Then we 

can represent the equations 10 be solved as 

Ax = LUx = f (2-243) 

This represents two triangular systems that are easily solved 

Ly = r llx = )' (2-244) 

Once L and Li have been round additional problems can be solved lhat have the 

same matrix and diITerent right-hand sides. The triangular systems of Eq. (2-244) 
are easily evaluated; solving the lirst one is called the forward sweep and solving 
the second one is culled the aft sweep. The combined process of a fore-and-aft 
sweep tukcs fewer multiplica1ions than the original decomposition. The sub­
routines DECO MP and SOLVE in the appendix do this. 
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II•'" ��:� :::·�::;:,::�l�::�l�•,�1��-:�!
i
�:��Sal

l
�l��,��v����i: ��cdcd to do one LU decomposi-

Operation count = !11� - !11 + 111112 (4-245) 
rhis •� k\\cr l111':rn t1ons than_ i t takes_ to calculate an inverse, so the decomposition 
1� usual\� lhl' mctlu1d llf chmce. Notice that the decomposition is proportional to 
w' \\hl'f\.',�s. 1hc forc�and-aft sweep is proportional to 112• For large 11 the 
J(t."\'mfll'S1t 11m is a significant �ost. . This was the reason why the integration 
�id.:ig.cs. such as_ 

GEAR. described m Chapter 3 do not always re-evaluate the 
1,1li.1hian at each ttme step. Instead these packages use the old Jacobian for several 
iimc steps 10 avoid the continual decomposition cost. 

Bcfore seeing how the LU decomposition works for matrices with a significant 
number of zeros. let us apply the finite difference method to the diffusion and 
reaction problem. Eqs. (4- 1 3 5 )  to (4- 1 39). The grid spacing is taken as shown in 
Fig. 4-2t1. and the equation is written at each grid point, including r 1 = 0 and 
r0 + 1 = I . c, - 1 -}>�-_1_ + �� C; + 12��· - 1 = ¢2R{c;) (4-246) 

For i = I  and i = 11 + I the above equation involves c0 and c.+ 2, which are 
undefined. To define them we introduce a false boundary and apply the boundary 
condition. At ,. = 0. we define .ro as the value or y at r = - h.r. Then the boundary 
condition. Eq. (4- 1 37a). is 

(4-2471 

and is correct to 0(8r2 ). Also at ,. = 0 the value or the second term in the 
differential equation is evaluated using !'Hospital's rule 

. dc/dr d2c/dr2\. � o  !� --;--- = --
1 
-

Combining Eq. (4-246) for ; = t with Eqs. (4-247) and (4-248) gives 
ti 2(c��/i l = ¢2R(c , )  

(4-248) 

(4-249) 

At r = I  we introduce a false boundary and let Cn+ l represent the solution al 
r = I + .6.r. We apply the boundary condition of Eq. (4- ! 37h) in a manner corrccl 

to second order to give 
(4-250) 

H th1!> 111 substituted into Eq. (4-246) ror n + I we get 

2t·0 - Bi,.2.6.r_kn +_I_ -_!_l=-2S_� _ (a - l )Bi,.(C� + 1 - 1 )  == q,ZR(cn + i l  (4-251 ) 
M' 

Ncit we oollcct 1he equations. multiply each or them by r�. and solve with u 
•ua:n.•1Ye �uh<ltitution method. The resulting matrix problem is 
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whcre \\..: hn\c kl 

we calculate in succession 

(4-255) 

If these steps are performed on the Eq. (4-254) the reader wilt see that we are just 
doing a gaussian elimination. We can rearrange the computation slightly to make 
it perform an LU decomposition. The important point is that there is no fill 
outside the tridiagonal matrix, in other words the structure of the matrix remains 
the same. This is an important advantage when we want to reduce the amount of 
work. This algorithm is contained in subroutines INVTRI and SWEEP in the 
appendix. The number of operation counts to solve m such systems in a tridiugonal 
matrix,sizc 11 + l , is 

Operation count = 211 + 111(311 + I )  (4-256) 
which is a significant saving over :ln) of Eq. (4-245). 

While applying the finite difference method to the problem of diffusion and 
reaction in a pellet the successive substitution method might not be 11 very good 
method to solve the nonlinear equations. It is clear from the structure of Eq. 
(4-252) that if llr is taken small enough, the successive substitution method 
converge�. It is better, however, to use a more robust method, like Newton­
Raph!.On. In that case the structure of the zero and nonzero elements in Eq. (4-252) 
remain� the same, although the nonzero diagonal entries 11re different, so that the 
113.me economy results. H the reaction rate expression also depends on 1·( 1 ), the 
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al orithm must be adjusted to allow .operation on the last column, which has a 
!nzero entry for each row. This is easily done, however. 

n 
When Newton-Raphson is applied to Eq. (4-246) we get 

R(ct 1 ) :::::: R(ci) + �I (q + '  - C:) (4-257) < 
This means that the diagonal term in Eq. (2-252) is changed to 

dR I - 2- 4i211r-d · c ,.; 
i = 2, .. , 11  (4-258) 

while the right-hand side is changed to , '[ dR I J tP L\r R(ci) - Tc /:'; (4-259) 

We then use these definitions and the tridiagonal algorithm to solve the equations. 
This algorithm is in program FDRXN in the appendix. Reaction problems can 
then be solved with the finite difference method. 

Solving Eqs. (4- 136), (4-137a), and (4- 1 37h) with /J = 0.4, i' = 30, and Bi111 = :o 
for tfi = I gives the results listed in Table 4-7. These results indicate that the error is 
proportional to .1x2, which is became the derivative boundary conditions arc 
evaluated to 0(.1x2 ). Problem 4- 1 3  illustrates that only O(�x) is achieved if the 
boundary conditions are evaluated to O(dx ). 

We can also apply extrapolation techniques to these results as we do in Sec. 
3-6. Let 'lo be the exact solution for the effectiveness factor, 11 1 the solution with 
grid size dx, and ,,2 the solution with grid size dx/2. For a second-order scheme 
the error obeys 

'1 1 = 'lo + c.1x2 
(<ix)

' 
t12 = '1o +c T 

with higher-order terms neglected. Solving this for 'lo we obtain 

l/o = 4112;'1 1 

(4-260) 

(4-261 )  

;
a
h:

e
e:��:te �f

.
the effectiveness. factor is more accurate than either 11 1 or 'Ii· The 

1 
. . pola�ion can be apphed to the solution, except that a more accurale so u���

s
1�;1��ai�ed _on!� a.t the grid points o� the c�arsest grid. 

Richardson m:t���o; is Just the first step 1� a Richardson extrapolation. In the make 11 cal 1 
. e apply the extrapolation to a series of calculations. If we 

n results is
c���;:i� \�n we �btain 11 - l n�w, improved value�. If the firs! series of 

These are extra olated 
�(dx ) the �ext senes of 11 - l result� IS correct _10 O(A."4i 

result For m t bl 
u�ther until only one answer remams, which 1s the be.st 

The finit;:l���nte��t1�oe:s�i�:r�nn�t: �::::;e�:::,��:sn ��t�C:��=��;n one 
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N2 
0 

N2 !NV 
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0 

(b) 
tlcure 4- 1 1  Malri!l mu�1ures. laJ Banded m11rht. (b) Block d11pm11I malri!l. 

The other lype or matri1. is a block diagonal (see Fig. 4- 1 lbi This matrix � 
char�tcri7.cd by N f blocks, each of size N2 x N2, but with a NU x NU bloc: 
o\'crlappcd al the corner. The work cstimale for such a matrix is 
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Operation count = !!_f-[N2(N22 - l )-NU(NU2- I )] 
+}NU(NUl- l )+m[NE(N22 -NU2 )+NU2] (4-262b) 

Computer programs to perrorm the decomposition and/or the fore-and-aft 
sweep are p�ovided in th� appendik for dense matrices (DECOMP and SOLVE), 
the block diagonal matrix {LUO and FAS), and a tridiagonal matri11. (INVTRI 
and SWEEP). Using NE = 1 in the program for block diagonal matri11. also 
corresponds to a dense matrix. Thus we can regard as solved the problem of linear 
equations with a matrix that is dense or sparse with the tridiagonal or block 
diagonal structure. 

4-9 ORTHOGONAL COLLOCATION ON FINITE ELEMENTS 

Previous applications of the orthogonal collocation method have utilized a trial 
function that is a series of orthogonal polynomials, each of which is defined over 
the entire domain 0 :;.; x :;.; I. When the solution has steep gradients it is more 
advantageous to use trial runctions that are defined only over part of the region 
and piece together adjacent functions to provide an approximation over 1he whole 
domain. Then small regions can be utilized near the steep gradients and the 
approximation improved. We are thus led to the method of orthogonal collocation 
on finite elements. We present two forms of the method that differ only in the trial 
functions. One uses \agrangian functions and adds conditions that make the first 
derivatives or Huxes continuous between elements, and the other form uses 
Hermite polynomials. which automatically have continuous first derivatives 
between elements. 

We apply the method to the catalyst pellet problem of Eqs. (4-136), (4-137a), 
and (4-137h). The domain is divided into elements as shown in Fig. 4-12. Within 
each element we apply orthogonal collocation as we have before; the residual is 
evaluated at the internal collocation points. U we have NE elements and NCOL 
internal collocation points then NE x NCOL is the total number of residual 
conditions. With the two boundary conditions the number of conditions falls short 
of that needed to define the polynomial, which is (NCOL+ l )NE+ I .  We t�us 
append NE- I conditions at the element boundaries by making the first deriva­
tives continuous there. Then the resulting solution has continuous derivatives 
throughout the domain. Alternatively, when there are material inhomogeneities 
present we can make the Hux. continuous across element boundaries, resulting in a 
solution that is continuous, with continuous ilux, as in the exact solution. 

The equations are written for the kth element, in which we define 

II = x�,;lll h� = XcH 1 1 - Xc•1 (4-263) 

so tha1 the variable 11 goes from zero to one in the element. Then we can use the 
rormalism or Sec. 4-4 to provide the collocation points and matrices to represent 
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the derivatives. We transform the equation into the u variable to obtain 

_!_ '� + � _!_ �=<P2f(c) 
hf clu2 x1�1+uliA /1A du (4-264) 

and at u =  I 

(4-265) 

Figure 4- 1 2  illustrates the global numbering system i and the local numberin 
system / in an element. We then refer to C; as the solution at the ith point an� understand it to be according to the global numbering system. We also refer to c 
and understand it to refer to the local numbering system on an element. Usuau; 
the element in question is obvious, so we do not note the element, but that is 
understood. It is necessary to know both I and k, the element number, to obtain 
the global number. These numbers are related by 

i � (k - l) (NCOL+ I )+/ (4-266) 
x, = x<Al + u1hk 

On an element we then apply orthogonal collocation to Eq. (4-264) giving 
I "'" a - I I -'"1' J1! 

J�I 
BucJ + -x:- Ji� J�I AucJ = </>1f(c1 ) I = 2, ... , NP-1 (4-267) 

The local points I = 2, . . .  , N P - I designate the interior collocation points. The 
continuity of flux between elements requires 

o '" I  � D�I dx " tlx �.· 
and this is obtained by requiring 

(4-268) 

(D!'--±J. r ANl'..Jl"J) � (!!.! 'i: A IJ l"J) (4-269) 
/J� - J  J � l  element � - ]  /rA J � l elemen1k 

Here we must carefully specify the element. When the diffusivity is constant across 
the element (i.e. no material inhomogeneities), Eq. (4-269) makes the first 
derivative of the solution l"(x) continuous in the entire region O � x � I. The two 
boundary conditions are applied in their respective clements. For the first element 
we have 

I NI' 

hi J�l 
A IJcJ = 0 

while the boundary condition at x = I alfects the last element 
I NP 

-
,,NE J

�
l 
ANP..Jl"J = Bi, .. (l-Nf' - 1 ) 

(4-270) 

(4-271 ) 

'.he equations are then assembled in a global wny, so that the terms for c, are 
put into the appropriate place corresponding to c·1• The final structure of the 



�1 

"' 
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Eci. (4-27 1 ) 
Figure 4-13 Mam� s1ruc1ure for onhogonal wllocation of finite el�mcnh with lagrangian cubic pol�norn1als. 

matrix is shown in Fig. 4- 1 3. The successive substitution method of solving t�e 
nonlinear equations is illustrated since it displays the matrix structure, while 
the Newton-Raphson method has the same structure but more complicated 
equations. We write the final, assembled equations in the form 

AAc = f  (4-272) 

We note in passing that all the methods can be represented in the form of Eq. 
(4-272). Orthogonal collocation on finite elements gives the matrix AA with the 
structure illustrated in Fig. 4- 13 .  Finite difference gives the matrix AA with the 
structure defined in Eq. (4-252), whereas orthogonal collocation gives a dense. 
square matr�11 with every clement filled. The decomposition or equations of the 
form shown m Fig. 4-1 3 is done using subroutines LUO and FAS in the appendix. 
The operation count for such a matrix is 

Operationcoum = f'.!.{ NP(Npl - l ) + mNE(N P! - l ) + m  NP = NCOL + 2 

As a  detailed illustralion let us solve the problem 
Jlr 

dx1 = <Pi(. 

(4-273) 

(4-274) 
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d,· 
�/X (0) ,,,, 0 c·(I ) =  I 

(4-275) 

using 1wo elements (NE = 2)  and two intern 1 IJ . 
which corresponds lo a cubic polynomial on e:chc�I ocation poin1s (NCOL = 2), 

and elements are ement. The collocation points 

/11 = 112 = ! 
X2 = }  X 0.2 1 1 32 = 0. 1 0566 

(4-276) 
X3 = }  X 0.78868 = 0.39434 

X4 = 0.5 

and the equations are 

Bn B22 BH B2"" 
831 BnB33 BJ4 

Xs = 0.60566 x6 = 0.89434 X1 = 1 .0 

I

A, .A,,A , ,  A , .  

A41A42A.aJ Au - A 1 1 
B2 1 

- A u - A , 3 - A 1 4 
82 2  823  824 

0 83 1 
0 

832 833  834 
0 0 I 

�
5
he Newton-Raph�;m method merely requires expanding the reaction rate term 

fk'+ 1 ) = f(c•-) + !!f__/ cr.+ 1 - c") (4-278) 1 J de S I 1 , 
a�d putting the (dj1 dc)l�· 1 term on the left-hand side, thus affecting only 1he 
dt�gonal element of the matrix. Here df/dc = I and the problem is linear. Solving 
this for ¢ = 6 gives (· 1 = 0.00597, c2 = 0.00608, c·3 = 0.02863. c4 = 0.05478. 
:s = 0.08308, c,, = 0.5 1 965, and c1 = I . The effectiveness factor is obtained by 
integrating the reaction rate over the domain 

11 = }( W2c2 + W3c3 ) + !( W2c5 + W3l"6 ) = 0. 1 594 (4-279) 

The exact solution gives ,1 = 0.1 667, so the answer is 4 percent oil 
The same problem can be solved with orthogonal collocution. Using sym­

metric polynomials N = 1, we get the same equations as Eqs. (4-216) but for a 
first-order reaction rate. The result is c 1 = 0.0649 and 11 = 0.22 1 .  or a 33 percent ���r. Ir two terms arc used the equations arc, with matrices ev11lu11ted from Table 

- 4.740t·1 + 5.677c2 -0.9373 = 36c1 (4-280) 
8.323c1 - 23.26c2 + 1 4.94 = 36c2 

�he 1>_0lu1ion i� l" i = 0.0 1 28, r2 = 0.2539, and ,1 = 0. 1 699, or _a 2 perce�t error. T��s 
SOluti_on requires much less effort than orthogonal collocation o_n finite elemen , 
ai. I I  involves solving only two cquutions rather than six, and 1s more accurate. 
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1 .0 

.. 

. , 

-ExKt and OCFE,NE >= l  
1( 0C, N • 2 
o OC, N •  I 

Fi&lft 4-14 Co11CCJ1tration in pcllcl, ror o lirs1-ordcr, irreversible n:ac1ion 1n slab. with � = 6. 

This is because the solution does not have very steep gradients. and the necessity ot 
finite elements is not apparent. Furthermore, the orthogonal collocation uses only 
even polynomials in x whereas orthogonal collocation on finite elemenls uses both 
even and odd polynomials, thus aulomatically doubling the number or equations 
withoul improving the accuracy. 

The solution is plotted in Fig. 4- 14  ror these approximations. We note 1ha1 lhe 
gradient of concentration is greatest near the boundary, indeed rrom .'Cs = 0.60566 
to x, = 1 .0. Let us solve the problem again using orthogonal collocation on finite 
elements but using a smaller element near the boundary. We take .�121 = 0.7, 
X1 = 0, X2 = 0.14792, X3  = 0.55208, x4 = 0.7, .'Cs = 0.76340, .'C6 = 0.93660, and 
x, = 1 .0. Equa1ion (4-277) is used with dilTerent ''• and u revised rourth equation, 
and the solution is c· 1  = 0.0093, c2 = 0.0052, ,.3 = 0.0692, , . .., = 0. 1 744, ,.5 = 0.2437. 
c, '"" 0.6810, and ,., "" 1 .0. Now the elTectiveness factor is 

'I = 0.7(Wzcz + W3£'3 ) + 0.3 (W2c5 + W3,·6 )  = 0. 1 648 (4-281 )  

�
hich is within I percent o f  the exact solution, compared with the 4 percent error � two elements of equal size. This result illustrates the advunlage of finite �o :i�::��h

a
����;:;�

ts can be concentrated in the region wilh steep gradients 

whe� u; ��
orthogonal collocation on finite elements is particularly valuable 

Eq (4-I 
36) 

a ��
ts are even greater. Let us consider lhe non isothermal problem of . wit 'I '"" 2o, fJ .., 0.02, Bi., = 250. and Bi ., S, giving 6 = SO. By Eq. 



tlRPlNMn \lll l rRrNllAI. l'QlJATLONS BOUNDARY-VA\.UF PROhUMS I I '}  

,_1��) thC 1.:tl1('Cntt�1rc i� related to the concentration b T(r = _ 
l ,, \-t-'-' ihc s(1\uuon 1s C}.lrcmcly steep, having th: valJe 

K1 _fk(r). For 

�lll "' O. \\hich gl\'.:s Ttrl = l .843 - 0.?2c{r). The temperature in ��!);110�1� t�nd 

tiet\i.:.:n 1 .840 and 
.
1 .843. and the �eact1on rate is very high. The result is t:at

ts
ll �s 

mass that diffuses 1�to 
.
the pellet 1s �eacte� near the boundary. and the con:::.n:ra� 

1100 drops to zero ,it 1 = 0 .. 997. Wit� un.1form. elements, in this case it takes 330 

deRlents to ha\'C I clement m the region 
.•
n which the solution is important. Thus :

i

:::�
s
�
lu
���

n 
��

s
������

t
����ents efficiently. For this problem a simple two-

We separate the domain in�o two zones or elements. In the innermost zone 

o � .t � h. the compone�ts are in equilibrium and c = Coq- In the outer reaction 

zone b .,,;; x .,,;; I. the 
.
reaction takes ?lace and there is a concentration gradient. We 

transform the domain x = [O. I] using 
x - b  

u = H 

so that u goes from zero to one in the reaction zone. Equation (4-1 36) then 

b«Om" 
I cl2r a - I I de 2 

0·.:::: 1112 {/1�i + b + 11( i - b) ( 1 - b) du
= q, R(c. T) (4-282) 

and the boundary condition orEqs. (4-137t1) and (4-1 37b) at u = I is 

-
(I �b) � = Bi,.(c - 1 )  (4-283) 

For continuity between zones we impose the condition at u = O tha! 

'!:. = 0  (4-284) c = Ccq_ d11 

Orthogonal collocation is next applied to the reaction zone. The polynomials 

are not symmetric fonctions or u anymore (even though the solution is a sym�etr�c 

runclion of x) so we use the matrices from Table 4-4. The collocation equation is 

applied at u = ! ror a three-term series (quadratic polynomial) 

I t1 - I I 

IT=h? (B2 1ccq + Buc2 + B?Jl"J )  + � (!-=bi  
x (Az 1 l'cq + A nr2 + Anl'3) = tPZR(l'z, l'l) (4-285) 

(4-286) 
T =  l + f:lt'i + (k3{ \ - ii} - /ic 

The boundary condition is 

_ ( I  �b) tA J i l'cq + Allc2 + AJJc3) = Bi,.(c3 - l ) 

Applying the conditions of Eqs. (4-284) gives the solution in the form 

t• = tcq+ (cJ -l'C'l)H1 

(4-287 

(4-288 
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The equations can be rearranged with c • = c eq to give 

£'2 =
cl +:Ceg (4-289) 

('3 = !;�¥i�TJi:9 (4-290) 

2 [-__I_ __ + ��J (t·l - c·cq ) = </J2Rfcz, C3 ) (4-291 ) 
( l - h)2 1 - h 

The effectiveness factor is 

o � J( J -b{b' I: R du + 2b( l - b)  J: Rudu + ( l - b)' J: Ru' du] fm a sphm 

q = 2( 1 - b{b I R d11 + ( 1 - h)  I� Ru du] ror a cylinder (4-2921 

11 = ( 1 - h ) I R du for a  slab 

and the quadrature is given by 

(4-293) 

We can apply these equations as follow!>. Ghcn efi we can solve the three 
equations for b. Conversely, given /J we can calculate directly the corresponding 
value of q,. By choosing various values of h we can obtain the solution for various 
4' values without iteration, and obtain the 'I versus <P curve. The �·a\ue b = 0 gives a 
nonzero 4' and this 1s the smallest h for which this method \\Orks. This case 
corresponds to having a zero concentration at the ccnti:r. For smaller tP it is 
necessary (and both possible and efficient) to use orthogonal collocation, perhaps 
with N = I. When b > 0 we arc applying onhogonal collocation on finite elements 
using NE = 2 and allowing the element location to be determined. 'V!c now solve the problem using OC'FERXN for 1hc given parameters to 
obtam the solution shown in Fig. 4- 1 5. For q, = 1 4.44 for cxample, the value of b is 
0.99725. To apply orthogonal collocation on finite elements to this case we put 
elements at 

Xl�I = 0,0.5, 0.997,0.998, 0.99l), l .0 (4-2941 
:�: ;

e
b��i; :  solu�ion_ with an accurnc� of 0. 1 i:ierccnt in t/. Such a value of tP is in 

extensfon of ��;��chi�� the as�i:iiptot1c so\ut1on and represents a considerable 

W 
apab1hty. Add111onal elements can give improved accuracy. 

H _e can also . apply orthogonal collocation using trial functions that are 
fu����:t�lynomials. We 

.
restrict att�ntio.n here to cubic polynomials. The trial 

parameters 
n
t 
00� �lement are �hown m Fig. 4- 16. Each trial function needs four 0 e ne the cubic polynomial. There are also four quantities ol 
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Tbielemod11\us,f/l 

""'"' 4-15 C"ompamon of m1c-1crm collocauon w1lh cue! answer, usmg Ett. \4-ll6� w11h � � l. ;· = 20,fl = 0 02, 01� = 250, !Ji = 5,and 6 = 50 

interest: the value of the function and the first derivative al each end. The trial 
functions are defined such that three of these quantities are zero and the fourth is 
one. Thus we take in the kth element 

H1 = ( l - 11)2 ( 1 + 211) 
H2 = 11( l - 11)211k 
l/ 3 = 112( 3- 211) 
J-14 = u1(11 - l )/1� 

The representation of the function in the klh element is then 

and thefirst derivative is 

(4-295) 

(4-296] 

(4-297) 
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1 .0 

QB 

Flgure 4-16 Hermit� cubic polynomials. 

while the second derivative is 
d2£· I tl2c l 4 t12H , (4-298) Jx1 = h! d,;I = hf /�1 "' t/112-

At u = O, H1 = l and H2 = H3 = H4 = O so that £·(0) = t1 1 .  Likewise, Hj(O) = h�, 
Hl( l ) = l , and H4( 1 )  = hk. . 

To apply the collocation method we need 10 be able to evaluate the funct1011 
and its derivatives at the collocation points. These are given by �1 = r. '!!!.ii "1 �2!:_1 - t �2.1-!J.I ci, (4-299) d11 u, , _ ,  du "' d112 ,.1 - l = L  clu2 MJ 
which are just linear combinations or the nodal values c·(O), c'(O), c ( I  ), and c' ( l � We 
write these equations in the form 

c(uJ ) = i H11a1 �dc (ll1 ) =  r. A11e1 1 �(111 ) = t B11ll1 (4-300) 1 - 1  u 1 - 1 J14 , .. .  where lhe ma1rices H. A, and B are 2 x 4 ma1rices listed in Table 4-8.  
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nblr 4-8 l\talrices for Hermite polynomials 

m • l  

(;:��= :�: �:���� �:��::: �:��:: :�:� =�:���� �:���:) 
( =: -�:�:::� !:�:::: : -�:�:::� !:�::::) 
(-;:::: �::� - �:����! �:::: -�::::� ::: -�:����: �:�::) 

m + 2 
m < J 

m ' 4  
m + S  

Figure 4-17 Hermite poly:1��:�� 0"::/�'i'�:,;�::�'.�t' + u,.. iH':' + •i,. ,  ,H�' 

,.,. . "(") = 11,. . iH','' " + •1,. , ,H't ' " + •1,. , .H':' " +11,..,H�' " 

I i 1 , 2  

x = O 

Element 

, 

\ndai 
,:.'\ /" '  7, 8 

Residual 
collocation 

I l, 2 

u c 0 \0.'l! J 32 . · · 

"' 

3, 4 

0.78868 . . .  J .0 

NT-I 
NT 

, . ,  

(b) I• Hcnmtc cubic polynomiuls. (II) Global numbering 

Fipie 4-IB C'o1lncation JIOinls on rmite c1cmcn • 
•Y•lcm i (h i  Local numbormg sys1cm I 
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When we use finite elements w� h�ve as param�ters the_ function and its 

derivative at each node, as illustrated m Fig. 4·17. The trial funclions are combined 

such that the parameters at the right end of the kth e�ement_are the same as those 

at the left end of the (k_+ ! )th el�men �. The collocal!on p
_0

1nts ar� still the same 

points. but the solution 1s now written m terms.of the funcllon and tis derivative at 

the ends of each element, rather t�an the function at the collocation points, which 

are internal to the element (see Fig. 4- 1 8). We let. NE be the .number of elements 
and then we have NT ::= 2NE + 2  parameters, with 2NE residual equations and 

two boundary conditions. 
Application to the Eqs. (4-1 36) and (4· 1 37 )  gives the residual in the kth 

element 

� i BJ/al + � _hi i A JJal = t/>2/ ( i HJJal) 
k 1 � 1 x, k l = l  l = l  

(4-301 ) 

We also have the boundary conditions 

a2 ::= 0 (4-302) 

-aNT ::= Bim(aNr 1 - l )  (4-303) 

We have no need for conditions that make lhe first derivative continuous 

Eq. (4-301 ) 

l:q. (4-301 )  

Eq. (4-30 1 )  

Eq. (4-301 )  

Eq. (4-303) :�:!!� Ma,ri� •lrueture for urthogonul eollocat '011 00 linne elemenb with Hermue eubn 
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across the element boundaries because it is already so. Consider the point between 
the klh �nd the (k + I )th element. �e suppose the fourth coefficient in the kth 
clement is denote� by the global index m + J, as in Fig. 4-1 8. Then the first 
derivative at 11 = I  in the kth element is 

(4-304) 

The first derivative at 11 = 0 in the (k + I )th element is ''I I dH, , - = - a .. + 3 - ::: a,,, + l  d x  � - o  h� + •  d u  • •  0 (4-305) 

Equations (4-304) and (4-305) are the same, so that the first derivative or the 
solution is continuous between elements. 

The equations are assembled in a global way, using the boundary condition 
given by Eq. (4-302). Each element then contributes two equations of the form 
given in Eq. (4-301 ). Finally we have the last boundary condition, Eq. (4-303). The 
equations can be written in the form given in Eq. (4-272). 

The structure of the matrix AA is illustrated in Fig. 4-19. This can be solved 
using an appropriate LU decomposition. The operation count to solve an 
equation with nr different right-hand sides using Hermite polynomials is 

Operation count = 5NE + 4 + m(1NE + 5) (4-306] 

We next apply this method to the special case of a linear reaction rate and use 
two elements or equal size 11 = 1- The equations are then 

a2 = 0 
81 1" 1 + Bl lal + 81 4U4 = l1f,P2(H 1 1U 1  + H ua3 + H 14ll4) 
B2 1 U1 + 82Jll3 + 824U4 = l1f,P2(H2 1a 1  + Hna3 + H24l14) 

Bi 1uJ +  B1 2U4 + B 1 3Us + B14ac. = l1i,P2(H 1 1a3 + H  1 1U4 +H 1 J"s +H 14lls )  
B2 1a3 + 821a4 + 823as + 824116 = ltf,P2(H2 1a3+ Hull4 + Hut1s + H24C16)  

as = 1 .0 

(4-307] 

These equations can be solved most easily if the right-hand side is moved to th� 
ldt. For the case ,p = 6, we get the solution 

a1 = 0.0060 Clz = 0 "J = 0.0548 (4-308] 
t14 = 0.3 1 25 "s = 1 .0 a6 = 5.737 

This solution is the same as that derived in Eq. (4-279). This can be seen by usin@ 
the lagrangian solution to evaluate the derivatives at the elemen.t end �oints or !he 
Hermite solution to evaluate the solution at the interior collocat1on po1�1s. . 

The advantage of using Hermite rather than lagrangian polynomials �s t�al 
the rormer do not require 11 subsidiary condition to make the first denvauve 

�����o�u;���i�r�:��:�t�:�s�"-rn;:���:�i�u�:i��:�i:I; �!� 0���!h�v:�i�;7i 
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d' on:il element of the matrix is zero during �he deco_m�osition, �ut most LU the �lg sition routines do the pivoting au�omat1cally w1thm a certain slructur�. deco � . be any element in the matrix then the sparse nature of the matrix �If the pi�o; �n 
tc that the two approaches give identical results, however, since :nc=��::l�men� �:e polynomial is a cubic function of the i�dependent v�riable, the 

two boundary conditions arc satisfied by _bot.h solut1ons, _ the residuals are 
evaluated at the same points, and 1�e first denv_at1ves are cont1�uous between lhe 
elements. These conditions arc sufficient t� require the polyn�m1als to be t?e same, 
so the only preference for one fom:iulat_1on o

v�r another 1s for convenience or 
economy. The lagrangian formulation 1s defin�tel� preferr�d when_ the flux is 
continuous between elements but the first derivative 1s �ot. This can �nse wh�� the 
diffusivity, for example, is discontinuous because two d11Terent materials are Jomed 
together between two elements. In this case the exact solulion does not have 
continuous derivatives, and it makes no sense to use a Hermite polynomial which 
does. 

4-10 GALERKIN FINITE ELEMENTS 

The Galerkin finite element method is similar to orthogonal collocation on finite 
elements except that the Galerkin method i� used instead of collocation. It is 
possible to use the same trial functions but it is more common to use lower-order fonctions, which are either linear or quadratic in position. We consider first the linear basis functions. 

First we break the domain 0 .;;; x .;;; I into elements, as shown in Fig. 4-20. The ilh elemem has size Ii,. We define the basic functions as N,. As shown in Fig. 4-20a the value of N, is one at the ith point x,, is zero at the (i - I )th and (i + I  )lh points. and is a linear function in between. In the rest of the domain the function is idcnti�ally zero. In two-dimensional applications, it is 'important to develop the equations on an element-by-clement basis, and we do that here in one dimension, too. We thus dc�ne a local coordinate system in each element using the transformed coordinates. Thus in ith element 

(4-309) 
Now as 11 goes from zero to one the corresponding x goes from x; to x. + 1•  Within each clement we define the linear basis functions 
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<---+---if /)(\ • l /- l I I+ l 

(•) 

(b) 

I 
,,,. 

Flptt �10 Galcrk1n rmilc clcmcnt-·lin<:ar rriul funclions. (<I )  Global numbering sysrcm i \l>I Loc:al 
numbering s�.icm / 

while the function N 1 refers to the local coordinate /. The numbering for 1hree 
clements is illustrated in Fig. 4-21 .  

Wi1h this understanding we  write the full trial functions as " 
dx) = J�• t·,N1(x) (4-3 1 1 )  

where each N1(x) i s  defined only o n  the approprillle elements, i n  particular the h-: l )th and ith elements, by Eq. (4-310). In the Galerkin method we rorm the �•dual by substituting the trial function into the dilferentiul equations. For 
illu

_�tration we use Eqs. (4-136), (4-137q), and (4-137b). rcph1cing r by .�. The 

�:;��:i
l
n
i��=�o�s�1�1�: t��s ��;l:h�:�:����:·

r!nc��:it���s �J�v��I, �����: the 

I.' NJ .!!.__(xa - 1  !.1- (Ic,Ni))dx = t/> l  i' R(:Ec1N,)N1x•- 11/x (4-3 12) o dx dx o 
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·· ><><>< 
, .. . 2 

"' N,. 1 � 
/ = I 2 

N�� 

N1 · 2 � 
/ = I 2 

/ = I 

N,� N, . , � 
/ = I 2 

/= 1 

;/, 
/ = 1 

Agure 4-21 Local imd global triul 
funclions. 

(4-3 1 3) 

(4-314) 
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These equaiions are combined by inlegrating Eq. (4-3 12 ) by parts to give [1 
N 

_!!__
. [.xa - 1 -1d (Ec1N,)]dx Jo 1dx 1 x  

= [N,x" - 1 5.; (Ec;N, )]� - {� :X(r.c,NJx ... - • dx (4-315) 

The weighted boundary residuals are inserted to obtain the final Galerkin 
equation 

NT r l JN JN - ;�i Jo J/" d"/xa- l dxt·; - [NJBi,,, (Ec,N, - l )J�� i 

= ¢2 I NiR(Ic,NJx"- 1dx (4-3 16) 

We now examine the evaluation of the first integral in Eq. (4-3 16). The 
weighting function N, is nonzero only in the elementsj - 1 andj, and is identically 
zero elsewhere. Thus we only need to integrate over these elements. In addition the 
function N, is only nonzero in the (i- l )th and ith elements, and we only need to 
integrate over them. Consequently, we can break the integration up into in1eg­
rations over elements. We use in the kth element Eq. (4-309) and 

� = k � dx = hkd11 (4-3 17 ) 

(4-318 ) 

In each element there are at the most two trial functions that are nonzero. In the 
local coordinate system these are I = I and I = 2, hence the summation over 
l = 1 , 2. The integral must be evaluated over every element, however, hence the 
summation over k. The local integral is zero except in two elements. Henceforth we 
note this summation over all elements by E, .. We then can write the Galerkin 
equation, Eq. (4-3 1 6), in terms of local coordinates 

- ); -
1
1 ± r1 '!__N1. '!!'!..!_ xa - 1 Juc'i - �)N1Bin, [ ± c/N1(11)] - 1} 

r 1• 1 � 1 Jo du J11 ,. l l • I  

= tfi2 � he L1 N1R(Ec�N1 )x� - 1 1/u (4-3 19) 

The element integrals arc defined as 

8" _ _  _.!_ r 1 �N..!. '!!'!_t_ xa - I J11 (4-320) JI - Ir, J0 d11 du 

FJ = l/J2/r, L N1(11)R(Ec·/N1 )x"- 1 du (4-321 )  
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and 
(4-322) 

Boundary terms nmy be added if needed (they are only nonzero for elements on 
the boundary ) 

B':u = - Bi,,,NJ(x = l )N 1(x = I ) 

and 
F} = - Bi,,,NJ(x = I ) 

We can then write Eq. (4-3 1 9) as 

L BJ1ci = � Fj 

(4-323) 

(4-324) 

(4-325) 

where we sum over all elements. The equations can be constructed within each 
element using the local numbering system, and then adde� tog�ther to obtain the 
final matrix. Note in particular that for planar geometry, m which a = I, the local 
matrix of Eq. (4-320) is the same in each element except for the scale factor hr 
Thus we do not have to calculate many integrals. We can use 100 elements but still 
only calculate 4 integrals (J, J = I, and 2). This is the reason for using the local 
numbering system and local coordinates. The local matrices for certain terms are 
listed in Table4-9. 

To calculate the term Fj we need the concentration as a function of position. 
Within the eth element the concentration is given by 

i·"(u) = c'j ( l - 11) + c'i + i u  (4-326) 

Usually Eq. (4-32 1 )  cannot be integrated analytically so we use numerical 
quadrature. The same formula, quadrature points, and weights are used as in Eq. 
(4- 104) to give 

(4-327) 

The quadrature points and weights are given in Table 4-3; usually NG = 2 or 3 
points are sur!icient. Two quadrature points will integrate exactly a term that is a 
cubic polynomial in 11 whereas three points give exact integration for a quintic 
?olynomial in 11. If the reaction rate expression is not a polynomial in c, the 
in1egration may not be exact for any number of quadrature points. This introduces another source of error in the approximation, and some experimentation may be neces�ary to make the error resulting from inaccurate quadratures less than that resuhing from an inaccurate approximation due to too few elements. 
d 

The e".l�ations re��ll ing from Eq. (4-3 16 )  or (4-325 )  are tridiagonal. The LU ecompos11
_10n for tridiagonal matrices can thus be used to solve the equations. 

!:�1�:::�1�n count to sol:e 111 systems is 2N � + m(JN E + 1 ). If the reaction rate is 
h r 

en Newton-Raphson or successive substitution can be used to solve �
n
� n��

e
·����

-
:�:�:

f
�ic equations. Ne"':'ton-_Raphson uses one LU decomp?sit�on 

sweep for each 1terat1on. while the succes�ive subst1tut1on 
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Tabk 4-9 Galcrkin clement matrices 

_,,,· , l �� = - I 

.\", = II � = I ''II 
f ��!d,, = C :  - :) 
L' N, ",� '" = (=i D f.' N,N,J .. = (1 D 
f.' N,J,. = (J) J: N"''" = (!) 

Quadratic shapefuncuons 

N, = 4110 - 11) 

":.� = 411 - J  
•IN. 
'" 

� = 4 - Bu 

·:;:� ,. 411 - 1 

!'1ethod uses one LU decomposition per problem and one fore-and-aft sweep per 
iteration. We can see that the matrix values for the first and second derivatives are 
identical to those obtained for the finite difference method, but the Galerkin 
method gives different results for the reaction rate term. In the finite difference 
method this term is just evaluated at a grid point whereas in the Galerkin method 
it is integrated over the element. 

We next solve a simple problem, Eq. (4-145), using four elements Ii, = !  with 
the linear shape functions. For simplicity we do only the linear reaction (11 = l) in 
plane geometry (u = I ). The overall problem can be represented in the form of 
Eq. 14-272), Let us begin with that matrix, filled with zeros, for the case with five 
valuro.1· 
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[n n �1r::] - [�] 0 0 0 0 0 (4 0 
0 0 0 0 0 C5 0 

(4-328) 

The element matrices are Eqs. (4-320) and (4-321 ) with the appropriate terms from 
Table4-9 

( 1 - 1) (-4 4) 
B51 = - 4 - I  I = 

4 - 4  
(4-329) 

, _ ,,(f + '{)-� (2c\ + c\) 
F1 - 1'  4 i-

+
f

. 
24 c'i + 2c2 

We assemble the first element. The local number system is one and two, as is the 
global numbering system. Thus the B and F terms are placed in the locations 
conespond;ng ·1�������1 ;nd;ces one an� t lw[� : 1 

_ </>' r:: ��: :] 
0 0 0 ( 3  - - - ·  0 (4-330) 
0 0  O c4 24 o 
0 0 0 ('s 0 

Next we assemble the second element. The local matrices are the same, see Eq. 
(4-329), but the global numbering is two and three. Thus the local matrices are 
placed into the appropriate locations of the global matrix at the two-three 
position [-4 

,_4 __ _ci, 4 1 - 8 4 I 
o L_'!__:-_4J 0 0 0 
0 0 0 

(4-33 1 1 

(4-332) 
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the OOundnry condition to obtain the final matri:it problem [-� -! _; 4 

0 0 4 - 8 
0 0 0 

(4-333) 

Since this is a linear problem we can solve the system in one iteration by 
moving the reaction rate terms to the left-hand side. For l/J = 6 we get the so\u1ion r, = 0.00233. c2 = 0.00651,  cl = 0.03414. c4 = 0.18467, and l"s = 1.0. The 

MKure 4-11 <Jalerkm limlc clement 
l.o<:al numhcrm8 •)"1cm / 

h, 
(•) 

(b) 

qunJrauc mul fonc\I011'. (<1f <Jlobl1I numbcring ')<tem t. (b) 
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cfkctivcness fac.'l.or is calculated using the integrated rate expression J.' ' f,' J.1 /:( ,.. L h c:''(11)d11 = L 11� L c1 N ,(u) du 
0 
C t . r r 0 r I• I 0 (4-334) 

The value for ,1 is O. I S l 6  compared to the �xact answer of0. 1667. . 
We can also use quadratic polynomials on �ach elet?cnt. The trial functions 
h · Fig 4-22 Within each element the trial functions are are s own in · · ! Ni

"" l(u - l ) (u -f) 
N1 = N2 "" 4u(l - u) 

NJ =  211(11 - :l) 

The concentration is represented by the series 

14-335) 

c"(u) - r,_ 1 N1 _ 1 (11) + c<;N 1(u) + c'l+ 1 N 1 + 1 (11) (4-336) 

within the eth element. Equations (4-3 16 )  and (4-3 19) apply so that  they are not 
repealed. The element matrices, Eqs. (4-320) to (4-324), are now different, coming 
from Table 4-9. 

The equations resulting from quadratic polynomials have the structure shown 
in Fig. 4-23, and the LU decomposition is the same as for orthogonal collocation 
on finite eJements with NCOL = I .  When there are NE elements with quadratic 
polynomials, the number or operations to solve m such systems is 

Operation count = 8NE + m(8NE + I )  (4-337) 

PJa-4-23 Matrix llNcture forGak:rkin 6nitc ck:mcnl With quLKlr11tic lriul rum:lions. 
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geo��ryn�;;t=s�:.v�i�1q;h�4�'u:S��a��� s�i.;s��o::i��n�e�ion fir � 1 1 and planar 

�����o����h�:�e����::�:;c:: ��e the case with fou� el::e
s:l;��dt��e����:� 

.,, � -2 1_1 -4 -l] I: 1 -1 i 

F� = � r:.? ++8:� ��·· J l � !<�· + ('� + 2('� 
The first element is assembled into Eq. (4-328) to give r:4 �4 +

-� 
-1 +¥ - ¥  
0 0 0 
0 0 0 

Assembling the second clement gives 

(4-338) 

(4-339) [-'f + \' -l 0 o� r ] t +
_1 :� � ::: '!' -� :: � ·� - !< .:�·���lLhJ (4-340) 
0 0 1f - \� ·1.t <·4 cJ + 8c" +r� 
o o - 1  1.t -1f c5 -!c3 + c" + 2<·� 

Again the last equation is replaced by c5 = I. The resulting system of equations is 
solved for <P = 6 Lo give the solution r 1 = 0.00784, <·� = 0.01442, 1·3 = 0.06286. 
C4 = 0.2 1 677. and c5 = 1 .0. The effectiveness factor is given by Eq. (4-334) with 
1 = 1 -3 ; 'I = 0. 1 7 1 5. We note the improved accuracy obtained from quadratic as 
opposed to linear shape functions. 

The Galcrkin method has one advantage over the collocation n1ethod in 
certain cases: the boundary conditions that involve derivatives na.'ll not be 
satisfied by the trial function, and boundary terms c11n be includOO in the 
formulation. Of course this means that the approximate solution does not satisfy 
the boundary conditions exactly, whereas the collocation method results in the 
satisfaction of the boundary conditions. H the highest derivative in the differential 
equation is second-order, then any boundary conditions involving firsl·order 
derivatives can be treated in thi� wuy and arc called natural boundary conditions. 
Boundary conditions involving only the function must be satisfied explicitly, which 
is why we have always used ('� = I but have not needed to apply any special 
condit ion for dc/1/x = 0 at x = 0. 

In addition to the ease of incorporating the natural boundary conditions the 
Galerkin method is advimtageous for cases in which a variational principle exists. 3 



1.16 NONLINl'AR ANALYSIS IN Clll!MIC'Al ENGlNEl!RING 

, 

. . roblems this is not true, and then the Galerkin method has For most nonhne.�r � over the collocation method. Both methods use Poly. 110 particular adv.mt.ig�ut the Galerkin finite element methods generally use low. nomials on an ele�ent, 
h 11 cation on finite element methods generally use 

order ba�is fu�ct
.
io�:u!ic

e
f��ct�ons, or higher, of the independent variable .. These polynonuals that ar 

. . t 'mplications (see Sec. 4· 1 3). If both Galerkin and differences can ha_ve import;n �hods use the same trial functions, the collocation collocati�n on finite ::�:e :; its simplicity and because �ewer calculations are method is pre_ferred . s These considerations are discussed more quanti­needed to derive the equation . 
tatively in �ec. � l!i�ernativc for the treatment of nonlinear terms, su�h

. 
as the �here is a

erm or terms involving a diffusivity or theri:nal  conductlV!ty that reaction �a�e
t�e s�Jution. Instead of  evaluating the. reaction rate term at  �he depe�d� 

uadrature points and integrating, it is p�ss1ble to evaluate th� reaction ::t�ss
1
1:rm 

q 
at the nodes, and then interpolate using the shape functions. For 

example, we have used 

Rate � R(c'(u)) � R [ I cjN,(u)J (4-341 ) I 
where ce(u) is given by Eq. (4·326) or (4·335). 

Alternatively, we could calculate the rate at  the nodes 

J R1 � R(c'(O)) 
R1 = R� = RV(!)) I R\ �  R (<'"( I )) 

The reaction rate term is then expressed as 

Rate = � R/N 1 {11) 

(4-342) 

(4-343) 
Then the integrals are easily evaluated explicitly, or exactly, since they are polynomial expressions in the shape functions. I f  the reaction rate is highly nonlinear and cannot be well represented by linear or quadrative fonctions on an clement, this approach gives additional errors. I t  is useful, however, in one problem treated in Sec. 5·9. 

4-1 1  INITIAL-VALUE TECHN IQU ES 
Another approach for solving boundary·value problems is to convert them to parabolic partial differentia l equations that are integru ted t o  stei1dy state. A comp�ete treatment of the methods for solving the parabol ic part ia l differentia l equation is given in Chapter 5, but here the ideas are in t roduced. 
hani��:ider Eq. (4-1 36). We write this equation with n time derivative on left-

tic· I ,1 ( tic·) - '=' 2 - 1·2 - - ¢2Rk) <It r iJr <]1· (4-)44) 
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We begin 1hc calculation with an initial guess or the solution 

c(r,0) = c0(r) (4-345) 
,1nd inlcgrate Eq. (4-344) until steady state is reached. 

Let us write at the ith point 

(4-346) 
and replace Eq. {4-344) by 

(4-347) 

where the matrix AA depends on the spatial discretization used (finite difference, 
collocation, etc.). We now have a set of ordinary differential equations that can be 
integrated by the methods discussed in Chapter 3. We integrate to steady state (i.e. 
r ..... co) thus we want to use an implicit method so that large lime steps can be 
introduced. The method should also have a variable time-step feature so that small 
time steps can be used initially when the calculations might be unstable for too 
large a /J..1. Large time steps can be used as the steady state is approached and the 
solution becomes stationary in time. 

This method of integration has a parallel to the successive substitution 
method of solving algebraic equations if an Euler explicit scheme is used. Let us 
take the representati�c equation 

f(x) = O (4-348) 

Successive substitution would use the iterative scheme 

l."' + 1 = x' + flf(x') (4-349) 

and for fl small enough the method would converge. If we change Eq. (4-348) to an 
initial-value problem 

ax 
Ft =f(x) (4-350) 

and apply the Euler method with x" = x(10) we get 

x"+��x" =f(x") (4-35 1 )  

This i s  clearly the same a s  Eq. (4-349). W e  know that the Euler method i s  not a 

suitable method of integration if Eq. (4-350) is stiff, and this suggests that the 
successive substitution method is not suitable either. The backward Euler method, 
an implicit method, is satisfaclory for sti!T problems, and would give in place of Eq. 

(4-351 ) 
(4-352) 
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The right-hand side is expanded in a Taylor series 

x•+�;x• 
="f(x•) + :f <xn +  1 - x")  

and rearrangement gives ( 1 - A1 _q:)' 
(x• + 1 - x") = Ar/(x")  

,,, 

(4-3531 

(4-354) 

For large step size 41 the method is Newton-Raph�on, but ror small 4� ii is a 
successive substitution method. This suggests a combined �trategy .ror solving sets 
of nonlinear algebraic equations. Of course any method of mtegrat1on can be used 
toso�is

(�:�:�rnative method of applying initial-value techniques to solve 
boundary-value problems. The only reason we cannot app�y. initial-value tech­
niques 10 integrate in x is that two or more �undary cond1t1�n

.s are applied at 
different positions. If we knew all the cond1t1ons at one pos1t1on x we could 
integrate with x as a time-like variable. The next method uses this approach. 

We suppose the two boundary conditions are that the runction takes specified 
values at x = O and x = I . We do not know a priori the value or the first derivative 
at x = O. although once we have the exact solution that value is known. Let us 
guess the value or y'(OJ and use the known value or .\'(0� Then we have two 
conditions at the same point, and these arc sufficient to solve a second-order 
equation by integrating rorward from x = 0. We integrate unt i l  x = I and check 
the value of y(l ). l f it is correct we made a good guess of r' (O ) ;  if not we must make 
another guess and try again. 

For linear problems we proceed as follows. Suppose the problem is 
Lr - g(x) 

J•(O) - •  y( l ) - h  
(4-355) 
(4-356) 

where Ly is an arbitrary second-order differential operator. The forcing function 

��l:i� :
the boundary values " and h are all specified. Consider then three 

problem l- -solu1ion 1· ,(x ) 

Ly - g(x) J'(0) - a r'(O) - O problem I I- solution 1.2(x ) 

Lr - 0 y(O) - O y'(O) - I problem I I I-solution y3(x) 

(4-357) 

(4-358) 

LJ• - 0 J•(O) - I J'(O) - O (4-359) Each of lhese problems is an ini . I Chapter 3 10 solve them nu . ':al -value one, and we can apply the methods of menca y. We construct the full solution as 
J1X) = J' 1 (X)+ f1Y2(X)+t•2j•3(x) f4-)60) 
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a = a + C1J'2 (0)+c1y3(0) 
b = J' 1 ( 1 ) + <· 1}'1( l ) + cu•3{1 ) (4-361 )  

C1 = 0  b - yi ( I )  C 1 = --
J'1( l )  

Thus the solution t o  the two-point boundary-value problem i s  t o  solve two initial­
value problems (three in the general case) to find y 1 (x)  and y1(x). This procedure 
works unless c 1 becomes very large, in which case round-off errors are imponant. 
or unless y1 and C1h are both large but with opposite signs, in which case the 
solution is poorly determined due to round-off errors. Unfortunately, we cannot 
predict either occurrence while we are choosing a method. This approach has the 
advantage that if the solution has a steep gradient, in the initial-value method, a 
variable step size is used with a small step size at that region and a large step size 
elsewhere. If a variable step is used, however, the various solutions y1 , y2, and h 
may not be known at the same points, so that construction of the complete 
solution must use interpolated values. 

The same type of initial-value method can be used for nonlinear problems in 
an iterative fashion. Keller5 gave a good treatment and called this approach the 
shooting method. Consider the second-order problem 

We convert this to 

y" = f(x, y, y') 
a0y(O) - a 1r'(O) = tl for "• ;<!: 0 
h0r( l ) + h1y'(l ) = /J for b, ;;i: O 

il' = f(x, 11, 11' ) 
11(0) = U 1 S - f 1 tl  
1t'(O) = "o·� - £'otl 

where we choose the c0 and c 1 such that 

a 1t·o - "o''• = 1 

(4-362) 

(4-363) 

(4-364) 

We next convert the second-order initial-value problem of Eq. (4-363) to two first-

order problems 
u' = r  
v' = /(x, 11, v) 

11(0) = t1 1 S - C 1tl 
v(O) = t10S - £'o1X 

and define the quantity 

;:M = ho11( l , .� ) + h 1 11'( 1 , .�) - {J = bo11( l , s ) + b 1 r ( l , s ) - /1  

that we  would like to make zero. 

(4-365) 

(4-366) 
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(4-367) 
x(s) = o 

1 b th a successive substitution and a Newton method to do this. In 

�: :�:;,:��' :�b:.itution '""tion we rop\aoe Eq. (4-367 1  by 

.� = .� - mx(s) m :f 0 (4-368) 

Kellers showed that if (4-369) 

fo< ,ome N ,nd o < m < 2r. whoro r in"""' " N inc«""· then the ite"lion 

(4-370) 
scheme 

converges as k - oo . The procedure is then to choose an s, solve the initial-value 

problems of Eqs. (4-365), check the function given by Eq. (4-367 ), and iterate with 

Eq. (4-3701. 
For Newton's method of iteration we replace Eq. (4-367) by the Newton 

formula (4-3711 

The funclion i. = dzjds is determined as the solution to a subsidiary problem. We 

let (4-3721 

�' = 'I 

If = � II + � � 

C(O) = a 1  l/(O) = 110 
(4-373) 

w· 

i.M = boW .s) + b 1 11{ 1 , $ )  

ith shooting me1hods we can .. h 
" . . . . 

of the methods for so\v'n 
. . . 

, 1 
5 oot m either direction. and we can use anY 

and Hicks," the metho� :r
���� ���Jue problems. Appli.ed to Eq. (4- 136) by Weist 

� was l.arge and the concentrati: po��rful because 1t could be used even when 

mtegrauon uses the boundary cond�ti;as
,, 
small (say 10- lo) at the center. The 

:• �'"' to find the enti<e cu<>< of , 
n '  10) = 0 and gum" the ,.Jue of <"(OI. If 

pecilied I/>, the method has e e 
I versus c/J, rather than solve just for one 

can be solved without iteratio: n more advantages because the nonlinear problem 

Nexl we change the problc� 
I_ �(· · '  J1·) ' 

r" - L i/r I dr = l/>•R((') (4-J74l 

tk - ;i--; (0) = 0  c(I ) =  I 
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in1o an initial-value one 

_J_ �(za - 1  �) = dlR(c) z" " 1  dz dz 
de - Jz(O) = 0 ('(bz = I ) =  I 

(4-375) 

by 1he choice r = bz and d = b¢. For any d we choose an arbitrary c(O) and 
inlegrate this last problem until the concentration reaches one. Suppose this 
happens at z = z1. Now we let 

b = t ¢ = � = dz1 (4-376) 

and we have the exact solution without iteration to Eq. (4-374)for the case ¢ = dz1 • 
We don't know the value of ¢ ahead of time, of course, so that this method is 
suitable when we want to traverse the entire curve of t/ versus ¢, which 
corresponds to making successive choices of c(O). For each choice we get a 
solution without iteration. We also note that the method is not possible, without 
iteration, when the boundary condition is of the third kind as in Eqs. (4- 1 37a) and 
(4-137b), because then the reaction rate expression depends on c( I ), which is not 
known in the initial-value technique. The shooting method would be applicable for 
the special case of 0 = I. 

For illustration we apply the shooting method to Eq. (4-374). The ordinary 
differential equations arc 

u = r  

r' = ¢2R(11) + a:l
v 

(' = 11 

t( = <P1'!Jt; c + a: ' ,, 

(4-377) 

where the concentration is u and its first derivative with respect to position is l'­
The variables ( and 'I are defined in Eq. (4-372). We must solve these equations 
with the boundary conditions 

11(0) = .� v(O ) = O ((0) = I 11(0) == 0 (4-378) 

and the functions l and i are given by 

;c(s) = 11( 1 ) - l i(s) = w.sl  (4-379) 

These equations can be easily integrated using the initial-value techniques. (See 
program IVRXN in the appendix.) The iteration scheme of Eq. (4-37 1 )  works well 
for simple reactions, such as R = c or R = ,.i, but is not robust for large ¢. The 
�ame is true for the first-order, irreversible reaction with fl =  0.4 nnd ¢ =. 30. 
Intermediate steady states in Fig. 4-5 are easily determined with an appropnnte 
guess of .\, but the iteration scheme may oscillate for !urge ¢. When the scheme 
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Tabll' 4-ltl Rl'Sulls from:· •:•:::••=tin::"g'_t«'_h_o�iqu_' ______ _ 
Exa�l 

0.9967 0.9967 
0.91150 

0.3 0.9710 0.9710 
09566 

0.7616 0.76 1 6  
0.6481 1 0  

0.33 1 7  0.) ) ] 7  
00993 

R =c' 

0.9950 0.1 0.9934 

0.9581 O.l 0.9449 

0 7 123 0.6525 
Failed 

' . T = l + fi - fi<. fl '-- 0.4.;· = 30 

0.9983 O. I O 1.007 
0.9930 0.2 1.032 
09829 OJ 1 077 
0.9654 04 
0.9307 05 1 .3% 
0.7661 0.55 2.36� 
0.6498 " '  J 265 
0 4 l J5 04 "'' 
0 1 442 OJ 
0.0499 0 25 2046 
0.02177 0 2 3  30.84 
0.6583-4 0 25 80.98 
0.1097 5 OJ 85. 1 67 
GUC!>$ [0 ' 0 7  0..cillatcd 

works the answers are quite accurate and the calculation is fast. Typical results are 
given in Table4- IO. 

4-12 QUASILINEARIZATION 

The quasilinearization method can be illustrated simply as a way of solving two­point boundary-value problems. Suppose the equation is 
tl2J> dX2 ===ffy, x) (4-380) 

We expand the nonlinear function as 

/(J•. x) === /(J•', x) + !:..._,Y I (J•-y') + . .  ' f )' (4-38 1 ) 
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and rewrite Eq. (4-380) as 

J'.-" ' . wl -
,
; ... J- = J (s', x) + ay ,, (y• + 1 - r'l (4-382) 

W_e use
_ 
the original boundary conditions. This is linear in y+ 1 and we can solve tlus .u.smg 

_
scv�ral methods. Ir _we �se shooting methods, we call the method q

_
uas1hnca�1zat10�. If  we use finite differences, we get the same results as ir finite 

difference IS applied to
_
Eq. (4-380) and the Newton-Raphson method is used to 

solve the res� ltLng nonhnea
_
r algebraic equations. U we use or1hogonal collocation, 

the method IS the s�me as if orthogonal collocation is applied to Eq. (4-380) and 
Newton-Raphson is us�� to �olve the nonlinear algebraic equations. One new 
result appears from quas1hneanzation : the iterations converge for all y(x) if 

(4-383J 

or if the reverse inequality holds everywhere. Further details are available in ihe 
book by Lee ( 1 966). This result does provide a convergence theorem for finite 
difference, collocation. or finite element methods ; the Newton-Raphson method 
converges provided Eq. (4-310) is satisfied. 

4-13 COMPARISON 

The previous sections introduce a variety of methods for solving two-point 
boundary-value problems. While the advantages of each method are mentioned as 
it is introduced l l  is instructive to discuss all the methods together now that the 
details of solution arc understood. We do that in the context of three problems: 
heat conduction in a slab, diffusion and reaction in a catalyst pellet, and 
viscoelastic fluid flow in a pipe. 

Many of the numeric:i l  methods-orthogonal collocation OC, finite difference 
FD, orthogonal collocation on finite elements OCFE, and Galerkin finite elements 
method G FEM differ in the method of approximating the solution and 1he 
principle generating lhe governing equations. To compare these methods we need 
to summarize the known information about errors, storage requirements, and 
work required to set up and solve the problems. . 

An important consideration is how the error decreases as �ore pomls �� 
unknowns arc added to the approximation. I nformation for 1he vanous me1hods is 
given in Table 4- 1 1 .  The error estimates give the principle term in the expression 

(4-384) 

The mean square error is defined as 

l lc -t·e,11 = tl I (t·- c0)2x�- L ,/x (4-385) 
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The constants arc different for each method. For each method the error estimate is 

actually 
Error < K6.xm•n(k,ml 

(4-386) 

where the power k de�nds on properti.es �f the ex�ct solution. If the exact solution 
is highly continuous (11 has many derivatives which are bounded), k is large and 
the error bounds i� T�ble 4- 1 1  appl�. I f  the exact solution is not highly continuous 
(perhaps first denva11ves are continuous, but second derivatives are not), the 
power k overrules the error bounds listed in Table 4- 1 1 .  We speak of the rate of 
convergence of the errors as the number of terms or elements increases. The rate of 
convergence is fixed by the power of 6.x in Eq. (4-386). For a case with low k (i.e. 
ihe solution does not have many continuous derivatives) the rate of convergence of 
all methods is essentially the same. Then the preferred method is determined by the 
work requirements, as discussed below. For a case with large k the rate of 
convergence of each method is different : finite difference methods converge as 6.."(z, 

finite element methods with cubic polynomials converge as 6.x4, and so forth. 
To compare the methods we assume that an orthogonal collocation solution 

with three internal collocation points gives the same accuracy as a ten-term finite 
difference solution. The finite element methods are then scaled to have the number 
of elements that give the same error using Table 4- 1 1 .  Results are listed in Table 
4-12 under low accuracy. The number of elements needed for each method 
decreases as the degree of th� polynomial increases. This is because each element of 
a high-order method has more parameters than each element of a low-order 
method. Most of the finite clement methods need about ten terms under this 
assumption, with high-order orthogonal collocation on finite elements being the 
exception needing only se\cn. 

Now suppose we wish ;o improve the accuracy. If we increase the number ol 
interior collocation poinb in orthogonal collocation from 3 to 5. the error 
decreases by a factor of 5�/3 1 = 1 1 6. The number of elements for each of the other 
methods is then increased to improve the error 1 1 6 times, giving the number ol 

Table 4-12 Number of lerms required for similar accuracy 

Method 

oc NCO/. = 3 
OCFE H, NP = 4 Nii = 3 
0CFE L, N P = 4 Nii = 3 
GFEM 2 NI:: = 5 
GFEM I Nii = IO >D 

Nii = IO 

���������� 
Luw ucc11racy 

O[!Crution 

N'I count• 

J7 
J6 

10 1 1 2  
80 
SS 
SS 

NCO/. = 4 

N E = 10 
NE = 10 
Nt; = 22 
NE = 108 
NF. = 108 

Op.:ranon 

NT cuunt• 
-----

67 
" 120 
Ji 373 
" 160 

109 "' 
109 "' 

• Nurnbi:r of rnull1phc;1 lmn� tn perform one LU d�oeompos111on ;md unc furc-und-;ifl swc.:p. 
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. 4- I Z Over JOO grid points are needed for finite difference 
elements l�sted 1_n Tableent �ith linear polynomials: Twenty-two elements suffice 
or Galerk1_n lini_tc element with quadratic polynomials. and only ten elements are 
for Galerkin finit� cl�7'ocation method on fini te element.s. The fewe�t number of 
needed_ for a cubic ; the high-order method. using cubic polynomials on finite 
terms 1s needed ro e\•en fewer terms are required for_ global o_rthogonal collo­
elc�ents. _or cou�. 

h-dcgrcc polynomial over the cnurc �amain. This example 
ca_llon. using ono�nt �hat high-order methods converge rapidly a�d re�uire fewer 
�:;:�

r
ro; �

h
;i�en error than do low-orde� methods. such as fimte ddference or 

finite element methods :·"�1���1�:���o�:�::��·k is required to solve the problem? 

E�cc:�ef:r
c
���

u
�;;��:lt(problcms. or those solved thousands of t imes. the work �  

not a significant foctor. given present-day computer speeds and co�ts .. It 15 
worthwhile to discus� the work requirements. though. bc�ause they are s1gn1ficant 
for parabolic di!Terentia! equations. which �re tre�tcd ITI. Chaple� 5. an� th� 
work requircmcnb arc directly related to ordinary d_11Tercnt1al equauons. Likewise. 
the storage requirements arc modest for onc-d1mcnswna l pr?blems. 

first we consider the work needed to solve one lleratton once the matrix is 
available. The work is rnmputcd by counting thc number of muh iplicat ions and 
dmsion�. sim.:c these operat1om arc usually the ... lower ones on a computtr 
compared with addition and subtraction. The opi:ration C('Unts are given in Table 
4- 1 1 .  as obtained from Eqs. (4-257), (4-273 ). and 14-306,. \Ve notice that the work 
rcquiremcnb mcrcase with element size m lhc rc\cr ... e urder as the error. For a 
giwn number of element� or grid points the lov.·-ordcr methods I finite difference. 
Galerkin wuh linear po lynomiab l  require fe\l.·cr operations. but many more 
elemcn_t� may be rc4uired by the low-order mcthtids. For cq ui \'alent accuracy the 
operation co�nts. arc listed in Table 4- 1 2. We scc that high-order methods require fewer mult1phcations and divi�ions. because the number of dcments needed is very much les� than the number needed by low-order mcthods. The rapid rate of 
����:!��eo��:��1�:7�1��;1

�:;
c
:���ods overshadows the slow increase in work as 

re4u�::
n��t�

e
:�1�1�

11
�ce

t
�cd to se_t �p the m;1tri � can he e\ aluate<l by the work 

mformation sur.:h a� hstc�
e 
i 
ter�s 1.� the matrix. Here . we assume �hat the 

calculation of th 
. , . 11 Tables 4-4, 4-fl, and 4-8 1s anulable, sin1.-e the 

done once. We 
;;:;1e���� 1�

11�
nly a small �rt

. 
of the total pro�rnm and is .o�ly 

terms as listed in T bl 4 13 
. Y th_e operations needed to obtm� the remaining 

to obtain _ _ an estima�.o� tl�c t��a�
r
w��:rcnt problems we can combine these r�ults 

Co�suler the typical dillu .· · . 
collocation solution with thr�

o
� 

fl.!a:iion prnbl_em wi1h t he following choices. _A 
�ecuracy to a finite difference sol�t

t_ernal _ collo�at1on points is often equivalent in 
m Orthogonal collocation . d 

ion _wnh IO '?tervals or 1 1  nodes. Take NP "' 4 
other methods we choose al�c " 

"". 10 ID the finite difference method. Then for l� 
about ten. For orthogonal con!::r�meters s�ch that the number of unknow� 15 and three elements. For G l k. 

1 10� on finne elements we use cubic polynonuals a er in finne elements with linear polynomials we use 



!i 

Table �IJ Operation counts 10 formulaic problem 

halu.uc .u al1 1m:Jcd romt' 
Me1hod ,\'T , .  Rt< i•t (< ): I<. I� 

oc .\'P 0 m 1 ( .\ /' - 2 1  .\ I" _,. ,,: 
OCFE-H 2.\"£ + 2  2.\"P .\'E 2mv\' t  2 \ 1' .\'/: .\'l'Cl\' E + l l  o 
OCFE-L 1SP - l 1f\"£ + l  O m ,.w:c\' P - 2 1  .\'l' · .\'T 

GFEM-2 2.\"E + I  3.\'Q - .\"E m , .\'Q .\"E 

GFEM-2 Interpolate Dtcl and R(cl 
GFEM- 1 NE + l  2.'>Q - ."'f. m , !\"Q .'•i E  
GFEM-1 Interpolate D(c)and Rk l  

0 

• At collo.;ation poml> or Gauss· poml> 
t Talr.ci; m, opcrauom; 10 find R J',l•·en , 
! Al gnd po1nb or collocauon points 

m , (11 - l l  

3.\'7 �NT 

.\'1 
11 + I 2\1H l )  

"-'·alll'1tcequalionst! 

dd:, �: ( D :� r Rk)tt 

NP(S P - 2 + m, )  m,(NP - 2 )  
2NE(NP + 4 + nr, 2nr,NE 

+ nr, )  
2NP · NE(NP - 2 )  m1 f\"E(NP - 2 l  

+m1NT 
NE · NQ O + m : I  
N£{2m, + \l ) +m, 
NE · NQ!2 + m , I  
N£tm, + 4 l + m, 
11(m1 + 3 1 + m, - 3  

NE · .'liQ(m, + 3 1  
.\"£(�, + \l ) + m ,  
NE .'VQtm, + 2 1  
,\'£\m1 + 4 ) + m ,  
m,111 - I J  

u Taki:!> m, operations to find D ((!•·en <. m ,  10 find JD ·Jc J',ll'cn "- E1·aluatc al collocauon porn!>. grid roin1s. or "'ilh nodal \\'c1ght1nll run�tion. 

ttTo find the term involm11l RI< I m  1:.q _ (4-)21 � a••ummg ,. LS kno\\·n hut mdudmJ! 1hc c•·a]uat1on of R 

!! All opcrauon• 1ndcpcnden1 of the wlut1on' arc rcrformcd once and 1hc rc>uh> arc stored Thi;,.c '1po:ri11ion> all' 001 m�ludcd 
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Taltle 4--14 Simplification ofTable 4-IJ. Operation counts for 1111 = 1 5. 1112 = 4. 1113 = 4 

Evaluate equations Solve one iteration• 

f•alua1c a1 nreded points 

f(o5�) R(c) 
Set up Solve one 

Rf<" ) , .. R!rl & c  problem 

OC.A'P = 4  4 0 J O 16 1 6  24 JO JO " 
OCFE-H.cubic . .  'l.·E = 3 8 24 90 24 40 96 90 1 1 4 45 255 
OCFE-L cubi1;. l•.'£ = J  I O  0 90 40 40 '" 90 90 106 284 

GFEM-2. l\'E = 5 . 
. r...'Q = J  I I  45 225 33 33 105 270 3 1 5  8 1  501 

GFEM-2 . •  I\·£ = 5. 
NQ = 3 lmerpofate D!< ! imd Rf• ) 89 1 1 0  2 1 0  8 1  380 

GFEM- 1 . /\'£ = 10 I I  60 450 I I  I HLI 5 1 0  570 51 '°I 
GFEM - 1 . !VE = J O lnterpolate D(<- J and R(< J 84 205 205 5 1  340 
FD.n = 10 I I  0 1 3 5  I I  2 2  7 1  1 3 5  1 3 5  5 1  256 

*Set up problem: �olle one iteration 
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ten clements while for quadr�ti� polynomials we use five elements. In the Galerkin 
method three quadratu�e pomts per element arc usi::d to evaluate the integrals. It is 
assumed that the reaction rate 

_
can be evaluated with 15 multiplications once c is 

known, ":here the number 15 mcludes _sev�ral multiplications for evaluatin lhe 
exponcnual. "!"C. aJ�o assu�e that the d11Tus1vity, which depends on c. is eval!atcd 
in four mult1phc_at1o�s, given c. and dD/dc requires four more multiplications. 
Table 4- 1 3  then s1mphfies to Table 4- 14. 

We sec using the above example that t�c or�hogonal collocation method is by 
far and away the _best met�od. The finite difference method and high-order 
orthogonal collocation on_ finne clement method are equivalent, and the Galerkin 
methods are not competitive due to the expensive quadratures for nonlinear 
problems. High-order orthogonal collocation on finne elements is better than the 
equ1vaJ:nt low-order method except for solving the equations. These general 
conclus1ons, based on many assumptions, seem to be confirmed by detailed 
computations for spccillc problems. 

The first example problem is heat conduction in a slab with a 1emperature· 
dependent thermal condui:tivity 

d [ ""] dx ( l + aO) Jx" = 0  

OIO) = O 0( 1 )  = I  

(4-387) 

This problem ha� bcc11 �ol ved by hand calculation for several melhod�. The author 
round that the Method or Weighted Residuals was easy to apply in 1he firs! 
approximalion and ga\c reasonable results. The accuracy was unknown. howe\er, 
>O that higher approximations were needed to deduce the accuracy. These were 
complicated to set up and laborious to solve by hand. The finite differcm.-e me1hod 
was easier to set up but also laborious to solve for several lerms. which 
un[ortunatcly were needed. The perturbation method was easy to apply in the first 
approximation, but the results were limited to low values of 11. Even the Keond 
approximation gave inaccurate results for u = I . Higher approximations were 
laborious to find. It was found that the orthogonal collocauon method ga\e very 
accurate results, that a few terms suftk-ed, it was easy to set up, and II wa� e41sy to 
solve, since only a fow terms were needed. Indeed. using N = 2 gave only a 2 )( 2 
matrix to invert at each iteration and the fluxes agreed to within 0 . .\ per�-ent or 
each other and were within 0.7 percent of the exact solution. By �-ontrast, straight 
collocation wi1h uniform distribuuon of collocation points and two terms {1.e. the 
same degree polynomial) only gave an uccurncy of 5 pen.-en1. The linite differem .. -e 
method with two interior nodes {i.e. the same degrees of freedom and the same 
work to solve) gave the fluxes at the two sides within 5 pen.-ent or each other and 
t�e average flux was withm 5 percent or the exact solution. _A summary �f results 
given in Table 4· 1 5  suggests that the orthogonal collocation method is a very 
powerful one. 

There are problems, however, for which the orthogonal collocation metho_d �s 
not suitable, and this prompts introduction of the finite element methods. This is 
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solution to heal cenduclion F.q. (4-387) 
T11ble � I S Approxlrnal� � -==--------- Finite Or�.hogonal 

Momcnls dilfcrcntc colloauion 

N - 2  .. ... 2 11 = ]  N =  I /\' = 2 ""' N • I 

""' 0. 1 16 0. 1 24 0. 1 29 0.142 ., .. 
01 " ' "  

0.332 0.291 0.3 1 1  0.309 D.331 •m 
0.25 0.31 3 

., .. O.S8 1 0.573 0.579 0.593 "'" " ""' 

.... 0.791 0.799 .... 0.809 ... , '" o.SU 0.916 0.920 0929 0.925 .,,. .... 0.925 .. ' ·""' 1 .325 1 .387 1 . 3 1 7 1.488 I . .. .. , 1 .333 
I."" 1.351 IAS9 1.367 , .,, I ... 1 .:m 20"( 1 )  1.333 ' ·""' 1 .338 1 .423 1.339 1.490 '·"" Averagc ftu� 

illustrated by reference to the problem of diffusion and reaction in a pellet with a 
ftrs1-order, irreversible reaction � - t/J1c = 0  (4-38!) 

� (0) - 0  c( l ) - 1 

Results ror the effectiveness factor as a runction of the number of terms are given iD 
Fig. 4-S for various values of r;. When 4> is large (say 30). the solution is very steeP (see Fig. �c) and many terms (N = 6) are necessary to achieve a I percenl 
accuracy. When 4> is small (say 3). the solution is well approximated by 1 quadralic polynomial and only two terms are needed ror I percent accuracY· wherea� six terms give accuracy greater than 10 - 1 1  percent. Thus we are led to the 
�nclus1on that the orthogonal collocation method is most suitable for pro� with smooth solu1ions and becomes less suitable if the solution has steep gradjenlS. We then need finite elements or finite differences. . �ne of the advantages of the orthogonal collocation method is that if � :!�'7:

e 
i��ymmetri� (a function or x2 and not of x alone) this fact can be� 

unknowns. 1� t�nction thereby r�ucing by a factor or .two the nurabel'111 lhe center A 1 ot�r m_ethods this cannot be done, except m the first e(enlCP · n a terna11ve IS to transform the differential equation using 
(4-3891 

Doing this gives 
.. = x2 

� 5x(xa- i �) = 4u� + 2a� (4-)90) 
If the prob! . tlx d112 d11 . iS 
automatk:all�11

15
1::� .00 �O :Iii; ." «ii; I, rather than O <; x <: I, the. sol

�llO"' ric aunc11on of x2• The dill'ercntial equa11on 
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singulnr. since the cocnicicnt of t he highest derivative is zero at u = o. This type of 
transformation has not b

_
cen perform� for the solutions given below. 

The next prob�cm is for a ?omsothermal reaction and provides a usefol 
comparison of the d1ffcrent numerical methods. Let us consider 

__!__ �(/'2�) = q,2R(c) = ,i.2c· e;·-;-.T 
1·2 dr dr 'I' 

1k 
T = I + fl - /J,· (4-39 1 )  

;r,: (0) = 0 c( l ) = I 
/l = 0.3 ;· = 1 8 r/J = 0.5 

We first examine the nonlinearity to see how severe it is. The needed quantity is 

r!!_ = ¢2 e; -;·.'T ( 1 - !!J!:.) (4-392) de T2 
and this ranges from - 2.8 to 1 6 as c ranges from zero to one. Clearly this is not a 
large variation. We know that the solution also depends on ef>. For small q, the 
solution is a smoothly varying function, such as the one represented for tJi = 0. 1 in 

J O 

N logN Fliuu4-24 f.m.>r 111 bou111laryHux 
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Fig. 4-4c. Ir we limit consideration to 0.9 <S;; c <S;; L? then the �ate derivative obeys 
_2.2 < dR/dc < - I . I .  In that case the �roble?1 1s even eas1�r. Results obtained 
with finite difference (equally spaced gnd

. 
pomts), collocat1�n �equally spaced 

collocation points), and orthogonal collocat10� are 
_
presen�ed 1n Fig. 4-24. Oearly 

the best results are for orthCJgon.al c��ocation sin� �1th only �ne term lhe 
accuracy in the effectiveness factor is lO 

-
�rcent, which 1s only achieved with the 

finite difference method for 11 = IO. In ad�1t10n, th� ort.hogonal collocation results 
can be derived on a hand calculator, while the finite d1ITerence method requires a 
computer. We also see in Fig. 4-24 the importance of using lhe collocation points 
from the orthogonal polynomials, since equispaced collocation points degrade the 
accuracy from one to six orders of magnitude. 

The finite difference and orthogonal �ollocation on �nite elements llSing 
lagrangian polynomials give results plotted m Fig. 4-25 to display the decrease in 
error as the number of elements is increased. By the error estimates listed in Table 
4- 1 1  the slope of the curve should have the values - 2. -4, and -6 ; as they do. 
The most accurate solutions with N = 5 arc reaching the machine accuracy for 
single precision arithmetic on a CDC computer which keeps 1 5  digits. 

The final choice of method, of course, depends on the accuracy achieved for a 
given computation lime. Rc�ults of th1s type are shown in Fig. 4-26. The successive 
substitution method was used for the finite difference and orthogonal collocation 
on finite clement methods. while the Newton Raphson method was used for 

-2 

- \O 

- 1 2 

F1ni1e differencc Slopc - 2 
)( __ )( __ )(_)( 

�Slop• -4.0S · 
<:,: � ............. Slopc -6.4 a N • S  -..........., 

- 1 • ;;-
.

---:----�---'--
.

--'--
,

_J NE 1'11uR"4-25 Error m boundarytieat ftu� llS •  
fun�tion o f  the nurnbc1 o f  elements.. 
Or1hu8onol coll1x:auon onfimtc eklllC'nts.. 
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• oc o OCFE, N =- 2 
-2 .a. OCFE, N c J  

le D 0CFE. N = S  1 03  
\, x FD 

I% \�"'IC • Extrapolation to •, ""x-- obtain .1.1.xl tran· 

� �: \ ·-�--�-- �:��::�' i _ ,. "\ ·� , 

0. 1 % 

0.01 % 

- 1 2  

- 1 4  

- 1 6  ·\. 
0. 1 0.2 

CPU, sec 

Figure4-U. Error in boundury nu� u� a func11onofcomp11tationhmc. 

orthogonal collocation. For a given computation time the error is largest for finite 
difference, smaller for orthogonal collocation on finite elements, and very much 
smaller for orthogonal collocation. Clearly for problems of this type the ortho­
gonal collocation method is the best. 
. We next turn to a problem whose solution has a steep gradient. The problem 
is for a nonisothermal reaction in a catalyst pellet with external resistances 

_!_ � (,.2 '!.:.) = R(c) == ¢2ce;· - 1, 1  
1·2 dr cir 

i!.:_ (0) = 0  _ '!.:. ( l ) = Bi..,(c( l ) - 1 ) di' clr 
T(r) == I +/k( l ) + /W[ l - c·( l )] -/k(r) 

(4-393) 

'!'e examine the case with parameters fl = 0.02, l' = 20, Bio:' == 2_50, Bi = 5, � == 50, 
and ¢ = 14.44. We first examine the strength of the nonhnearity. Evaluauon for 
c = c( I ) = I and T = I gives dR/tk = - 1 . 10, while for (· = 0. c(l ) =  I, a_

nd 
'f = 1 .3 gives 1 5.92. Results below show that c·( l )  = 0. 1 6 so that T( l )  = 1.84. With 
these results we get dR/dc == J .89 x JO" at the boundary r = I ,  a�d dR/dt· "".' l .96 x 106 at the center where c(O) = o and T(O) = 1.8432. Clearly this problem is 
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8 difficult one. we have •_
1Jready discussed in Sec. 4_--7 that. ort

_
hogonal collocation 

needs at least 40 terms JUSI to have one co�locat1on pomt m the region wher ('(x ) > O. and so for this_
problcm we need fimte element�. We apply two element: 

with the solution (" = O m  one element and a parabola m the other one and Ii 
[sec Eqs. (4-282) to (4-29 1 )) that the sepa�at�on between t�c elements is :� 
r = l - /1 and h = 0.00275. Thus we know a pnon that the solution is contained . 
a small region near th� bou_ndary. A finite �ilfc�ence method or finite elcme�� 
method with uniform gnd p�mts or �lements 1� go1�g to require a large number of 
ihem (700). We can use the mfo�ma�1on contam�d m the simple solution, though 
to locate the elements. The solutmn IS presented m Sec. 4-9 when the elements ' 
placed at xi•• =  0, 0.5,.0._997, 0.998, .0.999, and 1 .0. �a

_
rey and Finlaysonl contin:� 

the solution by exammmg the res�dual �fter obt�mmg the solution. The residua\ 
was, of course, zero at the collocat1on pomts, but 11 was nonzero in between. Some 
regions of space had a larger residual. The elements that had the five largest 

10� 

' ] 10·6 

10-10:-1 --t-�����',-l O:C---"-_,o-�--'40� 
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rt.-Sidmils w�rc su�divid�d, and the calcula�ions repeated with five more 
This pn1ccss wns

. 
contm.ucd'. and the r�1dual gradually decreased. T

��ments. 
dL'l:�aSt..J. too. as :shown m Fig. 4-27. In this fashion the elements can be loca���ors 

liptiinum :1�vantage. Let us compare the rates of convergence with the re . 
to 

.,ncs for umform
,
eleme�ts. �or N = 2 �e get -4 as expected. For N = )�n;1�1:� 

get - 12  and - -?· which arc n_iuch higher than the expected values of _ 6  d 
_ \0. Thus for th�s probler:i fim�e elements or finite differences are required ":ut 
e,en so the J�cauon of gri� pomts and elements must be specified. Use 0f the 
residual_ 

provides an e1Tect1:e n:ieans for doing that in this case. Onhogonal 
collocauon (global pol�nom1al) •.s complelely ineffective in solving this problem 
but orthogonal co\locat1on on finite elements is quite useful. 

' 

for the fi�al example w� turn to a problem not yet treated: flow or a non­
newtonian fluid through a p1�e or between two plates. Under the assumplion or 
fully developed flow the equa\ions are 

I ,/ ( _ ,  d") 
;:a=T dr JJr" Jr + b === O 

b === ApR2 
µL 

d" 
J,= (0) = 0 11( 1 )  = 0 

(4-394) 

where R is the radius of the pipe or half the distance between the two plates, and 

!J.p/L is the pressure drop per unit length, which is a constant. The equation is written 

so that b is positive. and µ is some characteristic viscosity. The 'I is the viscosity, 

which can depend on the velocity gradient. The goal is to compute the average 

velocity as a function of the pressure drop or b. We integrate Eq. (3-394) once to 

obtain 
(4-395) 

where the constant of integration is set to zero to satisfy the boundary condition at 

r = 0. We thus need to solve 
tfo b 'l(j,� === - ,;r  

when u( J )  = 0 and calculate the average velocity 

(u) = a J: u(r)r" - 1 dr 

The viscosity function can take several forms and here we use 

(4-396) 

(4-3971 

(4-398 



Shear rate, "( 

figpre4-18 Apparen\\'iscositybased on Eq. (4-398) 

Both i.0 and 11 are constants characteristic of a materia l ;  different polymers hav£ 

different values of the constants. The viscosity function is displayed in Fig. 4-28 for 
several choices. For small du/dr = y the viscosity is constant and we have a 
newtonian fluid. For large du/dr the viscosity approaches 

tj = l�\n - 1  J_( l �111/2 (4-399) 

and we have a power-Jaw fluid. The same is true for small and large A.. which is a 
?aram�ter �haracterizing the elasticity of the material. The case A = 0 gives an 
melas�ic fluid and large i. represents an elastic fluid. 

If w
;•

i
��;

t
e
t
�:am�:e Eq. �4-3?6) to see if the solution is a symmetric function ofr. 

method breaks �ow 
er series and .auempt to equate like powers or r, we find 1he 

(n == I , - I ) 
all the o

�
d
except for mtegral values of 11. For certain or these values 

only symmetric soluti:n
o
s
wers of ,. drop out: Fo

_r other values of 11 we as�ume t�at 
because the velocity at one 

a;.e .need�d, which 1s reasonable for fl.ow m a P1� 
other side of the center 

r adius r is the same as at the same radius - r �n th 

problem me. We try the transformation = = r2 to obtain the 

Next we write Eq. (4-396) as 
(4-4001 

11(ilY =  - � r (4-400 
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This is just an al�e�raic equation in the shea_
r rate "j. for any r we can solve the 

equiition to obtmn )' at that .'· We then have 'l' = du/dr as a function of r, callin it 
;:(r� Next we solve the equation 

g 

"" 
dr = j(r) u(l ) = O  (�2) 

This solution m.ethod mean� that t�e nonlinear part of the problem has been 
isolated into a single algebraic equation, Eq. (4-401 ), that is to be solved several 
times for different r. The differential equation part of the problem is now linear­
Eq. (4-402)-a�d can be sol�ed wit�out iterati

_on. Thus the method takes the large 
system of nonlinear algebraic equations resulting from solving Eq. (4-394) directly 
by any numerical method and resolves them into the same number of nonlinear 
algebraic equations, each of which has only one unknown plus a set of linear 
equations. This greatly reduces the computation time necessary to solve the system 
because the matrix to be inverted need be inverted only once rather than once each 
iteration . ., Unfortunately, the transformed Eq. (4-400) does not admit this easy 
solution method (•1 depends on .jZ(du/Jz)), so that transformation is not used 
here. 

The limiting behavior is useful to obtain before deriving numerical solutions. 
When ;_ = O we have a newtonian fluid. Then the problem is linear and an analytic 
solution exists. When ;_ = 0 the problem reduces to 

d_!!_ = - � r 
d' a 

11 = � (1 - r2) 

b 
(u) = a(a+ 2) 

(4-403) 

The velocity profile is a parabola and so orthogonal collocation with N = I would 
give the exact solution. When ). - oo or 'l' ..... oo the problem reduces to 

Which has the solution 

� 1rr- 1r = - �r 

( h )l/n U 
( I

- (n+ l l•l ) 11 =  (,). ;;+) r 

(4-404) 

(4-405) 

(11) = (�}'
"
,� 

(4-4
�

) 

This is the solution for a power-law fluid. If 11 is smal� (II; 
O) :�: :�����:;1��: 

a high-order polynomial in r, and is nearly consurnt in 1 e en 1 
• Thi• Ml1ut111n !)focedurc wusfirs1su1111c•tcd to ,hcauihorb�Thoni11SPllllC1l· 
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car r = I. The profile is qu1t_e Hat, ��d mahy terms would 
;i small boundary layer �  

usin orthogonal collocat1on. Finite e�ements or finite 
bl! needed to solve for it 

f f We now apply each of the numerical methods. 
differences would then b� us� u ·

lied to Eq. (4-402) gives the equations 
Orthogonal collocation app 

"f.I A;,u, :: ;:(r) j = i, . . . •  N 
1 -' I  (4-407) 

llN + I == 0 

N 1�1 A,,u; = /:(r1 ) 
or simply 

j = I . .. , N (4-408] 

The average velocity is given by 
N 

(11) == a  1�1 W;11; (4-409] 

This method is easy to apply for small N. For example N = 2 is easily done on a 
hand calculator. I t is expected to be a good method for small and intermediate 
values ofh or i .. 

The finite difference and finite element methods are all applied with a uniform 
grid or clement spacing. All methods give equations of the form 

AAu = f 

w_here the matrix AA has a different structure for different methods. For the finite difference method the equations are 

I 0 j < i - t  

I 
- 2a; j ==  i - 1 

AA,1 = O j = i (4-4101 

j !l, j = i + I 

j >  i + I 

For the first node t . f, = l'(r, ) (4-4 1 0  

cannot introduce a ����1.1�;1 10;. 
must be modified to retain the ,:ix2 accuracy. We ��ri;°se �1 r "' 0. There is �: �y because we do not have an additional equation 

a
1
o����i���equ�tio�, �o thm we ��nnn�atrr condition to be applied there, only a 

the equatio
::nvat111e at r ,,, o, Eq. (4•48

ntr
�
d-�ce a new unknown. Instead we u� 

combine th
· · T� prevent having t 

) . . his destroys the tridiagonal m1ture 0 
tridiagonal :, 

first two equations i
: �od

h
iry the matrix solution technique we · ructure. This is l ike d �

uc a way to make them both fit the 
omg an LU decomposition in reverse, 10 
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tlnnin:Jtl• tht .-1 1 .1 ter�I� using the A 2.1 term. Finally, the equation at the last node is 
thl' tit1und:1r)" Clllld1t1on 11:'''/ = 0. To calculate the average velocity we use 
Sinip.�l111·s rule when l hc pomts arc equally spaced, and the trapezoid rule ir they ;m.· m1t. . The 111e1ho� of 

_
orthogonal c�llocat1on on finite elements gives equations of tht form shown m Fig. 4- 1 3. but with Eq. (4-267) replaced by 

The average velocity is 

I NP 
I-

L AIJllJ = i(r;) 
lk 1 � 1  

NE. NP (11) = a  L li1 L W1uJrj- 1 l � J  J � I  

(4-41 2) 

(4-4 1 3 )  

With Hermite polynomials we get equations in t h e  form of Fig. 4- 1 9  with Eq. 
[4-301 )  replaced by 

(4-414) 

The same formula applies for the average velocity. 
The Galerkin methods give equations of tridiagonal (linear trial functions) or 

,lock diagonal (quadratic trial functions) form. The terms replacing Eq. (4-325) 

A'" = [ J N (11) �1!'!..!_ l.a 1 d11 JI J0 1 tlu 

F'j = 6.x,. r /;(r)N J(ll) tlu 

fhe average velocity is given by 

(11) = t1 � 11'j r N1(u)1·a - 1 d11 

(4-41 5 )  

(4-416 )  

(4-4 17 )  

We apply each of these methods to the problem wi th  /J changing from a small 
�umber (where the nuid is essentially newtonian )  to 11 large number {where 
it i� esscntiully a power-law fluid). We do this for parameters typical of low­
density polyethylene (;. = 1 0.5, 11 = 0.44, JI = J . 1  x 1 05 g/cm/sec, R "." I cm, a�d 
L "" 46.9 cm). The Jlow curve is shown in Fig. 4-29. The correspondmg velocity 
pror

��r���;I�����;� til�e %�;j:�3��rtion of the compu1<1tion time is associated with 
the iterative solution of Eq. (4-401 ) for cuch node. The computation time and wo�k 
are mostly proportional to the number of nodes, so the results are presented m 
that ra�hion. The number of elements is proportionul to the number of nodes, so 
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we know the error curves should have slopes of - 2, - 3, or -4 dependin 

method chosen. First we consider a low ftow rate, for b = 0. 1 in planar g 
g on the 

This corresponds to a pressure drop of 7.5 lb/ini and a flow rate of0.034 c��:.c;:� 
10• r---r--,--.----r--�----
10' 

1o' 

lo' 

lo' 

lo' 

i 10' ' 
� � 1 0' 

lo' 

10-1 

10-1 

10-1 10-1 �0-1 1 o0•--'1 0.,..' --1-'o'-_Jlo' 

Fl111r�4-29 Pr�uurc drop vcr•u• 

l'ellilJ � drop 

How uuc curvc wi1h 11 .. 0.44 1mJ .<. "' 10.� 



1 111:111 ' "- 111\ 1 111  I I RI N i l ,\ !  I CJllAllONS hC l l l N l )AltV.V,\ l.l l!· l'llOlll.l·t.ts 161 

(l"ll /.> " 0  I .  1 0  x vdocily 

LOO 
x 

apparent shear rate at the wall for a ncwtonian fluid is 'iM' = 3(L')/R. and here 
i'. "' 0.6sec 1 . The error in average velocity is plotted in Fig. 4-3 1 :  the exact value is 0.033930 1 3. Orthogonal collocation gives the best results since it provides the 
best accur�q with the fewest unknowns. Using symmetric polynomials for a three­
term solutmn gives seven-digit accuracy. Such accuracy is achieved with the other methods only for much larger numbers of terms. Orthogonal collocation on finite elements with quartic polynomials needs two elements and nine terms. Orthogonal 
collocation on finite elements with cubic polynomials needs eight elements and 25 terms The Galerk in method using quadratic polynomials needs BO elements and 161 node<> while u�ing linear polynomials needs 250 terms, and the finite difference method need� 3 1 0  terms. Nclt we com1der a more �evere case with h = J O. This case corresponds to a �C\.�urc drop of 748_ lh/in1 and an apparent shear rate of 3,660sec · 1 , which is ?' 
f lgh end of po�s1ble �hear rates. The errors in average flow rate arc shown lfl ,,;flw 4-12 : lhc clact rc�ult is 1 95.8262. Here we get 0.08 pc�cent ncc�rucy usin� 
•ith �;·�:��:�t1;1:0���:n� 1�� c����r���h���;;� c�l

i
l:;�t������n���;�:��::: ••th 2 1 derncnh and 43 unkno�n� 1 he C.alerkin method usina lineur polynominls 
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with J I  c/emcnls and 32 unk nowns, and finilediffercncc with 50 unknown E this cusc lhe orihogona/ co/localion melhod proved very successful. 
s. Ven fo, 

1 0-4 
8 
6 

I Q ·S 

J Q-6 

8 

1 0 ·1 
8 

8 

0 oc . .o. 0C:FE, NP = 4 + GFEM, NP "" 3 
GFEM, NP = 2 o FD 

NT Vigqre 4-lJ Avi;ragi; v1;lnci1y error for Uiff1;r1;n1 1n1;1h0Us w11 h f> = 0. 1 
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I� 

NT l\.r,,.L)t A•c••gc •clomv c•rur for dilfcrcnl method� with I> � lO 



164 NONLINEAR ANALYSIS IN CH EMICA L  ENGINEERING 

smooth the orthogonal collo
cation ?1ethod is best, but .if s

teep gradie�ts occur 

then one of the finite differen
ce or finite element. met�ods 1s better. The high-order 

finite element methods are bes
t if high accuracy 1s desired. Any of the finite clement 

or finite difference methods are 
suitable for low accuracy. 

4-14  ADA PTIVE MESHES 

Successful solution of certain boundary-val
ue problems depends on using variable 

grid spacings and element si_zes, _and on _
the proper location of small elements. The 

reaction problem displayed m Fig. 4- 1 5  1s one such problem. There we use physical 

information about the solution to justify pulling sma
ll elements near the boundary 

x = I . In Sec. 4- 1 3 the use of the residual to locate elements is mentioned. Here 

three mathematical strategies for locating grids and elements
 are discussed. 

The first strategy, which is due to Pearson/' was applied to the finite difference 
methods. Suppose we have a solution at 11 points {c; } . We then calculate the 
maximum allowed difference in solution between grid points 

i)* = 0.01 (m�x {c,) - min {c, }) (4-418)  

The solution at successive grid points is compared to ,;* . When 
(4-419) 

grid points are inserted between x, and x; � 1 • The number of grid points is taken as 

Number = IS_�5f +...!! (4-420) 

The new set of grid points is called {x;} .  The locations are smoothed to avoid 
abrupt changes in x, by using the algorithm 

x; = !(x; _ 1 + x,. + 1 ) (4-421 ) 

�n turn, beginning with i = I . The final location of grid points is { xj } .  The problem 
1s then :olved again on this better grid. 
. It is �lea� that this method can be used for finite element methods also, by �ust subs_lllulmg the element nodes for the grid points. Thus we have a method of 
��������=:l!

o
��c�ting 

.
the grid 

.
points or elcm�nts. The only difficulty is that a 

order solution .
lion 

,
m�y .�0t .be very good, or ll may be difficult to 

obtain a low­

. \" d 
• so that It IS difficult to start the process. The technique has been app �

he
t�
e
����4�=� with go�d· results very simi_lar to those shown in 

Fig. 4-27.2 

that the residual is �e;: fof locati�g the ele!"'1ents ts based on the residual. We know 

p. 388) it is ossibl 
or the exact soluuon. For some problems (see Finlayson,J 

residual: sm�ll resi�u
'
:is
s1:� 

that 
.
the error i.n the s?lution is bounded by 

t�e 

principle for . 11 bl . ean small errors m the solution. We can use this 

approach zer� 
{'�? ems , locate the elements in order to make the residuals 

Finlayson 2 The v 
1t met�od has been applied to Eq. (4-393) by Carey and · a ues 0 £"1 at the ends of elements are compared to o•. The 



ORDINARY DlffERl:NTIAL EQUATIONS-BOUNDARY.VALUE PROBLEMS l6S 
nuniber of elements inserted in place of the one with lc. - c  ... i i > o• is taken as 

Number of elements = � 
o• (4-422) 

rounded to an integral �alue. �his !s t�e a�proach used to obtain the results in Fig. 
4-27. As can be seen, usmg a httle msight m.to the �hysical problem gives a hint to 

mall elements near x = I .  The calculation begms with element nodes at 0 0 5 �;, 0.998, 0.999, and 1 .0. The. problem is s?lved and the residual evalu�t�'. 
Additional elements are added. m elements with a large residual. The element 
locations are then smoothed usmg Eq. (4-421

_
). and the calculations are repeated 

with this new, larger problem. The procedure is repeated until the residual is small 
enough. The analyst may note that as the process proceeds the overall residual 
decreases. lending confidence in the results. 

The final method is based on work by Ascher, et al. 1 and Russell.7 For a 
second-order differential equation and orthogonal collocation on finite elements 
with cubic trial functions, the error in the solution u(x) is given in the ith element 
by 

(4-423) 

Jfwe know the fourth derivative of the exact solution we can choose .6.x so that the 
right-hand side is small in precisely the right place to make the solution meet our 
accuracy requirements. Unfortunately, we cannot even calculate the fourth 
derivative of the approximate solution since, with cubic polynomials, the fourth 

Thhd 
derivative 

i<x1+ 1 - x1 . 1 )  ! cx1+1 - x1l 
Pleir,.._ll Lincu approximu1ion 1o piecew1seconst11nt fonction ror crror esUmllUOn. 
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.

Ci 

. 

• , 

• is evaluate the third dcnvauvc m successive elements 

dcriv111iw is zero. So let 

I I dJ<.1 I_ ��� 
a,. = tJ.x: di? a, + 1 = !U!+ i d113 (4-424) 

xtend from x, 10 X; + 1 and call the (constant )
_
third derivative 

Let the ith element e 
h' d d rivative is a piecewise constant function, as shown in 

in
_ 
the element tt,. ;::i���e th�s function by the pie�wise linea� function as

_ sh_
own. 

Fig. 4-33: W:v�p�an be taken of this piecewise !mear. function, and this IS an 
One d�nv�:�

n 10 the fourth derivative. One valu� exists at the no�e x, and a 

�fJ:r��11m;ne at x,. .. ,. The average of these values 1s taken as the estimate of the 

fourth derivative 

!4> - ![� + a, .. , - a, J (4-425 llu II, - j(x, . , -x, _ , ) j(x, . , - x,) 
) 

Now we choose the element sizes so that the following error bounds are satisfied 

For the user-specified i:: 
(4-426) 

Russell has built a computer program COLSYS around this idea. In  this program 
the user needs to define the type of differential equation and provide a subroutine 
to evaluate the terms in the equation. The user specifies the desired tolerance i: and 
the program finds a solution that is correct to that t0lerance. After one solution the 
element sizes are readjusted to meet Eq. (4-426) and the problem is resolved. When 
Eq. (4-426) holds in every element the solution is complete. Such programs are the 
analog for boundary-value problems of the packages, such as GEAR and Runge­
Kutta, for initial-value problems. When they become more widely available and 
used, such packages will be employed routinely to solve two-point boundary-value 
problems of the type discussed in this chapter. 

STUDY QUESTIONS 

I .  Technical dctails 
a. Method of Weighted Residuals 
h. Finite difference method e. Orthogonal collocation �: ����-::::: ::

t
�:s::al collocat.ion on finite elements 

f. Galerkin finite cl:me��;���catmn �n fi.nite elements 
Y· Gaierk�n finite elements met��� us�ng lin�ar p�lynomials

. 2. Perturba1ton method 
using quadratic polynonua\s 

a. Regular 
h. Asymptotic 3. Solution of nonlinear al ebr· . . �· �u1:cessive substituti!n 

aic equations using '· ewton Raphson method 
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4 Convergence of ea�h method 
· ''· As the elem�nt size decrease to zero 
b. As �he �olut1on chan_

ges from a smooth one to one with steep gradients S. Variation m work required for each method as a function of 
a. Number of clements . 
b. Number of trial functions 

6_ Initial-value techniques--methods of integration to integrate to steady state 1_ Shooting methods 
a. How to apply them 
b. When to expect problems 

8. Interpolation between grid points, collocation points, or nodes using a. Finite difference method 
b. Collocation methods 
c. Galerkin finite clement methods 

9. Extrapolation techniques 
a. Finite difference method 
b. Finite element methods 

PROBLEMS 

\1'1hodsor Weigh1ed R�idual� 

1-1 Appl)' 1he Mel hod of We11lhtcd Residuals to the problem 
/}" = - l 

11(0) = 0  11( 1 ) = 0  
Oeducc a uial fonction by �i-�ummg a polynomial. Eq. (4·4). and appl)·ing th.: boundary condmon. 
:omp;irc Lo the exact �olutmn. 
1-2 tu) Apply a onc-icrm collo1:al1011 mc1hod al  , = ! 10 sol\c 11" = �. 11101 = ut l I = 0. Comparo IO ho na�1 �m1•1cr 

'_____J_ 01_ I 0.2 ___l_____oJ__ i o.• I ,, 
Uhl I �041��) T-�5�- I - 0. 1 092 I -0. 1 1 37  

th) Writi: Lhe l'quation� for a onc·term Galcrkin method. Whu1 d1flkult1� d u  yo11 see'! 
4-J �pply the Met hod of Weighted Residlluls 10 inlegral<' J.r,.•11 = 1. usmg lht' linear trial runcuon 
J "' Jo(Al - 1 )/AI + 1· , 1/Ar. Shuw tht lhc Galcrkm cntenon leud� lo 

and the collocation method lc11ds tu 

)"'i,"0 = hu +fr, 
Ji - !'? = !l1·0 + r, l 

:����u_e� or weighungs, when upphcd 104;, = fti·I �-om:spond 10 implicit me1hods; the colloo:uiion 
JUst thc trapeioid r11le 

0"1uicona1 co11oc.1ion � .. r;�ul11a1c the integrul I = J�f(.l')<h for f(x') "' I . ·''· .\'. und .\� ming ;�o quad!�'':'x�or;,�JI:!,�; 
J' �111 Bnd 2· Note 1.hut the results sho11ld be e�uc1 for f( . .:')  a polynomial 0 egrce - ' 0 � Using 1hc weights and quudru1urc poi Ills in Table 4-3 



-�L . .. o - 1� (1 ) "' 8t,.(d l ) - I] 
,, 

ror D1. = JOOand 
(d) / = c.4'' = 1 . 
1JrJ / = ri, 41i = l . 
(rl / " c1(l +:u")'. � " 20. 4' " n. 
C�lculatc the tfl'cctivcness factor. Compare 1hese resull� to the results ror N " 2 that \\ere soll"Cd 

m problem 2-4 The cquanon• there arc for W " I . and the quadrature \\eight� are W, " 0.1387779991. 

11'1 = 0.194555Jl42.and ll'i = 0. 
4-8 Dctcrmmc 1fthc followingC4.1uauon canhavc muluplesolution> 

� �(,:��� ) = ,f R(d r1 dr cir 
� >0) = 0 ('0 1 "'  l R (rl "' l

(/� ::.:i 
!��chr:�;�r�e::�����ra::::n�::�i�t�����:��!���d10��:�.�s(o';

nJ one of the reactants � 10 i • l " \ ' \ '' � \ 1 \ 10 100 100 � 

I 0 I 0 1 I IO 

:o
So
��

cp!oblcm4-7u�1ngth.c programOCRXN for N = I ,  6 

���c4'�:�1�;�
b
�::,:;.�':,::0�.8�0°�;��u\��1:���:�

m �CRX·�· ���· N = 6. Based on �Qur cst'.mat�s o[ 
>m.11l tJ>, \•uluc, Q[ </> i:\t\'IL1i:\nlUlt1plc ..ol11UOR$. Dnd 

Filllte Dillorei.;:t M•thod 
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.i.-I& S.>h C prC1blcms 4.)1,1 w 4-llc• usmg Lhc program FDRXN. Compare
. 
lo �ulls from problem 4-IO . 

.i.-l7 suti-<111ut:,;1�.�-c�2!�i�t:>I'���������::�� �;,�:�:,::,j,;J/��-�' �· - 1 m Taylor sencs in O. Show •he 
n:su11 1s lhc s...,; 

Pf1111rbllionMe1hod 

J.IB Dcn•c a pcrcurbalion solution to problcm 4-7h.Obtain 1hc 11 vcrsus tfJ curvc up to thc lfJ' tcrm 

�;�:�:: ��;i�;,:�1�1::�:�
.

1
,�ov�;��� l/J�.

c���: :���r:�; !n:�1���1��n;:::i�::
.
mn versus position for 

.1--!9 Problcrn 4- l 8 bu1 for rcac11on rn1c m problcm 4-7, 

J.!0 0crl''C Eq. (4-66i 

Qrt�l Collocarion on Finite Element� 

J.ll Apply the method to problem 4- 1 usmg Lwo clements and Jagrangian as well as Hermite cubic 
pol)nornials . 
.f.12 Apply Eqs. (4-289) to (4-29 1 )  to problem 4-7 for �lanar gcomctry . . Construct the 'I versuio tfJ cune 
forla!lc t/J. Wri1e 1hc cqua1ion� for <I four-clement solullon with lagrangian cubic polynomials . 

.i-23 Wnle the equations for problem 4-7. pl:mar geometry and four elcmcnls using Hermite 
pol)·nomials . 
.i-24 Use the program OCFERXN to solve problem 4-7. Apply cxtrapola11on toehmques to the 
!lfa:111encss fac1or. with the origmal calculation� correct to O(Ax�) when cubic polynomials are used . 
.f.25 Apply orthogonal oollocal1C'n on finite clements wuh lagrang1an polynomials to iniual-valuc 
prob!mis of the form Jr',/1 = f ll  ). At the beginning or each clement the initial value .1· 1 is known. 
Colla<;ation 1s then apphcd al the rcmammg collocation pomts of 1he element and the sci or equations 
LS10h·ed for)\ ,1 . Th1s valucis used as thc m1tial valuefor 1he nex1 elemen1. 
"-26 Soh·c problcms4-811 10 4-8•' u•mg thc program OCFFRXN 

G11erkinFini1etlcmenb Me1hod 

4-17 Apply the Galcrkin method to prohlem 4- 1 OMng lincar clements. 
4-28 Apply the Galcrkin method to problem 4- 1 u'mg two quadram; elcmems. 4-29 Appl� thcGalerk1n fimtcclcmcm method to the problem m Fq. (4- 145)  with 11 = ! u,mg· 

la) Two hnear clement•. dcm·c an analytic ,olution. (I>) Wotelhe cquauon> for many lincar clcments 
lr) Writc thc equa11on•formany 4uadralic elcmcn1s. 

4-30 Solw thehcat transfcrprohlem in laycrcd •labs with hea1 gcncra11on in •omeof 1hem 

�� (k, ':,:") = Q, 

A. ,  = kl = A., = l 

Q , = Q., = Q, � O 

A.,  = A.· = 25 

Q, = Q. = 25 

u �;: !oi = o  -·:;� <� = 2 51 = 100 n.� � l.5) 
w��:::1:::��,:�n� m each domain wnhoul hcu1 gcncm1ion 1md two lineur elements 1n 1he do mu in& 

//for . dcrive L hcclcmcn1c'luuuon•undcompurc to E<1s. (4-320) und (4-J2 I ). 
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General 

4-l4 Consider the problem for axial conduction and di1Tus1on in a iubular reactor 

_L �i!__ _ �� - Rk, Tl = o 
Pc11 1fa2 dx 
k�;,� - � - fJR(c, T) = 0 

_ _!.__ '.!!'.. (o) = , (0) - 1  _ _!.__ �!._ (O) = T(0) - 1 
Pe11 dz Pc11 d:: 

� ( l ) = �� ( l ) = O  

(u) Wnte the orthogonal collocat1on equations ror NCOL = 3. 
(b) Write the cquauons ror the linite difference method, ten interior nodes 
(c) Write the equations for orthogonal collocation on linite clements with three elements and 

lagrangianeubicpolynom1als. 
(d) Wntc the equations for orthogonal collocation on fimtc clement> with Hermite polynomials. 

three elements 
fe) Write thecquallons for lhe Galcrkin method with linear tnal functions. ten elements. 
(/ ) Write the equations for the Galc1 kin method with quadrauc trial functions, fi\·e elements. 

4-35 Program and >olvconc of the me1hod' h>lcd in rrublcm 4-34 for thc c.1SC> 
(u) p = 0, Pe ., = l. R = ic• 
(b) p = -0.056, Pe11 = Pe., = 2. ;· = 17.6. R = 3.361 ,, .  · ,  1 
(c) P = -0.056, Pc11 = Pe., = %, ;• = 17.6, R = 3.81 7037ft" - 1 

4-36 Sol\·e Eq (4-394) for a nuid with \'Jscosity runction given by Eq. (4-398Hmd ;, = I, u = 0.5. Appl} 
one of the method> listed m problem 4-9 �md write down the cqui111on� to ho! solvcd 
4-37 Solve the equation� denvcd m rroblcm 4-36 for the cases b .,.  O. l .  I . 10. and 100. 

lnili11l-V11lue Prublrm� 

4-38 Consider the successive subs11tut1on method of solvmg Eq. (4-349). Usmg your knowledge ol s
��

·
��
y 
:
r
b
sysicms for m

.
tcgra

.
tmg d11Tcrcntii1I equations using 1hc Eulcr method. Eq. (4-35 1 ), what can Y 

1 
Y . out 1.he �Ile and sign ol the comtant /I m L:q. (4·.149)'? What d1flicuh1cs do }'OU see in 

����::n:11::�:;
c
t�����l;��::�c� ��:

e
;:1�� :��::::��:.:;ix) = 0 when the signs or the equations!. are 
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ile difl'ercnce methods are ueated by Keller'. 11 well as by 
fitl 

CitniRhRll. B., H. A. Luther, and J. 0. Wilkes: Applild Nunrrrlcal Me11rodJ., John Wiley A Sons, 
litC-- New York. 1969. 

1lte litter bOOk has computer programs for m1ny enainccrina problems, but oltcn they •re linear 

P"'�jon mc1hods are trealed by 
fellU�lhnlD• R. : per111rba1ion Technlqwn in Mt11hemalic:s. Phy5ic:J. and Engineaing, Hoh, Rincllan 

ind Winsion. New York, 1 964. 
Nayfeh. A. ff.: Pnl11�tion Mel�S. Jo�n "'.ilcy A Sons, Inc., New York, 1972, 

sod lheotdlOgollal c:ollocauon me�hod IS covered �n Chapter S by Finlayson I as well as in 
Villadsen. J., and M. L Michelsen : So/11tron of D!/ferenlial lqllllllon Modeb by l'ol}'llallllal 
A,,,roximotlon. Prentice-Hall, Englewood Cifl's, 1978. 

� is no book tre�ting �rthogonal collocation � Ii.nil� ele�IS, and books on Galerkin finite 
cJemclll methods are hsled 1n Chapter 6. The following review article deseribes the methods that are 
ivailablc ror solving i:ioundary-va�ue �blems, and nea�lr all the 

_
met.hods are included in this chapter. 

1be review does provide a convenumt hst or references g1v1ng appl1ca11ons and original papers. 
Aklas, A., and H. J. Stetler : "A Classification and Survey of Numerical Methods f'or Boundary. 
Value Problems in Ordinary Differential Equations," Int. J. N11111. Metlrods Eng., vol. 1 1 , pp. 
771-796. 1977. 

EJ;teasionsohhe idea introduced in problem 4-3 arc given by 
Hulme, B. L.:  MOne-S1ep Piecewise Polynomial Oalerkin Methods ror Initial-Value Problems." 
M11th. Comp .. vol. 26, pp. 4 1 5-426, 1 972. 

Tbe A(O) stability of both Galerkin and orthogonal collocation methods are deduced. 
Quasilinearization is treated in depth by 

Lee, E. S.: Q11115i/i1reari:atiw1 and lnvaria11t Imbeddin9, Academic Press, New York, 1968. 

REFERENCES 

I. Ascher, U., J. Christiansen. and R . D. Rossell: .. A Collocation Solver for Mixed-Order Systems ol 
Boundary-Value Problems, n Ma1l1. Comp., vol. 33, pp. 659-679, 1979. 

2. Carey, G. F., and B. A.  Finlayson: "Orthogonal Collocation on Finite Elements." Che111. lllfl. Sci .. 
vol. 30, pp. S87-S96, 197S. 

l Finla)'IOll, B. A.: The Me/had uf Weiflhled ResiJ1wls unJ Varia//oiwl Prindples, Academic Press. 
New York. 1972. 

4. Forsythe, G., and C. 8. Moler: Cumpw1er SolutiOll of L/11ear Algehrak S)'Stt'lllS. Prentice-Hall. 
Englcwood Clilf&, 1967. 

S. ��· H. B. : Nwmerirnl Me1111,J,, for Twu-Poi111 801111dary- Va/11e Prohlenu, Bl11isdell. New York, 

6. Pearson, C. F..: "On a Differential Equation or Boundary Llyer-Type,n J. Math. Ph,-s., vol. 47, PP. 
3Sl-3S8, 196H. 7· lusa11, R. D., and J. Christian11en:  .. Adaptive Mesh Selection Stralegies for Solving Boundary-Vlllue 

I. �blcms,".�A M �- N11m. Anal., vol. I S, pp. �-80, 1978. 
,. h. anki, D . .  Nonlinear Tramlformations of Diveraent 11nd Slowly Converaent Scqa.ences. J. Mai 

9 Plil';'-• V0!. 34, pp. 1 -42, 1955. ' Wein, P. B., and J. S. Hicks: "The BchRYior of Porous Catalyst P11r1icles in View of Jniemal Mau 
•nd Heat Diffusion Ell'ecl&," C!km. E.1111. Sci., vol. 17, pp. l6S-27S. 1962. 



CHA PTER 

FIVE 
PARABOLIC PARTIAL 

DIFFERENTIAL EQUATI ONS-

TIME AND ONE SPATIAL DIM ENSION 

Chapter 3 treats evolution problems beginning at some point in time and 
continuing indefinitely. Chapter 4 treats two-point boundary-value problems i11 
which the conditions at the far end influence the solution everywhere. Generally, 
evolution problems have time as the independent variable, and the two-poinl 
boundary-value problems have space as the independent variable. Here we 
combine lhe two problems and treat parabolic partial differential equa1ions. Now 
the independent variables are both time and space, and the problem is evol­
utionary in time and similar to two-point boundary-value problems in space. As a 
consequence the techniques or solution are combinations or those round in 
Chapters 3 and 4. We first present similarity methods. however, because if a 
similarity transrormation exists the analyst should always employ it. It reduces a 
problem having two independent variables to a problem having only one such 
variable, with rcsuhant savings in solution time and effort. 

S.I SIMILARITY TRANSFORMATION 

We now study dilTusion and reaction in a medium under transient conditions. The 
prototype problem is 

172 

,,,. ,, [ iii·] - = -- D (t· ) --- + R (1· )  c11 ilx 1i.v: (5- I J  
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c(x, 0) = li (x ) one inilial condition 

c·(O, I )  = g(t )  
c(oo, t )  = c'7; two boundary conditions 

15-2) 

15-3) 
15-4) 

We ask oursel
.
ves �f there is some

_
way the I and x coordinates can be combined so 

tha� �he soluuon is only a fu�ctlon o
_
f their c?mbination, not of time and space 

individua
_
lly. T�e a�swer to thts question �equ1res group theory (see Ames I ), and 

here we give a simplified method of answering the question following Ames. 2 
The simplified approach is to transform both the independent variables 1 and 

x and the dependent variable c lo see if the equation may be simplified. The 
boundary conditions must also simplify, and indeed the three conditions must 
collapse into two, since t he resulting equation will be second-order with only one 
independent variable. Only two boundary conditions are necessary to solve such a 
problem. The transformation we .try is 

15-5 ) 

where for the present the values of a, ix, (J, and r are parameters to be freely chosen. 
It is at this step that we have restricted the problem from the general realm of 
group theory; we will only answer the question of the similarity transformation for 
transformations of the type given in Eqs. (5-5). Putting these into Eq. (5-1 ) gives 

15-6) 

Group theory says a system is conformally invariant if it has the same form in the 
new variables. For this system to be conformally invariant the transformation 
must be independent of a. We then need 

r - o  �� 
ix - r = 2(1 - 1  or ix =  2(1 (5-8 ) 

When we have a general reaction rate term we see that the result still depends on a 
unless o: = fJ = O, in which case we have no transformation. Thus we con:lude that 
a similarity transformation of the type given in Eq. (5-5) does not exist f�r a

_
ll 

expressions R(c). For R (c) = ,  ... , with D{d = constant, �imilarity 1ransforma11�n is 

possible (see problem 5- 1 ). Next we \eave out the reaction rate term and consider 

further the case with D(l'). The invariants are 

and the solution is 

Here 

c·(x, t )  
/(11 ) = -� 

x 
11 =

1'72 

15-9) 

(5- 10) 

/(11 ) = c•(x, t ) 
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We check the boundary condilions 
c(xa-',O) = h(Xa-1} (5·1 2) 

c(co, a-"/) = c,,,, {5- 13) 
These must combine and be conformally invariant. The first one cannot depend on 
x and the second one cannot depend on t. They must �l�o have the same value for 
the right-hand side. Thus the following boundary cond1t1ons are allowed : 

c(xa -1, 0) = c,,, (5-14) 
c(co, a- "i) = c,,, 

The other boundary condition is 
(5-15) 

c(O, la-11) = g(/a-�) 

and this cannot depend on t, so that the allowed boundary condition is 
(5-1 6) 

We note that 
g(IJ = Ci 15- 1 7) 

(5- 18) 

is infinite at either x .... oo or t = 0, and this allows the initial condition and the far 
boundary condition to be combined. Likewise, x = 0 gives '1 = 0 so that we have 
c(q = 0) = c 1 •  

We next rephrase the problem with 

x C = � 
l'1 - {',,, '1 = � 

Equation (5- 1 )  then becomes, with R = O, 

d [ dC] JC J;; K(C) J.I + 2• J.7 = 0  

K(C) = D��) Do = D(t· 1 ) 

and the boundary conditions are 
C(oo) = O 
C(O) = I  

This is obtained using the chain rule of dilferentiat ion C = C(q(:(, t ) )  
� _ JC a,, cJC dC cl'I 
01 - d;/ at lfX =

d;/ iiX 

� _ ,12c (''")' 
iJxl - dr/l ax 

P.!!_ _ x/2 a,, 1 a1 - -� ax = J4ii;;i 

(5- 19) 

(5-20) 

(5-2 1 )  

(5-22) 
(5-23) 

(5-241 

(5-25) 

(5-26) 
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Several s0lutions to this problem have been tabulated b C k 3 we have to assume uniform initial concentration, a stea:y �::nda;o :each this f�r 

infinite planar geo�etry, and that the diffusivity depends on can
y a1ue,

. a sem1-

1eave it as an exercise (see problem 5-2) to determine if th 
centralt�n. We 

cylindrical geometry has a similarity transformation. We 
e
h
::�e 

.equ�tion for 

problem greatly but have
_ 
not

.
yet solved it. 

Simplified the 

Another transformation is useful for simplirying the prob! fl 
us apply the Kirchhoff transformation 

em even urtber. let 

I/! 
= Lc K(z)dz (5-27)  

Then the first and second derivatives are d'; d [ dC] d,j2 = (bj K(C)dil 
We must also invert Eq. (5-27) so that we can write KC.) � KIC) 
Then Eq. (5-20) becomes 

(5-28) 

(5-29) 

(5-30) 

This may or may not be simpler depending on the difficulty of inverting the 
transformation Eq. (5-27). 

We have transformed the problem into a two-point boundary-value problem, 
but what do we do when one boundary is at infinity? There are several 
alternatives. The first approach is to transform the domain by letting 

15-3 1 )  

The resulting equation is 

x fx [ K (C)x��] + 2x ln x Tx = 0 (5-32) 

which is now on a finite domain, although it has singular coefficients (which are 

zero at x = O). All the methods of Chapter 4 apply to Eq. (5-32� _ W 
Another approach is to transform the equation to an integral equation. e 

write Eq. (5-20) as d (K dC) - - � K � (5-33 Jti diJ - K dt1 
and form 

� = - K(��1f)) y (5·34 

Thoo [ f 2• d ] y = A  exp - 0 K(c(zj) ? (5·35 
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and rrom Eq. (5-33) 

Thus dC A exp[ f.' � dz] J1i = K - 0 K (C(z) )  

(5-36) 

(5-37) 

We can integrate this once to obtain f.'___<!i__ ex [- f.' � dz] - B + AfM C(•1l - B + A  • K CCCrn 
p • K (C(z) )  (5-38) 

for the boundary condition c(O) = I we need B = I . and ror c( oo )  = O we need 

Thus the solution is written as 

l + Af ( oo ) - 0  (5-39) 

C(•/ ) - I _ _l('!)_ 
f( oo ) (5-40) 

This is an exact solution 10 Eq. (5-20), even though it is not directly soluble except 
when K is a constant. We can, however, solve it iteratively by choosing a c(z� 
integrating to get c·(11), and repeating. When K = I we get the complemen1ary 
error function 

f(11 )  = (! - �·  ,,� 
i' . . 

(5-4 1 )  
" 

IM C{JJ ) = I - ./(00) = I - erf11 = erfr11 (5-42) 

which is a tabulated function. 
Another alternative is to place the condition 11 __. :c al some arbitrary location 

'1 = IJ ., ,  and then apply the methods for two-point boundary-value problems. The 
location of 'I � is chosen by experience with similar problems and the eventual 
solution. The location can be varied to ensure that the particular choice does not 
influence the results. 

Still another alternative is to recognize that the solution approaches an 
asymptote as '1 __. ""· A shooting method is started at ,, = O, and evenlually the soluti�n q_uits changing for large 'I· By using an implicit method with a variable step size, m the region with a constant solution the step size can be quite large. Then we can integrate to a large 11, which although still finite is much larger than in any other. option. We must then iterate to Ht the boundary condition, but we ex.peel to iterate in this nonlinear problem anyway. A method such as Gear's for st11T problems or just Runge-Kutta for easier problems should suffice . . Wh�t happens if we actually have a finite domain? Suppose we have the same dilTerenllal equation, Eq. (5-1 ), but the boundary conditions are 

«(0, r ) = l d l . l l = O (S-43) 
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and initial '--ondition is 

c(x, O) = 0 
Thc transrorma1ion Eq. (5- 1 8 ) gives 

X = 0 - IJ = 0  X = l - rr = fir 
The analogs or Eqs. (5- 1 2 )  and (5- 1 3 ) are 

c(.xu - '. O) = O 

C'(u•12;- 1 12, a - •f) = 0 

(S-44) 

(S-45) 

(S-46) 
IS-47) 

and these must cor_nbine into «:>ne condition and � .conformally invariant. Dcspile 
1he ract that the right-han� sides are the same 1t 1s not possible to combine the 
conditions: Eq. (5-46) applies at '1 = oo, while Eq. (5-47) applies at ., =  l /r • ,2 . The 
similarity transformation fails ror this problem with a finite domain. 

One clue to the existence or a similarity transforma1ion for the original 
problem expressed in Eqs. (5- 1 ) lo (5-4) is the infinite domain. Examination of 1he 
equations reveals that there is no nalural length scale, such as provided by the 
domain thickness if the problem had a finite domain. Yet the equations con lain the 
dimensions or length, and i£ they are made nondimensional a length scale must be 
introduced. What length scale should be used when the problem has no natural 
one? There is none. In such situations a similarity transformation is always 
suggested. 

Similarity transformations can ofien be applied to problems with finite 
domains as an approximation for small times. Consider Fig. 5- 1 for diffusion in a 
slab. At small times the solution is nonzero only near x = 0. and the olher 
boundary x = I may as well be at infinity. In fact, or course, the exact mathema­
tical solution is not exactly zero near x = I but it may be so small, such as 10·. 31, that we can regard it as being zero. Only when time proceed� and the solution 
begins to change significantly near the point x = I does the finite boundary have 

c(x, I) 
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10 be intnutm .. "'Cd. For small times... then. we c
an regard the domain as semi-infinite 

and apply a similarity tnmsformat1on. . . . 
Let us apply this technique to the following hnear problem for diffusion of 

heal or mass in a slab where 
iJc iJ2c: 
a,

=
"10 

c(x, O) = 0 c(O, r) = I  

c( l , r )  = O 

!5'..iai 

(5-49) 
(5-50) 

For small times let us replace the condition of Eq. (5-50) by the approximation 
c(oo, f) = 0 (5-5 1 ) 

The solution to Eqs. (5-48), (5-49) and (5-5 1 )  is Eq. (5-42). We are interested in 
when the solution at x = I is noticeable, and we choose 1 0 - 3 as a noticeable value. 
The erfc takes the value 1 0 · 3  for 'I = 2.327. The point x at which 'I takes the value 
2.327 moves with 1 1 2 since 

x = 2.3271 1 '2 (5-52) 

When the time is large enough that this point reaches x = I the approximation of 
the similarity solution is no longer valid. For larger times another technique must 
be employed, as illustrated in Sec. 5-2. 

The problem to be considered is the transient version of Eq. (4-3) for heat 
conduction in a slab with a temperature-dependent thermal conductivity. We take 
only the case a = I ,  thus 

NI i! [  NI] 
-, = "- (I + II ) - ­
, ., i''x ,,x 

0("'' 0) = 0  0(0, 1 ) = I 

0( 1 , 1 ) = 0  

(5-53) 

(5-54) 

(5-55) 

Because of the finite domain the problem has no similarity solulion. We replace 
the last boundary condition by the condition at infinity 

O(oo, r )  = 0 (5-56) 
Equations (5�53). 

.
<5-54) and (5-56) have a similarity solulion, and Ibis solution is a 

good approx1mat1on lo the original problem with Eq. (5-55) for small time. We introduce the similarity variable 
x 

q = J4, and transrorm [see Eq. (5-20)] the equation lo 
d [ dO] <IO d ( l + ll) d- + 2q - - O q q dq 

(5-57) 

(5-58) 
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The trnnsf'ommtion Eq. (5-27) gives 
I/I' =  O+:i-02 (S-59) 

but Eq. (5-30) is no easier to solve than .Eq. (S-58). The integral solution given b 
Eq. (5-38)  cannot be evaluated analyt1eally. The alternatives are to 

y 

numerical. solu.tion or_ Eq. (5-3�). iterative solutions or Eq. (5-38). or n::i 
solutions obtamed wuh shooting met�ods. All or these require the use or a 
computer. Instead, we solve Eq. (5-58) usmg the Method or Weighted Residuals. 

We assume that Eq. (5-58) is wrillen ror the trial runction so that it is the 
residual. Multiplying by the weighting £unction, denoted here by MJ, f.• d

[ 
dO
] 

f.' dO 0 t50'dq ( l + O)d,j d11 + 2 0 0011'dq d11 = 0  

and integrating by parls we obtain 

(5-60) 

r f. [•01 1 + 01�}· - r ( l +O )��d.+ 2  s: .0. �d. - 0  (5-6 1 )  

The first term can be evaluated a t  the boundaries, but we are going t o  require that 
60 "" O at both boundaries. Thus the Galerkin equation is f., <lbO<IO f.' dO - (I +O) --- - d. + 2  bO,- d. - 0  0 J11 d11 0 d11 

(5-62) 

We need to choose a trial runction that takes the value one at 11 = 0 and 
approaches zero as 11 - '£. I t would also be advantageous ir the first derivative 
approached zero as 11 - 'Y... .  A polynomial runction meeting these criteria is 

(5-63) 

The parameter a is to be chosen by the Galerkin criterion. For this runction we 
have 

�� - - 2a( l - a• ) 
d•1 

K = 1 + 0 = l + ( l - a11)J 
The variation, or weighting runction, is 

60 = � = - 211( 1 - t111J 
�� = - 2( 1 - 2a'1 ) 

15-64) 

(5-65) 

(5-66) 

(S-67) 
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The Galerkin criterion then requires that - f'• [ l + ( l - ml )l] [ - 2( 1 - 2ml)] [ - 2a( l - a'l)]d'I 

0 
+ 2 I'" [ - 2tJ { l  - atJ)]tJ[ - 2a{ l - atJ )]d,, = 0 (5�8) 

The upper limit of integration is Laken as I /a, sina: lhe fun�lion and residual are 
zero for ,1 ;;ii: I /a. Bv tak ing 11 = Clll we lransform the mtegrals mto 

- I2 +
c�r t 1 = O  

/ l = L1 ( 2 - 211 + 112 ) ( 1 - 211 ) ( l - 11)du 

/ 1 = J
0

1
112 ( 1 - 11 )1t/11 

(5-69) 

(5-70J 

For the linear problem with a l..-Onstant �hcrmal conductivity the first term in the 
integral 12 is 1 .0. The \'alues arc 

/ l = !� 11 = �o (5-7 1 J  
l z  = !  for constant Ii. 
u2 = i�1 for nonlinear 

(5-721 
ll

l = 

� 
for linear 

The final solution is Eq. (5-63) with 112 dellned b)' Eqs. (5-72 ). This solution is an 
approximation of the linite domain problem. too. provided that the outer 
boundary 'I = I 1 u  does not reach x = I. This condition is 

,, = � = ;4: I� - I = "'�;' (5-73) 

so that the same solution is US(..>d for the llnite domain and r < u2 :4. The 
approximate i.olution is compared to the exact solution of the problem on an 
inlinite domain in Fig. 5-2 and gives an approximation that is within eng.ineerin! accuracy. 

S-2 SEPARATION OF VARIA BLES 

When lhe domain is finite the classicul methlld of solving the linear problem is to apply the sepuration or variabl1..>s. Let us consider diffusion in a slab with rea1..1ion 

�i = ,�: [ Dk l  ��] + Rk ) = D(t· ) �.:� + ':,� (�.�r + R(l' ) 

r(.\' , 0 ) = 0 

t·(O. t ) = I t·( l , r ) = O  

(5-74) 

(5-75 1  

(S-76) 
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1 .0
�----,-----,r------,---

- - - - approximate - Eq . (S-6J) 

c(q) o.s 

o.s l.O 

Fipre S-2 Diffusion m scm1-111fin11c medium 

We try a solution o[the form 

c(x, f ) = X(x)T(l ) (5-77) 

Ir we can separate the problem into one ordinary differential equation for X(x) 
�nd another for T(1) the solution will be simpler than if we have to solve for dx. 1 ) 
together. Putting Eq. (5-77) into Eq. (5-74), dividing by TX. and rearranging we 
'" 

_I ��T = E_ '!._1� + �!!_ !_ ('}!-) 2 + �(XT) (5-78) T tit X dx- de X tlx XT 
I f  the diffusion coefficient depends on concentration D((") or if_ the react�on rate 
lerrn R(r) is nonlinear, i t is not possible to separate Eq. (5-78) into one Sid� that 
de�nds on time only and one side that depends on position only. Separation of 
vanables then fails. . 

Simplifying Eq. (5-74) by taking D constant and the reaction rnte linear (1.e. 
R "' - krJ, we get 

(5-791 

Equati�n (5-711 ) then gives 
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be A and write the separale equations 
_!_<!I_ _ - .l  
DT dt 

��; -� = -l 

Equation (5-8 1 )  is easily solved in the form 

and Eq. (5-82) is written as 
T(l) = A e - ADI 

d'x + (; - "-)x - o  
dx2 D 

We next simplify 1he boundary conditions 
c( l , r )  - 0 - T(r)X( I )  
c(O, I J - I - T(r)X(O) 

(S-81 ) 

(5-82) 

(S-83) 

(S-M) 

(5-85) 
(5-86) 

The first condition, Eq. (5-85), gives X( I ) = 0 but the second one, Eq. (5-86),docs 
nol separale. We need to make the boundary conditions of the problem homo­
geneous. This is done b}' finding a £unction that satisfies the nonhomogencous 
boundary conditions ( 1 - x), and then solving for lhe remainder. Let us then solve 
ror 

u(x, r) = (x - l ) + c(x, r )  

The differential equation in u i s  
iJ11 iJ2u 
a, = D � 

which is the same. while the initial condition is 
u(x, 0) = x - 1 -l:c(x, O) = x - 1  

The boundary conditions on u are then 
11(0, r )  = - I + c(O, l )  = 0 

(S-87) 

(5-88) 

(5-89) 

(5-901 

u( I , I ) = c ( l ,  r) = O (S-91 )  ���= �;j ;�=
0
�(x)T(l ) and arrive a t  1he same equations for T and X .  but with 

We solve Eq. (5-84) for lhe case withou1 reac1ion (k = 0) 

�x; + AX '"" 0 (S-92) 

X(O) - X( I ) - O (5-93) 
The equation is linear and easily solved. The general solu1ion is obtained by 1ryin8 e'" and finding lhal m2 +A - 0, 1hus m = ± i Ji. The exponential 1erld 
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exp(± i .j).xJ is wriuen in terms of sines and cosines, 50 that the general solution is X = Bcos./ix+Esin.j}.x 
The bOundary conditions are (S-94) 

(5-95) 
X( I )  = Bcos.j}.+Esin.j}. = O 
X(O) = B = 0 (S-96) 

Now if B = 0 and we want D + 0 (otherwise the solution is zero), we must have 
sin .Ji = 0 (S-97) 

This is true only for certain values of A, which arc called the eigen 0, characlcristic values, 
;.,. "" n2n2 

for each eigen value we have a corresponding eigen function 
X,.(x) :::: E sin mtx 

The composite solution is then 

X,.(x)T,,(t) = EA sin nnxe -A.Dr 

(S-98) 

(5-99) 

(5-100) 
This function satisfies the boundary conditions and the differential equation but 
not the initial condition. To do that we add up several of these solutions, each with 
a different eigen function, and replace EA by A,. 

u(x, r )  == .. �1 A,. sin nnx e-"'11'01 

The constants A,. are chosen by making u(x, t) satisfy the initial condition 

u(x, 0) = "�' A,. sin 11nx-= x - l  

We define the residual as the error in the initial condition 

R(x) = x - 1 - .. �i A,, sin 11nx 

(5- IO I )  

(5-102) 

(5-I03) 

We next apply the Galerkin method and make the residual orthogonal to a 
complete set of functions, which are the eigen functions, ri (x - I ) sin mnx dx = I: A,, f1 sin1mrx sinnnx dx = -'f- (5-I04) 

Jo " " 1 Jo 
It turns out that the Galcrkin criterion for finding A� als� �ut.

isfies
b 
a 1

t
'::�sq;: 

criterion: the residual squared and integrated over x 1s mm1mized Y "' 
by Eq. (S- 104) (see problem 5-6). The final solution is then 

"' • -11'11'D1 (5-105) 
c(x, I ) = 1 - x + .. �. A0sm 11nxe 
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This solution is an exact solution lo the linear problem. !o evaluate the solution 
an infinite number or terms must be evaluated, but a finite number or terms can 
give a good approximation. For

_ 
large

_ 
times a single ter� is sufficient since the 

exponential term decreases so rapidly �Ith �· but ror small times, a large number Of 
terms is necessary. For I ..... � only an 1�fim�e number �ullices. In th�t case it may 
be better to use the similarity approx1mat1on (assuming the domain at JC .., I is 
really at JC ..... oo i Problem S-S illustrates this point. . . 

For nonlinear problems the method or separation or vanables fails, and We 
must use either similarity solutions (for small timesi Alternatively, the Method of 
Weighted Residuals or the numerical methods described below may be employed. 

5-3 METHOD OF WEIGHTED RESIDUALS 

The method is firsl illustrated using the linear problem, Eqs. (5-48) to (5-Soi This 
problem has been solved twice before. Then the nonlinear problem or Eq. (5-53) is 
solved. The latter problem has been solved before. but only with an approximate 
solution, and only for an infinile domain. Ir the domain is finite and the solution is 
desired for all times, none of t  he techniques in Secs. 5- 1  and 5-2 apply. The Method 
of Weighted Residuals or one of t he numerical methods is the only choice then. 

For the linear problem we expand the trial function in the series 
·' 

c·(x, I )  = c0(x) + 1�1 A,(t )<-, (x)  

We choose c0(JC) to satisfy the non homogeneous boundary conditions 

The simplest form is 
c0(0) = I <"0 ( 1 ) = 0  

t'o (.\" ) =  1 - x  
Next we choose the c;(x ) to satisry the homogeneous boundary conditions 

Possible choices are 

= .'1:'( 1 - x )  .\"(1 - :q 

(5-1061 

(5- I07) 

(5- 1081 

(5- 1091  

(5- 1 10) 
tS- 1 1 1 ) 

= x( l - .'l:)P1 _ 1 (.'I:) (5- 1 12 1  
First we consider E q .  (5-1 10) and apply the Galerkin me1hod. The residual 1 �  

I iii.· 111c I N dA N 
D il/ - �·.�1 = 0 .�1 c1f sin in."1: + 1�1 (i11' )lAj sin i1n (S- 1 131 

In lhe Galerkin method we make the residual orthogonal to sin inx. This gives 
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(5-1 14) 
which is solved to give 

(5- 1 1 5) 
and the fino.lsolution is then 

N 
c(x, t ) = 1 - x + 1�1 A1(0) sin iax e -i'w'Dr (5- 1 16) 

The constants A;(O) are obtained by applying the Galerkin method to the initial 
residual c(x. 0) = 0. As before we get 

!A, (0) = f: (x - l ) sin iax dx (5- 1 17 ) 

and w e  gel t h e  same solution. T h u s  the Galerkin method applied to linear 
problems gives the first N terms of the exact solution found by separation of 
variables when the expansion runctions are the exact eigen func::tions. 

Next. we make the choic::e 

(';(X) = .xf( l - X )  

Then thederiva1ivcs of <·,(x ) are 

and the residual is 

:� = ix1 - 1 - (i+ l )x1 

�?i "" ix1 - 2( i- I - (i + l )x] 

Residual =
.!_ f �'!� x'( l - x ) - f A,ixi - l[ i- 1 - (i + l lx] D , � 1  tl1 ; � 1  

We make this orthogonal to x'(l - x )  
' N JA . r· 
D .�. T, Jo x' + '( l -x )1d."< 

= J, A,i f� xi + J - l ( l - x)[i- 1 -( i + l )x]d."< 

These: equations can be written in the format 

(5- 1 18 ) 

(5- 1 19) 

(S- 1 20) 

(5- 1 2 1 ) 

;, JI BJj dt "' J, (11A j {5- 122) 
which can be solved with mo.trill methods or numerically. We note thut the o�ly 
difference between this solution und Eq. (5- 1 16) is the choice of trio.I functio� - - une 

::�:5
th��= r�!���i=�-

,=��i;;. �i
1;n n::::7:ns

i�n ��t ��2�q� 1;';�2
n;i 
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simplifies to Eq. (5- 1 1 4). but otherwise the m�thods arc; similar. Equation (S- l l4) i1 
much simpler than Eq. (5- 1 22) because lhe ume equations decouple and arc eas·i sc.,h'Cd The ini1iul conditions are evaluated by making the initial l"e8id 

1 Y 
�r1ho�onul 1o xi( l -x� This gives a SCI or N equations �o s�I� ror the NA,(Oi ;! 
expa"t ihal as N is incre11scd the accuracy o� the �olu11on 1s improved, just as We 
know ihat ir only N terms or the exact solution gJVen by Eq. (S- 101 )  are Used 
have an error that decreases as more terms are included. tire 

For 11 single term we have rrom Eq. (S- 1 22) 

� ·� d:,, - - � A ,  (S-123) 
A , (t ) = A 1 (0)e - 10Dr 

c(x, 0) - 1 -x+A , (O)x( l -x) - 0 (S-124) 
Applying the Galerkin method to Eq. (5- 1 24) gives A 1 (0) = - 25. The complete 
solution is then 

c(x, 0) = l - x - 2.se- 1001x( l -x) (S-125) 
We do not expect this solution to be good for small times, and it is not. It is a 
reasonable approximation for larger times, however, and Eq. (5-63) is valid For 
small times. 

Whenever we need the solution for small times we know that wc must use 
many terms or the exact solution in order to achieve accurate results. Note at this 
point that we must use a computer to evaluate the exact solution even if we can 
write it down in analytic form. Thus any Method of Weighted Residuals that 
expands the solution in a similar way must need many terms to achieve good 
results for small times. If we want the solution for small times., it is easier to replace 
the finite domain by an infinite domain and solve that problem. Then when the 
concentration begins to change at the far boundary we go back to lhe expansion 
solution. One advantage or the Method of Weighted Residuals is I hat we can write 
the approximate solution as the solution derived from the similarity transform­
ation plus a series. Initially, the series is small, but later it becomes important. In 
this problem wc use 

c(x, r ) = l - err� + 11(x, t ) (5-126) 

The first term satisfies the differential equation and all boundary conditions. 
except that at x = I .  We make u(x, r ) salisry 

l iJ11 iJ2 11 
o a.

=
� 

u(0. 1 ) = 0 
I 

u ( I ,  r) = - I +err .J4iii 
11(x.Ol = O 

(5·127) 

(S- 1 28) 
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for small time 11 is small. but ror larger times u increas bu 
given in Eq. (5-1 26) always sutisfies all conditions: diffe� · 1 

1 the .total solution 

and initial conditions. Ir the Method of Weighted Residu 1
18 . eq:ion, bo_undary 

(S- 127). the differential equation is satisfied •PProximately� �:�r, ': ::Y Eq. 

often suffices for good accuracy. As an example. we use a single term 
term 

u(x, t ) = x(- 1 +erf-'-) + A(l)x{ l -x) .,/4iii (S-1 29) 

The in • .ial condition is satisfied if A(O) ""  0. The Galerkin weighted residual is 

� [/(1)] f x2( l -x )dx + �j,-fo' x2( 1 - x)2dx 

+2A(I )  f x( l -x)dx = O (5-1 30) 

Thisgi...es 

d ( I ) - e - 1114DIJ 
Ji err .j4iii = /(1) = .J4iiiii3 

� "J.- = - IOA( I ) + ¥ [/(1 )] 
A(O) = 0 

(S- 1 3 1 )  

(S-132) 

(5- 133) 

The complete solution, Eq. (5- 1 26}, is a good approximation for all times, as 
shown in Fig. 5-3. The exact and approximate solutions are indistinguishable on 
the graph. 

Suppose we haYe a nonlinear dilTusion problem with D(c) in a finite domain. A 
similarity transrormation is not possible on the finite domain, and separation or 
variables is not possible for a nonlinear problem. HoweYer, the Method of 
Weighted Residuals is applicable and can give good results. We apply it to Eqs. 
(5-53) to (5-S5). 

For small time we simply use Eq. (5-63) for t < a2/4; a2 "" 4/19 for the 
nonlinear problem, and a2 = 2/S for the linear problem. For larger 1imcs we use 
the expansion 

O(x, 1 ) = a(1 )+b(1 )x+ ,·(1)x1 (5- 1 341 

The boundary conditions require 

The trial function is then 
u = l u+b+c =- 0  

O(x, t ) = ( I  -x2 )+ b(1)x(l -x) 

(5- 1 35 ) 

(5-136) 

We •PPIY the Galerkin method to Eq. (S-S3) and intesrale by par1s as in Eqs. 
IS-©) to (S-62} 
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c(x, r) 

' 
Figure5-3 Linear d1ffu�mn problem� using Eq�. (S-74) to (5-76) 

r 1 . iJO i' I'll 'IJ 
J c 00 - · dx = - ( 1 + 0)��- 1 ·  

The weighting function 

: ,1, o tlx ,ix ' ."I: 

00 = x(l - x )  
dOO 
""J;" = 1 - 2x 

(5-1 371 

(5- 1 38) 
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Thcorher termsnre 
c"VJ db iJO a, "" 

di X( l - x) ax ""' - 2x + b(l - 2x) 

combining all lerms gives 
(5-139) 

Thus 

1 1 � "" 12 + 13b + 1,b2 

1 .  = f x2( 1 - x)2dx = J\r  

12 = 2 f x(2 - x2) ( 1 - 2x)dx "" -!b 

/3 = 2  f x2( 1 - x)( l - 2x}dx = -H 

I, "" - f x( l - x ) ( l - 2x)2dx = - j;  

db 

(5- 140) 

(5-14 1 )  

di "" - l l - 1 7b - b2 (S-142) 

For the linear problem /
2 = - 1/30, /3 = - 1/3, and /4 = O giving 

db di =  - 10 - IOh (5- 143) 

We fi.t the initial conditions at 1 = t0 = a2/4,wherea2 is given byEqs. (5-72). At 
lha1 time Eq. (5-63) gh·es 

while Eq. (5- 1 36) gives 
0 = ( 1 -x)2 (S-144) 

These agree ir we take 
0 ,.,  1 - x 2 + bx( l - x) (S-145) 

b(t0) = - 2  (S-146) 

Therefore the nonlinear problem or Eqs. (5-53) to (5-55) is solved by Eqs. 
f5-6Ji (S-57) and (5-72) for 1 < a2/4 and by Eq. (5-136) for 1 > t12/4, with b(r) 
dcter�ined by Eqs. (5- 142) and (5- 1 46). The linear problem is solved by the same 
function for 1 < u2/4 with different u2, and with b(1) the solution lo Eqs. (5-143) 
and 15-146). These approximations are shown in Fig. 5-4 and ore reasonable 
�mparect with the exact solution. Interestingly, these approximate solutions are 
SJmple enough 10 be solved entirely on a programmable ca�Ja1or wit� about l,O 
PIO&ram steps and eight memory registers. Equation (5- 1 42) 15 solved using Euler s 
method with a fixed 41 for several 41. The results are then exm1polated to get the 
bcs1 CSlimatc as Ar .... o 
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- �xact - - - -Approxim1lc, fa1s. (S-63 ) 
and (5-I J6) 

c(x. t) 
0.4 

"' 

c(.x. t) 

,., 

Flpre 5-4 Linur11nd nonlincardilfu1ion problem1. (a)k . I +O. (bl k .. l +O. 
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5-4 ORTHOGONAL COLLOCATION 

Orthogonal collocation is easy to apply to transient problems T . 
diffusion proble�, Eqs. (5-74) to (5-76). The solution exhib��e ��e non�inear 
symnictry properties so that we expand in polynomials in x 

Particular N 
c(x, ') = a(t ) + b(t)x + x(l  -x)  i�1 a,(r)P, _ 1 (x) (5- 147) 

we can write this as N. Z 
c(x, I ) = 1�1 di(l )xi -

1 
(5-148) 

and evaluate it at the collocation points " ' '  
dxi, t )  = 1�1 d1(t)x�- • e(t) = Qd(t) (5- 149) 

The first space derivative evaluated at the collocation points gives 
<le I N + l iJc fX .�, = I d,(t)(i- l )x�- 2  ax = Cd(f) (5-150) 

However, Qi, = xj- 1 is independent oft so we can invert it once to obtain 

� = CQ- 1c : Ac (5- 1 5 1 )  

This i s  the same a s  Eq. (4- 103), except that now both e and Cc/Ox are functions of 
time. In addition a,· 1 d tlci 

lit x, = di c(x1, t) = dt 
(5- 1 52) 

Thus for the diffusion problem of Eq. (5-74) we write the collocation equations 
either as 

or as 

(5- 1 53) 

de - N+l tfD (N+! ·)� (5 154) 
i, = D(c";) .�. B11c1 +JC (c1) j�1 Aijc, · 

with the usual boundary and initial conditions. Equation (5- 1 53 ) can be wriuen as �� 
= 
N� 2 AA ,(c·)c·, AA11 = Nf.1 A1jD(l·;)A11 (5· 1 55) 

tf/ l�I J l � L  • . 
By applying orthogonal collocation we_c

an red�ce the prti;L���;r�;�:11!���::�� 
Eq. (5-74) to a set of ordinary differenual equauons as d 

q. 
d" sed in Chapter l 

value problems. We solve them using any of the met ho s 1�u�ant to solve the For both linear and nonlinear problems near I = 0 we ma 
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subsidiary problem of Eqs. (5-1 26) and (5-1 27), and apply orthogonal collocati(jn 
to g�l:�·���t widespread application o� orthogonal collocation is in reaction and 
diffusion problems, such as the transient �ounterpart. to problems solved in 
Chapter 4. The first example i� for th� equ�t1on� go�ernmg a packed bed reactor 
with radial dispersion. The basic equations m cyhndncal geometry are 

� = a'V2T+ fJ'R(c, T) 

� = aV2c +/JR(c, T) 
"' 

at r = O 

Bi . =
li,..R 

• k, 

- - � o  "' I Or .� 1 

(5-156) 

(5-157) 

(5-158) 

(5-159) 

(5-160) 

The reactor length is L, its radius is R, and the catalyst diameter is ,/,,. The mass 
flux is G (mass per total cross sectional area per unit time) and the density is p. SO 

that the superficial velocity is G/p. Dispersion in the radial directions is modeled 
by the dispersion coefficients D,. for mass and kc for heat. The fluid heat capacity �s 
C,, while the reaction rate constant is k0• The heat of reaction is - 6.H • .u- Heat �s 
transferred at the wall from the reactor to the surroundings, and the rate 15 
governed by the heat transfer coefficient lrw in Eq. (5-1 58). In Eqs. (5- 1 56), the fi�t 
term represents the convection of heat and mass, while the next term is for radial 
dispersion caused by the flow around the packing. The last term is the reaction 
rate term. 

h is possible to have a problem in which this reaction rate depends on the 
diffusion of heal and mass in a catalyst pellet. In such cases it is necessary to solve 
a two-point boundary-value problem (involving several dependent variables) 81 
each (r,_z) location in order to evaluate R(l', T) in Eqs. (5- 1 56). Orthogonal 
collocation, which is also useful then, is illus1rated below for a stirred tank 
problem. Here we assume thal the reaction rate is just a known runction of the 
bulk lemperature and concentration 
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R(c, T) = ( l - c)ei·-;·/T (5- 1 6 1 ) 

Applyins orthogonal collocation gives the following equations from the residuals: 

The initial conditions are 

� = rx' J11 B11 7; + /J'R(c1, 1j) 

� = rJ. �t.' B11c1 + /JR(c" lj) 

7j(O) = To c1(0) = c0 

and the boundary conditions are 
N + l N + I  

(5-162) 

(5- 1 63) 

- 1�1 A N + 1 . 1T. = Bi,. (TN + 1 - T,,,) -
t
�

I 
A N + i.,c, = 0  (5- 164) 

The boundary conditions at r = 0 are automatically satisfied by using polynomials 
that are functions of r2• This gives 2N ordinary differential equations coupled with 
two linear algebraic equations. I t is convenient to solve the boundary conditions 
for cx + l  and TN + l and lo introduce these values into the differential equations 

�!t_ = ':l.' I BJ, T; + �i.N + 1 Bi,,,T .. + /J'RJ J; , � 1 81,. + A N + l .N + l  

'fj�· = :t .t. B�;c, +/JRJ 

B�, = 8i• - 8�:·:�::1��:1 

(5-165) 

(5-166) 

and Bi,.. = O for the concentration equation. These are integrated from the initial 
conditions, Eq. (5- 163 ), using a variety of methods for comparison. 

The orthogonal collocation method gives a first approximation that can be 
used to gain a physical insight into the solution. For the first approximation and 
cylindrical geometry the equations are 

� = -���i (T1 - T,.l+ P'R 1 
(5- 167) 

'tf = flR , 

These equations take the same form as the lumped parameter model, in which case 
no gradients are allowed, 

d!_ = - Nuw(T - T,. l + P'R dz 
� = /IR 

(5- 1 68 ) 
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1 .6 ,...---,---�-�--�-� 

1 .4 

"' 
N = 2, 3, 4, S, 6 

1.2 

1.0 
0 0.2 0.4 0.6 0.8 1.0 

(•) 

1 .0 

0.8 

0.6 
"' 
0.4 

0.2 

0.4 0.6 0.8 1.0 Fig11n: S.S (<1) Avemgc temperature 

(b) 
ror Eq. (5-165). with B•� =' I and 
1� = 0.92. ( h ) Avcrngcr;0mcrsion. 
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., 0.4 0.6 

'"' 

1.0 

.. 

•• 

0.4 

z • 0.2 

FlpreM (lil Riuliia\ 11111pera1un: 
0.2 •• •• •• ) . 0  

profilcs for E<1. 1.S-16S) with 
Bi .. .. l . T  .. -- 0.92_,altd N .. 6. 

(b) (b) Rlldi�lc:on¥eI11LODplOlilca. 



l'6 NONl.INl:AR ANAl.V!ll!I IN t·llEMl<'AI- f;N(ilNEEllNU 

2 UL 
Nu,.. = t�/IR 

Equa1iom1 (5- 167) IO ( 5- 1 691 are 1hc sumc provided 

6:x'Bi,.. I I ( I I) 
Nu,.. = 3+ ec Nu,.. = 1oi'" sr,: + 3 

or when 

(5· 169) 

(S.170) 

(5· 1 7 1 )  

The rela1ivc importance or t h e  wall resistance is evident by computing t h e  two 
terms in Eq. (5- 1 7 1  J. Comparing 1/11 .. to 1 /U gives an idea or the fraction or the 
tolal heat 1ransfer resistance lhat occurs al the wall. The equivalent comparison is 

U I 
h� = 1 +0�73 (5· 1 721 

For Bi,.. = I. 75 percent of the resistance is a l  the wall. and the temperature profiles 
are expected to be relalively uniform inside the bed. A low-order approximation 
(say N = I or 2)  is appropriale. For Bi,.. = I O the wall resistance is 23 percent ol 
the 101al. and for Bi,. = 20 it is only 1 3  percent. In lhe laner case steep temperature 

0. 1 7)1,---.,..-----,----.-----, 

Improved Euler, N "'  3 . 4 

• 112 . \ 
0.005 0.01 

�·ipre �T Ex1rapub1.11on of onhOll<'ftill wlkl�;i1111n •<1l111i11n willl Az. and Iii. "' 1.0. 
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r.radicnls an: possible in 1he radial direction and more collocation points (N = 6) 
an: needed· 

For 1he fin! example we choose 11 = � = I , fl = 0.3. fl' =  0.2. -y = 20, Bi,. = I, 
and T,. .. 0.92. Since this case has a low Biol number we expect lhal 1he 
aempcra1ure profiles are rclativcly uniform in the radial direc1ion, and a low-order 
colloca1ion solution may suffice. The temperature averaged in the radial direction 
is shown in Fig. S-5 as a func:1ion of length. The solu1ion with N = I is close to the 
exacl solu1ion, and 1hc solu1ions wi1h N = 2, 3, 4, S, and 6 are indistinguishable 
from each 01her. The temperature and concentration profiles at specific axial 
positions are illustrated in fi� �-6. The 

_
sma.11 �dial gradients are eviden1. 

permiuing a low-order polynomial 1n the rachal direction. 
Results are lint given for methods that use a fixed step size A:. The Euler 

method and the improved Euler method (second-order Runge-Kulla) are all 
explicit, whereas the trapezoid rule and lhe backward Euler method are implicit. 
To illustrate the accur.u:y of the different methods we choose the average 
concentralion at : =  0.4 as a quantity of interest. The exact value is 0. 1 72903 as 

ho;ond-order, Runge-Kulla 

N • 3  
1 0  I S  ,,. 

Computation 1ime, &CC 
.,..._,5-8 Error -.=r•u•.:ompu1a1ion 1imcforu<1lw1"lllllo:oll01:11lion w11hB1,. - l .O. 
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determined by extrapolation or the most accurate resulls. At the outlet or the 
reaction 1hc L-onccntration is 1 .0, since the reacti�n has proceeded to completion. 

The errors in solutions calculated with different N and the Euler and the 
improved Euler methods are shown in Fig. 5-7 as a runction or step size Az. II is 
apparent that no impro�ent occurs ror N large� than three an� that the error in 
the Euler results is proportional to 4z. The error in the results using the improved 
Euler method is proporti6nal to 4z1, which is appropriate ror a second-order 
method. The errors are plotted versus computation time in Fig. S-8. The 
computation time increases with N, and ror N greater than three no improvement 
is noted. The second-order Runge-Kutta method is very accurate, fast, and not 
much more difficult to program than the Euler method. Three methods are 
compared in Fig. S-9 for N = 3. Results obtained with a backward Euler method 
and fixed step length are too inaccurate to be shown in Fig. 5-9. The trapezoid rule 
is more expensive than the explicil methods, even though large steps can be taken. 
For A.z = 0.01 we see that the use of four iterations rather than just one improves 
the accuracy very little but increases the computation time by SO percent. It is 
more efficient to reduce the step size and take one iteration per step than to use a 
larger step and several iterations per step. The extra time spent solving the matrix 
problem is illustrated in Table 5- 1 ,  which shows the computation time as a 
runction or step size. Comparing explicit and implicit methods ror the same step 
size reveals that the explicit methods are from five to ten times £aster, but require 
smaller step sizes ror equivalent accuracy. Among the methods that have a fixed 
step size the second-order Runge-Kutta method is preferred. This is based on the 
best accuracy ror the least computation time and on simple programming. 

Trapezoid, 
l iteration 

x 4  lleralions 

1 0  

Computation lime, see 

I S  

::�.!" Comparison of melhods wilh fixed 11t:p size, using onhoaonnl eollOCll.1ion with N • J alUI 
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nblt 5-1 Step sizes anil errors ror Eq. (5-165) In wbicb 
Bi. = I . T,.. = 0.92, and N = 3 

Errorm Compul•lion 
«->� ·  «·>o . >< lo•• lime, see 

Eulcr.Ol&:lt 

..,., 0.1721659 1.6 ..,, 0.172S2S6 '·' l.4 - 0.1727072 .. ., 
lmpro•-cd Eulcror M.'COlld-order Runp Kuna.O(l!oz'Jt 

Ml 

o.oos 0.1728821 

O.o02 0.1728886 
0.001 0.1728896 

l i1cn111on 

4 iiennion• 
l 11erat1on 

""' 
.,, 
0. 1 4  
. , ,  

. . .  
O.)S 
0.)S 
0 

" U11ng0.172ll03 a> \hc cxm:1 ..olution. 
t U111111 FORTRAN ron1pdcron CDC 6400. 
: UliiDJ MNI' wmpilcr on CIX' 6400. 

.,. 
l . S  
l . S  
7.0 

4.9 
'·' ••• 

Next we consider the variable-step methods: fourth-order Runge-Kuna and 
GEARB. For GEARB the matrix is assumed lo be banded, whereas the actual 
matriit is dense. GEARB is used with the proviso that 1he bandwidth is arbitrarily ':'ken �s half 1he dimension or the matrix. The average concentr.11ion 111 ; = 0.4 is 
listed in Table 5-2. For a given choice of N the Runge--Kulla and GEARB 
methods give about equivalent results, with GEARB being sJighlly r11s1er for high 
N. For N = 3 the second-order Runge-Kuna method with fixed slep length 
Az = 0.01 is faster, but less accurate, than the results obtained using a variable step 
length. None of the computation times are expensive, however, nod either Runge­
Kutta or GEAR B  could be used because or the good accurucy and reasonable 
computation time. 

For the sec:ond case we choose Bi,.. = 20 nnd T,.. = I. Now more of the heat 
transfer resistance is interior 10 the bed, as given by Eq. (!i-1 72). As a consequence, 
more terms are needed in the POiynomiai eitpansion (higher N). The average 
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1 .0 

"' 

•• 
,, 

.. 

�) 

N • 3r-

N • 6  

N • 2 

v·I 
' 

"' 
.. 1 .0 

ri.-s.10 Profilca rar l!q. (j-l6Sl wi1h Bi .. • 20 und T .. ..  l . (11)Temp1ra111re. (b) Couwnion. 
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lcmpcralurc and "-oncentration profiles in the bed are illustrated in Fig. 5- 10 Th r:idial pmfilcs illustrated in Fig. 5- 1 1 demonstrate the need ror a high-�ni 
e 

polynomial to approximate such a profile. This time we choose the avcra; 

0.8 1 .0 

(•) 
1 .0  

0.8 

0.6 

0.4 

0.2 

z = 0.2 

0.2 0.4 n• n8 1 .0  FIK-e 5- 1 1  Radial proRlcs ror 
Eq. (S-16SJ with Bi,,. = 20. T  .. ..  l . •nil 

(b) 
N ... 6.(11) Tm1pcr11urc. !bl Conversion. 
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L-once•��r:t��s�:v� ��;:;t:��� a��::a��� �=�x��tt�:l���:c;;�����;�:���r:: hence \ration at the exit of the bed is 0.99230. For this case the temperature does con��
c as much and the conversion is not complete due to the better heat transfer noi;is
wall resulting from the higher Biol number. at 1 ;esults are first presented for methods using fixed step sizes. The average 

concentrations are listed in Table 5-3 for several methods. Apparently N = 5 �s 
necessary to achieve adequate results. The fourth-order Runge-Kutta method 1s 

fable S-J Errors for Eq. (5-165), with Bi,. = 20 and T,.. = I 

(c) 

o.�348 
0.8031 
0.8985 
0.9037 
0.91979 
0.91937 

0.3347 
0.11088 
0.8956 
0.9045 
0.92059 
0.91969 

0.005 0.3348 
0.002 0.33411 
0.005 0.80611 
0.002 0.80110 
0.001 0.8081 ooos 0.11952 
0.002 0.11982 
0.001 0.89114 
0.005 0.119119 
0002 0.9035 
0.001 0.9037 
0.002 0.9196 
0.001 

Error• 
" 10• 

N11mbcrof 

Computation F11nc1ion Jarobian 
time.sec Sic� cval11a1ions evaluations 

fourth-order R11ngc-K1111a. RKINIT 

10· ' 0.22 
1 1 1 0 1 0 · •  0.97 

2011 1 0 · • 

156  10- •  J.8 
5 3  10 - s 7 9  

10- 6 � 
GEARB, MF = 22 

51140 1 0 · •  0 1 8  .. . 
1 1 1 0 1 0 - •  1 2 6  276 21 

237 i o · •  " '" 367 " 
147 io · • 2.l "' .. 5 " 

l J  1 0 · •  ) l  172 m 29 
4.3 1 0 · •  4 0  160 545 26 

Sccond-ordcr R11nge-Kuua.fixcdti.: 

5840 0.47 
5840 l . l  
1 1 20 0.97 

1 1 10 2.3 
1 1 10 .., 

240 l .5 
3 .7 

2011 74 204 2. l 
15• 5 3  ' "  10.0 

3 4  7.l 
4.4 14.1 

" U•mg 0.91926us1heeKuc1 un•wcr. 
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atiout cquh·illenl ltl the GEARB method for low N, but GEARB is faster for N 

nlkwe lhn:t'. One imporrnnl poinl lo note in the results from GEARB is that the 
number llf steps nC\.-dt.-d does not change dr�stic�lly �s N is increased. With 
Runse Kuna, on the other hand. the computation t1�e mcreases drastically as N 

is increased. This is bt.-cause the system becomes st11T (see below). Thus as N 

increases the GEARB method is preferable, taking larger step sizes so that it is 
faster ll\•ernll. Also. the variable step methods are faster, for the same accuracy 
than the second-order Runge-Kutta method (see Table 5-3). 

' 

The difficulty of integration depends on the eigen v&lues of the jacobian on the 
right-hand side. The jacobian, of course, depends on the reaction rate, which 
depends on the solution. For "easy" problems userul information can be obtained 
by ignoring the reaction rate term and just looking at the diffusion term. Then an 
explicit scheme is stable provided 

p . (I I )  
Ill .El:; li.lma11 mm ; ' ;;- (5-173) 

where j..i. lmax is the maximum eigen value or the matrix B'. and p is about two (see 
Table 3-1  ). We can calculate the eigen values or the matrix, but a simpler approach 
is to estimate the largest one. The largest eigen value or the matrix B' is bounded 
by 

N 

Ii. I 111u < max L IBj;I = LB 
l 'f; j .;. N ; " I  

(5-1 74) 

Table S-4 Parameters for maximum eigen value in orthogonal collocation 

N 

Planar 

/ (0) 0.0 10.5 SO.I 142 32l 642 
/ !% )  3.0 42.5 185 536 1 244 2491 

0.)23 0.0912 0.042) 0.0248 0.0160 0.0 1 1 2  

Cylindrical 

/IOJ 0.0 16.0 65.l l 7S 385 743 
/( -1, ) •» 66.2 250 677 1 503 292 1 

0.248 0.0750 0.0)7) 0.0222 0.0146 0.0100 

Spheric11I 

/(fl) fl.O 22.5 82.4 2 1 1  /f·1- 1 450 '" 
1 5.0 95.1 326 835 fJ.2114 1 787 ))86 

0.0625 0.0)27 0.0200 O.Ol34 0.00957 
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When Bi is large B' = .e. Values or LB can easily be. calculated once the matriir. 8 is 
deCcnnincd and 1hc 81ot �umber c�osen .. The mair.1mum cigen value of the matriir. 
js corrcl1ncd by the rollowmg equa11on, With parameters given in Table S-4, 

/(Bi) : li.(BiHma. = f(O) + [f(oo ) -/(0)] � l + qB1 (S- 175) 

The importance of this 
_
inrormatio� is best illustrated by an example. For planar 

�metrY �nd polyno�1als detcnnmcd by � = I (see Table 4-S) the eigen value 
ror N = t 150.097 for 81 = 0. 1 , and 2.9 for 81 = 100. Clearly thc stablestcp size is a 
511ong function of the Biol number since the maximum eigcn value varies by a 
ractor of JO in this example. For N = 6 the correspondingeigen values are 644 and 
!620 and the dependence on the Biol number is less dramatic. For the same Riot 
number (say Bi = IO) and changing N the maximum eigcn value changes from S.7 
at N .,. I to 950 at N = 6. Thus large N requires a smaller step size. Furthermore, 
ihe stiffness ratio (i.e. the ratio or largest to smallest cigen value) increases 
dramatically with N. For an infinite Biot number the stiffness ratio is I for N = I ,  
17  for N = 2, 75 for N = 3, and 1,000 for N = 6 .  As the  number or  collocation 
points increases the stiffness ratio increases, also, necessitating longer computation 

' 
•Pe s.12 l'umu1u1iw number ufswps for GEA RB und onbojOlllll collPQllion with Bi .. "' 20. 



206 NONLIN�R ANALY5IS IN CHEMICAL ENGINEElllNU 

. I' 
· h ds This is why Runge-KuHa takes longer than the 

1imes w11h exp 
�
�1 �et 0 N

.
fscc Table S-3). We can apply these ideas to choose 

GEARS �tho �r;f:eTable S- I .  For ct ,., � = I , 1;,111111K -= 70 for N = 3 and the 
the step sizes rcpo 

hod has P = 2 Thus Az :ii;; p/l;,l ... K "" 0.029 and step sil.cs or 
improved E:r ;: 

umulative n�mber or sleps needed w�th GEARB and the 

�b= ��th Bi,. = � is shown in Fig. S-12.  Near the region or the sharp rise 
� tu re more steps (smaller Az ) are needed. . in 1�::C11.t applicalion is the dilJusion or heal and mass 1n a �rous catal� 

pellet, i.e. the transient YCrsion or
. 
Eqs. (4-�201 to 14-1 23). The specific problem IS 

the one solved by Ferguson and Finlayson. 

M1 17, = V 1 T + tP 1/1Rk. Tl 

<'T l - .�x A � o  == Bi[ T( l , 1 ) - y i ( t )] 

h i l - • = Bi.,[d l . t ) - y i lt l ('.'( A II 

IS-1 76) 

(S-ITI ) 

IS-1711 

The runctions 11 1 1 1 1 and y� (l l, wh1d1 can var)' in lime. represent the e:uemal 

tempera1ure and conccntralion surrounding lhc pellet. We can apply orthogonal 

collocation to these equations to ob1ain 

Mi tl1j = f B',, l; + tP�/IR, + ·�'·' . 1 Bi_Y1 U I  
Jt , . 1  81 + .4 \' + l, .\. .,. I  tS-1791  

M1 ·:;/ = t s;,t·, - cPi R, +  :.1�'; .�1�=��1: 11 
Tix. OJ = Tul-'<I t'(."<. 0)  = t"0{:t) 

where s;, is given by Eq. tS- 1 66). We use Bi for heal transfer and Bi_. £or Olall5 
nansfer. We must inlcgrate 1he 2N equ11.1ions, Eqs. t S- 1 79). subj«I 10 lhe inilial 
conditions given in Eqs. {5-1 110). These equations arc similar to Eqs. t S- 1 65 1.  and 
the s11me me1hod can be used by replacing len111b : by lime 1. The m11jor dilJere""

.
is 

that as time prm:eeds mas1o can be: udd1.-d 10 the system 1hrough y� (t ). whereas m 
!he reaclor problem Bi. = O and no ma!il> is added down the length or the reac1or. 
U lhe reac1ion is very fa1o1 1.-ompiired to radial dispenion in 1he pellel. 1he mllSli 
i�jecl�d UI r .. I can be rapidly consumed, leading 10 sleep gradients in the radia1 
d1rec11on. In lhe rcac1or, on the other hand. 1he re11c1ion prOl:ceds somewhat 
uniformly at all radii since no mass is injec1ed 111 r = ) . 1£ the temperature dud DOI 
vary radially, lhere would be no concentration cha.mu� radiallv at all; N = I would 
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sequently. low N orthogonal collocation approximation is more likely 5aJfic'C· C�n ihe reactor and the transient pellet problem with low q,, but not for 10 suffice_ 0: pellet problem with high t/J. thti_;;::t integrate Eqs. (5-179) for two cases. Both use a first-order, irreversible 

reaction with 

(5-1 81 ) 20.. fl = 0.6., and .P2 = 0.25. The values or M, and M
2 are 1 76 and 199, whefe � ""1 The first case corresponds to boundary conditions or the first kind ���� �� ... 00 ). The initial conditions for temperature and concentration are 

1.1•--�---.--.---,--, 

1.01l,--.!,.�,--t,,,,----,,;';,,.--1�ts.-1 
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T(x, 0) = I .OS c(x, 0) = 1.0 (S-1 82) 
Al 1imc zero 1hc boundary value of temperature is changed to 

T( l , I )  = 1 .0 t•( l , 1 )  = 1 .0 (S- 1 83) 
Thus the problem represents an approach to. ste�dy state when the bounda 
1cmperature is lowered. For /' = 20 and an act1vat1on energy of 20 kcal/mole t� 
reference temperature is l�K, so t�al a.decrease by S percent is a SOK chan e

e 

The temperature profile JS shown in Fig. S- 13 .  Here we see that the ce � · 
temperature first rises and then falls to the steady-state value. By using GEAR� r 
integraie 10 steady state we can integrate quickly. As the steady stat 

t.o 

approached the profiles change slowly and large time steps can be taken by
e
t� 

· · ·------------
1 =  so 

16 

T 1.4 

.----•1 "' 1 0 

i .00)-�o0:.2!--;,;';;.4--.,,o'o-.,--,.'-,-_J 
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unrlidl 111cth1lll. An exrlicit method would be less economical as small time steps 
""1uld ha'c Ill be ti1��n 11�1 1.hc way lo steady state, since the stable step size is 
,-..,nlR'lleJ b)' 1hc s111b1hty limn. . 

f11r 1Ju: ne:u c�am�lc WC: tak� the same equ�llOns, bul now for boundary 
.,,nJiii1,1ns of 1he third kmd wnh 81 = 27.65 and 81.., = 33.25. The initial tempera­
tutt anJ 1.-oncentration profiles are taken as the N • 2 approximation to the middle 
$lcaJy-slate solution with boundar� te�perature and concentration of one. At 
iime zero the boundary temperature 1s raised to I . I and held there. This to  percent 
iemperaturc perturbation i� sufficie�t to driYe the solution from 1he intermediate 
10 the upper steady state (with the highest temperature). The temperature solution 
using N = 6 and GEARB is shown in Fig. 5-14, and we see that very steep 
gradients are present. Consequently, a large N is necessary. This problem has also 
beell solved with the improved Euler method. In this case the stable step size given 
by Eq. (5-1 73) is 0.23. Calculations made with Al = 0. 1 are stable, indicating that 
Eq. (5- 173) gives a reliable estimate of step length. 

This demonstrates the application of orthogonal collocation as a numerical 
method for solving the problem of transient diffusion and reaction in a pellet. The 
orthogonal colloca1ion method is also useful in a first approximation for studying 
ihe stability of a set of equations. We illustrate that advantage here. The steady­
state \/Crsion of Eq. (5-176) can have three steady-state solutions under certain 
conditions. The second solution is unstable and the upper steady state is stable for 
large Lewis numbers, where Le = M if M 2, but unstable for small Lewis numbers 
(i.e. Le < I ). Indeed. for Lewis numbers of less than one a limit cycle develops. and 
1he concentration and temperature profiles in the catalys1 change in a periodic 
fashion with time. We apply a one-term orthogonal collocation method to study 
this phenomenon. The eqm1tions hc1..-omc 

'1;! = ?e (T, - T2 l + fe R 1 

-�- = t 
M, 

- An ( - T1 + T1 ) = Bi(T2 - l l 
- A 22 ( - <·1 + <·2) = Bi.,(<·2 - l l  

(5- 184} 

(5- 185) 

where 8 1 1  and An are obtained from Table 4-6 for the appro.priate geom,etry. The 
boundary conditions arc combined with the dilferen1ial equations to obtain 

- 8 1 1 Bi 
d = t::e Au + Bi (5- 186) 



ztU NONLlNFAR ANAl.YSIS IN Clll:MlCAL ENGINEERING 

We call the steady-state solutions To and t'o• define T = T1 - T0 and c = c1 -co. and then linearize Eqs. (5-186) about To and c0 to get 

'!£ = -dT+-f!:e (RrT+ R,c) � = -bc - (RrT+R,c) 

R - � 1 R = � 1 T - iJT T0.c0 < iJc T0. c0 

(5-187) 

(5-188) 

we solve these linear equations by assuming an exponential solution T = A e"' 
c = 9ur giving rise to a set of homogeneous equations in A and B. A solution exis� 
only for certain values ofµ, which are the roots to the determinant 

I µ+d--f!e Rr --f!:e R, 1= 0  (5-189) 
Rr µ + b+ R, 

This gi•.;es a quadratic in 112 
µ2 + µQ + c = 0  (5-190) 

Q = tl + b - lc R + R, c = db + dR, - {J��T 

The quadratic has the solution 2µ = - Q ± (Q2 -4,·) 1 ' 2 • 1f Q is negative then one 
eigen value has a positive real part and the solution is unstable. By expressing the 
R1 and R, in terms of the reaction rate at steady state R1 we can write Q in the 
form 

Q = t/( l + 1• �J-! + Le �) 
Tt ,. 1 

1' =  --'-' - = � -��-!!!__ dLe Bi A 22 + Bim 

(5- 19 1 )  

Clearly if T1 < I then Q is positive. If T1 > I then we obtain the following 
condition for negative Q :  ( 1 - T,) 

Lc1.: :S;; c 1  - l - 1• - T/ - (5- 192) 

The right-hand side is a numerical value, which depends on the steady-state 
solution. If the Lewis number is below a critical value, the steady state is unstable. 
For the example in Fig. 5-14, the upper steady state is c 1 = 0.02075 and 
Ti = 1 .5989, and we get from Eq. (5- 192 )  Lei.; :S;; 0.077. Since Le"· = 0.90 the upper 
solution is stable. Further calculation reveals that the lower steady state is also 
�tablc_(�oth 11 are negative), while the intermediate steady stale is unstable (one 11 
is pos111vc ). For realistic values or parameters occurring in chemical engineering 
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Well mixed 

Ou! Fii;ure 5-15 Schematic stirred tank with catal�sl pellets 

the Lewis number is usually much greater than one. Thus this problem represents 
an interesting mathematical one. although not or much importance for industrial 
chemical reactions. Problem 3-8 is a particular case of Eqs. (5- 1 84). For the small 
Lewis number used there no steady-state solutions are stable, and the solution is a 
limit cycle. 

For the next example we take the case of a stirred reactor filled with catalyst 
pellets. Then we must solve the equations governing the reactor as well as the 
di[usion-reaction problem in the pellet. The stirred tank is shown in Fig. 5- 1 5  and 
a typical mass balance is 

(5- 193) 

where F is the volumetric flow rate in and out, V is the volume of reactor, and R is 
the rate of reaction per reactor volume. We consider such a reactor for the 
reduction of nitric oxide by the two reactions 

N O + co - C02 + ! N2 
NO + H 2 ..... H 20 + {N2 

The reaction rate is given by an expression of the form 
kk1k NoP1PNO R = (T+� + kNoPNof (5-194) 

wher� Pi is the partial pressure of carbon monoxide and hydrogen . for t�e two 
reactions, and k and k · are the reaction rate parameters. The d1mens1onless 
equations are for the �oncenlration of ith species in the pellet ('1• und, the 
concentration in the reactor (·;. 

t 1 � = V2(·1 - 1/1 (r, + 1·2 l 
(5- 195) 
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tl 1 = �� D,. 

r2 c�} = V 2 7' + d4( - dH 1 r 1 - dH2r2)  

1�r <0. , , = o - �,i:__ I = Bi[TO . • > - T'J 
er ,.,. r = I  

r.1 �j} = c;.m - c; + cl5 [C; ( l ,  1 ) - c·;] 

t:.i �;� = T;0 - T' + cl6 [T( l , 1 ) - T'] 

d - �__;_ 4 - k .. 

(S- 1%) 

(S-197) 

The catalyst density is ,,., the particle radius is RP, and the effective diffusivity and 
thermal conductivity are D .. and k.,, respectively. The mass transfer coefficient 
between the fluid in the stirred tank and the pellet is kmi• while the heat trans£er 
coefficient is 11. The void fraction is 1:, the heat capacity of lhe pellet is PsC ,,., while 
that of the fluid is p1C1 • •  We wish to solve these equations under transient 
conditions when the flow rate. and the concentration and temperature of the 
entering stream vary. We can easily apply orthogonal collocation to Eqs. (5- 195) 
and (5- 1 96)  and reduce them to a set of ordinary differential equations to be solved 
along with Eqs. ( 5 - 1 97). The time constants associated with different phenomena 

f 1 = ,;��� • 2 = \i!c_Z�"1!� '·' = � (5-19s1 

For typical cases r 1 = 0.3 sec. r2  = 21 SL'C. and r., = 0.003 sec. With time constants 
this different we know that the problem is stiff and implicit methods are needed 
This is called the complete mode l . 

We can make a physical approximation and say that really fast phenomena 
occur instantaneously. Then we can neglect the time derivatives in those equa­
tions. We thus obtain the quasistatic model by neglecting t ime derivatives in Eqs. 
(5- 197)  and in the diffusion .of mass given by Eqs. ( 5- 1 9 5 ). The slowest pheno­
menon is the heat transfer. and we retain the time derivative in the heat conduction 
equation for the pellet, Eqs. (5- 1 96 ). 

Still another simplification can be made in this case, and that is to recognize 
that the carbon monoxide is usually far in excess and that the reaction rate is 
essentially a first-order reaction in relation to nitric oxide concentration. The 
major temperature drop occurs outside the pellet ; the temperature profile inside 

!he pellet is relatively uniform. Thus the problem of diffusion and reaction of mass 
1 8  the pellet reduces lo 11 steady-stale boundary-value problem and, in fact, a linear 

one that can �e solved analytically. Doing so then relieves us from solving t� 
coupled equations for the three species and the temperature in the pellet. This 

�odel we refer to as the simple model. All three models are integrated with an 

improved Euler method, Eqs, (3- 78) and t3-79). 
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ac, 

' ·'' i===========--· !,..-. 

... 

0.2 

o Dynamic model, N • 6 • Drnamicmodel, N • l  I .a. St1111cinodcl, N • 6  

· --� 
0.2 0.4 0.6 1 .0 

f°ipN S-16 Concen1ra1ion in cimdysl pellet. (A/1u FUfp1Wt1 tllld Fl•rlo)"stNt.•J 

A typical concentration profile for carbon monoxide is shown in Fig. 5-16 ror 
the dynamic and quasistatic models. This solution occurs 0.01 sec after a step 
change in carbon monoxide conceniration. The quasislatic model overestimates 
lhe concentration by 500 percent, but the error in the carbon monoxide coming 
�ut of the stirred tank i!o only 8 percent, and 0.1 sec later is correct to 0.5 percent. 
The effect of assuming a quasistatic model on the nitric oxide is similarly small. 
The original ar1icle gives other reasons why the quasistatic model is appropriate.& 
We are interested here primarily in the computation time for the various models. 
These are listed in Table 5-5. The dynamic model used an explicit, improved Euler 
method. It is apparent that an implicit scheme would have been best. but at the 
time of the study the useful implicit integration packages were not available. The 
ciuasistatic model and simple model used the same integration routine, but since 
the problem was nol so stiff larger time steps could be used. The results in Table 
S-5 indicate that small time steps of 0.0004 sec were necessary for the dynamic 
model, whereas the quasislatic model could use time steps of O.S sec  and was 
consequently much faster. For the same time step N "' 3, At "" 4 >< 10- �. the 
ciuasistutic model was more expensive than the dynamic model, because �n the 
dYJlamic model the right-hand side was evaluated al each 1ime step, but in the quasistatic model a two-point boundary-value problem (wilh 4N unknowns) was 
solved al each time step, and this involved i1eration. The simple m_odel was about seven times as fast as the quasistatic model as a result of 001 h�vmg 10 solve the boundary-value problem at each time step. In that case the elfcct1veness factor was 
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Table 5--5 Compulallon limes for differenl models 

•. Ra1io or 
real tilllC IO 
compu1a1ion1imc 

Dynamic model 

S1ublcslcp 
sizc by Eq. (5-17l) 

0.0001 8  
0.0018 

Quasis1a1icmodel. t , = '·' = O. Eqs. (5-196) 

4 " 10 - � 100 
1 .. 1 0 - 1  6 
, ,. ,o - • 0. 14 1 1  

Simple model. t 1 = T J  = O. lincar reaction a l  average 1empcra1ure 

.. , 1 7  

given a s  a n  analytic function. Thus t h e  major part of t h e  computation time is 
associated with solving the equations for diffusion in the pellet. This means that 
having an efficient tool, such as orthogonal collocation, is particularly welcome fo1 
problems of this type, because it may be necessary to solve such two-point 
boundary-value problems thousand!. \Jf times in a simulation. Estimates of stable 
time steps are obtained from Eq. tS - 1 73 )  for each equation individually, and the 
stability limits are listed in Table S-S. l he lime steps used were about hair of the 
maximum permissible, and the much smaller step size needed for N = 6 i! 
correctly indicated. 

In conclusion, the orthogonal collocation method is effective when applied l() 
parabolic partial differential equations in one space dimension. The firsl term in 
the solution may give useful qualitative information and higher approximatiom 
are very accurate. Effective integration methods include t he fixed step. improved 
Euler method (a second-order Runge-Kulla), and variable step methods: 
RKINIT (a fourth-order, explicit Runge-Kulla) and GEARB (a multiple-order, 
implicit Adams method). 

5-5 FINITE DIFFERENCE 

We il_lustrate the finile difference method by application to Eq. (S-74) without the reaction rate term. Ifwe let c, (1 ) "" l'(.\"1, t ), the equation is 
dt·, I 
di "" 6X1 [D(t'1 + 1 12 H<'j + 1 - c; )- D(c1 _ 1 12 )(<·1 - <'1 . 1 )] (S-199) 
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wc can write this in the gencrnl rorm or Eq. (S-155) 
J, Ji =  AA(c)e (5-200) 

The only diffcre�ce between orthogonal collocation and finite difference is the 
fonn of the matrix AA and the number of terms needed for good accuracy. The 
integration method can be any of the methods presented in Chapter 3. A simple 
Euler mc1hod gives 

where 

c'.' • 1 - c" I '� = � (D(c:'+ 1 12Ht-:'+ 1 - c:'l - D(c/. 1 2Ht-:'-c;' 1 )) (5-201) 

(5-202) 
We expect the truncation error to be O(L\1 )  and 0(Ax2 ) since these are the 

mmcation errors of the respective parts in Chapters 3 and 4. We can check the 
truncation error by expanding (,. .. 1 in a Taylor series about c" 

c:'• 1 = c:' + �[ Ar +�[� + O(L\r3 ) (5-203) 

The spatial derivatives arc also expanded by Eqs. (4-29) and (4-30). Substitution 
into Eq. (5-201 ) gives 

(5-204) 

If D(r) is constant then the truncation error of the right-hand side is O(L\.\"2 ). Ir D 
depends on 1· then we can use ��[ = �1!1·_�22i

�
l!i(1- 1 ..-2 ) (5-205) 

and the scheme is second-order provided 

HDl(1+ 1 ,-2 ) + D(c1. 1 ,-2 )] = D(l"/) + 0(L\x2) 15-206) 
This is the case for the two approaches in Eqs. (4-40), (4-41 ), and {4-51 ) given in 
Sec. 4-2. The time truncation error is O(L\f ). As L\t --. 0 and Ax __. 0 we get the 
original equation evaluated at the ith spatial grid point 11nd the 11th time level. 

The stability of Eq. (5-199) can be studied using the methods ofChupter 3. Let 
us do this for the case D = constant. Then Eq. (5-199) redm:es to 

��/ = A_�! (c1 • 1 - 2c, +c1 - i l "" -t!  :t: BJ1f; (5-207) 

Where the matri!( B is tridiagonal. Suppose the boundary conditions are the first 
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kind 81 bolh ; = 1 and ; ""  11 + I .  T�e slability of Eq. (5-207) is governed by the 
largest eigen value in ab.solute magnitude (see Sec. 3-7 )  

or = !J.1 :X2 " Dt:: (5·208) 

The largest eigen value is bounded by 

JJ.lma• < max f IBpl (5·209) 2 < J < N o-• 2  
and this gives IJ.lmn• = 4. Substitution into Eq. (5-208) gives stabil i ty for 

luD p 
&xl " 4 (5·210) 

Now if we do a calculation with finite 11 and actually calculate the eigen values we 
find they are smaller than the upper bound, Eq. (S-209). For 11 = 2, 3, and S we get 
[/.Ima• = 2. 3, and 3.4 1 .  respectively. For 11 - rx.. , li.lmax = 4 and the upper bound is 
in fact the exacl value. This means that for any finite 11 we can calculate with a step 
size !J.t larger than Eq. (S-2 10 )  by some small amount and retain stability. For the 
Euler method of integration p = 2 and Eq. (S-2 1 0 )  gives the value ! on the right­
hand side. 

There is another, more common, way to study stability or the equations., using 
the following theorem: 

Theorem Ir 

(5-2 1 1 } 

and A. B, and C arc positive and A + B + C ii; I. then the scheme is stable and 
the errors die out. 

P1ooi: Apply �bsolute values to Eq. (S-2 1 1 )  and make the right-hand side 
larger by replacing each lcrm by its absolute value 

1<·� + 1 1 =s; IA< � > 1 l + IB11l + IC<1- i l = A l<'i 1- 1 l + Bl1�l + Cl11- i l tS-2 1 2)  
Replace each 11�1 by maxd1'il where k ranges from 2 to 1 1 .  Thus 

1<1+ 1 1 "  (A + B + CJ max lc'ZI = max 11·:1 (5-2 1 3 ) . . =�� ���
h
e;'�:t!�;��I:::�; each i and so it holds ir we repla1.-e the lert-hand 

max l1-;o + 1 1 i;;; max l<"j: I ' . This equation is applied to each time level to oblain 
max lcf + i l  i;;; max lcfl ' . 

(5-2 14) 

(5-2 1 5 1  
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thus the solution is bounded as 11 ..... co. lr lhe problem is 
ik iJlc 
ifi 2 D ax'- (S-216) 

c(x, 0) =/(x) c(0. 1 ) z 11 1 (1 ) c( l , 1 )  z g1(1) CS-2 1 7) 
then lhe error u = c - r.._ is governed by 

1111 iJ111 
lJi ""  Difx2 (S-2 18) 

11(x,O) = 11(0, 1 }  = 11( l . 1 J  = 0 fS-2 19) 
If error is inlroduccd at lime �· then this error decreases in time, according 10 
Eqs. (5-214) �nd (5-2 1 5 ), provided I hat lhe calculalions are done exaclly. Now 
Eq. (5-20 1 )  wnh D = constnnl can be rearranged lo the rorm of Eq. (S-21 1 1  

,-:- � ·  = 2<-:'+ 1 + ( l - 2iz)l1 +2<1- 1 (S-220) 
DA• 

IZ = 6xr IS-22 1 ) 
If A. B. and C arc posi1ivc and A +  B + C = I then the scheme is stable. The 
coefficients add up to one and A and C are always positive. B is positive when 

thus 
l - 2:x ;i. O  :x °' ! (5·222) 

(5-223) 

Ir .41 obeys Eq. 15·223) !hen the calculations are stable. [Compare 10 Eq. 
(S-210�] We have not pro\•cd 1hat a larger 111 is uns1able. Such a proor is more 
difficult although true for 11 ..... 7,,, We have seen by ac1ually calculating lhe eigen 
values thal larger 111 are in fact stable for finite 11. The implica.lions or Eq. (5-223 )  
are that ff 11x is decreased b y  a factor o r  t w o  then t h e  time s1ep must be decreased 
by a factor or four. Richtmyer and Morton1 2 suggest for nonlinear problems Dkl 
that the same criterion be used as a guide using the current local val� of D('��  
Other geometries are examined in problem 5-19. 

Other methods than Euler's can be used to integrale Eq. (5- 199� The Crank 
Nicolson method was developed by evaluming the right-hand side at the average 
or its values at time levels 11 and 11 + I. We illustnlle this classical melhod ror lhe 
case with D = constant. We evaluate the right-hand side at the two lime levels and 
weight them by I - # and p, respectively, giving 

��-1 = D( l - Pl('i.,. 1 -: 21-;' + �-:'-.J) + D#('J.'_.' - 21":_': + 1J � l ) (5-224) 
Al 11.\'.2 A:r 

Now lhe equations are of the form 

-�fk':� 11 + ( I  + 2:x/l)1:';'' 1 - a/lt:';; f  = c;" + :x( l -/1) (1":� 1 - 2r:' + r:'- 1 I  (5-225) 
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These c:in be written as 
AAc = f(c) (5-226) 

where the matrix AA is tridiagonal. The case P = l is the classical Crank-Nicolson 
method, p = 0 gives the Eule� me_t�od, and P "'.' I gives the backward Euler 
method. We have seen that the_ 1mphc1t meth�ds with P = ! and I are suitable for 
stiff problems and that the choice P = I provides an L stable method. The choice 

!r7h� �sq:�t��:��;��v=:��e�;r 0(812) ;  the other choices give O(tu). The stability 

4.0 

3.S 

3.0 

Unstable 

2.S 

ir = Q_�!_ •x' 
2.0 

LS 

1 .0 

o.s 

Euler 

0.2 

D&t 0.5 
« = 

8x2 ::;;;; 1 - 2(1 (5-227] 

a = _o,� 
1 - 2/l 

Oscillates 

Stuble 
without oscillation 

Cronk­
Nicolson 

0.4 

' 
0.6 

Back word 
Euler 

0.8 J . 0  

Fl1ure 5-l7 Oscil1111ion ands111bili1y limi1s for 1hellnucd11Tercn�-c methotl. 
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For fl = t the up�r bound on d.1 is infini�e-
indic�ting A stabillty. Only the case fl ==  

I gives L stabi.hty .. A c�ar
_
t �f the �tab1ht� regions for different /l is shown in 

Fig. 5. 1 7. The osc1llat1on hm1t IS denvcd usmg the analysis of Eqs. (3· 1 25)  to 
tJ- 127) to g1ve 

(S-228) 

(5·229) 

When using lhe Euler �et hod (/J = OJ we must use -x .< 0.5 for stability but 
, < o.25 10 avoid oscillations. When using the Crank Nicolson melhod we can 
use large l and have a stable scheme. but it oscillates unless -x < O.S. In that case 
we should compare the extra work to solve the tridiagonal equations of Crank 
Nicolson ({J = 05) with the work needed to solve the equations using Euler·� 
method ({J = O) and a slightly smaller d.r: er. <  0.25. The reason Crank-Nicolson is 
so popular compared with the Euler method is that for many problems the former 
wh.1tion oscillates. Such oscillutions are small, however, since the accuracy goes as 
fl1l.and may be smaller thun lhe errors in the Euler solution. For harder problems 
with large Ii.Im"' in Eq. (5-208) [or D in Eq. (5-227) replaced by li-lm.u/4] the 
tendency to oscillate may be very no1iceable because l is taken so large. Then 1he 
enhanced stability of 1he back ward EUier method is needed. 

The effect of a reaction rnte term on the stability hmilation is easy 10 deduce if 
the reac1ion rate 1s linear in concentration. The equations are then linear 

t ;'
·�;-(·

� = d.�i (c:'+ 1 - 2(';' + e;". 1 ) - k1';' 15-2301 

Theyrearrange to gi\•e 

,';' ' 1 = :i:t':' , 1  + ( l - 2ci: - kd.1j(·;' + :i:1';'. 1 15-23 1 )  

Now A +  B + C < l , und A and C arc positive. B i s  positive and the calculations 
are stable if 

JJAt 0.5 
:i: = I!..�: ::;; 

I +kli.X112D 
(5-2321 

As the reac1ion rate increa�es the srnblc step site is decreased, although 1hi�dfec1 is 
mitigated by a grid with �mall Ax. 

The boundary and initml conditions are also importunt in the c;il�ulations. U 
the boundary condition mu.l initial conduion are mcompallblc at the•� common 
point�, the am1lyst musl 1mikc ml arbitrnry choice. Suppose the cond1tio1�s are: 
'(r,O) = 0, t"(O, .� )  = I. W hat vulue do we ussign tu f(O,O)'! Whate\er ch

_
o1�..:

_
we 

make introduces errors which, if the scheme is st11ble, will d�c
.
ay in su..:cess1�e ume 

levels. The recommendation 1s to use the boundary-cundmon \'<1lue and make 

r\0, 01 = I ,  based on the compi1risnn by Wilkes. 1 � 
When the cquauon 1� nonlmcm we have several options tu solve it. The Euler 
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meihod is musm1.ied in Eq. (5-20 1 ). The i:nodified backward Euler method can be 
em loyed by evalualing 1he right-hand side al lhe n + I level, except for the D(c) 
ie!s which are evalualed al the 111.h . 1ime level. The same approach can be Used 

wilh 1he Crank-Nicolson method, givmg 

cr�;cj "" 2�x2 {D(ej+ 1 12 ) (c:":t +ei+ 1 ) - [D(cj+ 1 12 ) + D(ej_ , ,2 )] 

x (c:r+ 1 + c/' )+ D(cj_ 1 12l (c/'� 11 + ci'- 1 )} (S-233) 

An improvemenl is made if the diffu.sivity is evaluated at lhe n +! time level. The 
value of c 1here is obtained by applying a Euler method to step forward IJ.r/2. This 
approach is a combination of a second-order Runge-Kulla method 

J,.. + 1 12 _ J,.. =/(J'' ) J,.. + 1 _J.., =/U...+ 1 12 ) (5-234) IJ.t/2 IJ.t 
and the trapezoid rule 

(5-235) 

In all of the implicit methods Lhe tridiagonal matrix must be decomposed twice for 
each time step. Problem 5-20 shows I hat lhe truncation error of this scheme is .4r2• 

We can also just take the equations in the form 

(5-236) 

In this form we can apply any of the methods of Chapter 3. Below we use the 
improved Euler method (or second-order Runge-Kutta method). with fixed step 
size, the fourlh-order Rungc-Kutta method with a variable step size (RKINin 
and the implicil GEARB system. In the lauer cases the nonlinear system of 
equations is solved wilh Newton- Raphson, and the derivatives are calculated 
numerically. Thus in the last two cases, the user just has to provide a main 
program and a subroutine to calculate the right-hand side F given , .. 

We lirst apply these methods 10 Eqs. (5- 1 56) to (5- 1 58 ) for a packed bed 
reactor with radial dispersion. The radial direction is divided inlo 11 - I equal 
intervals using 11 points. The equalion for concentration at an internal grid point is 
obtained from Eq. (5- 1 56) by applying the difference formula for the laplaciun 

(5-237) 

Here we use u . 10 denole geometry, thus for planar geomelry ti = I, cylindrical 
a."". 2. or spherical u = 3. Al either boundary we employ a false boundary poinl. 
giving the second-order equations for the boundary conditions 

- ('�;·2 = 0 , .. .. ��;·· - 1 = Bi..,(<·. - <  . .  ,.) (S-238) 
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For the boundary node we must then employ Eq. (S-237) with the boundary 
conditions 

(S·239) 

(S·24Q) 

The set of 11 cquati?ns-Eq. (S-239 1 for i = _I , Eq. (5·237)for i = 2 to n - 1, and Eq. 

(S-240) for i = 11-1s then solved usmg the different methods to integrate in time. 
Rcsuhs for the first case with Bi�, = I and T,.. = 0.92 are shown in Table S-6. 

Notice that as the step length is decreased in the second-order Runge-Kulla 
method the answer for the average concentration approaches the value obtained 
with the variable step. fourth-order Runge-Kulla method. This suggests that the 

Table 5-6 Average concentration for Eq. (5-156)with Bi .. = \ and T., = 0.92 

O.Ol 
,.,, 
0.002S 0,0] 
'"" 
O.OOlS 
"' 
o.oos 
0.002S 

Error Compulation « )0 ,  � I O' t1mc. so:: Step> tion> 

Sc<:ond-01dcr Runge-Kuna.r.xcd.i.: 

O.J " 
, ,  0.1iSl6 " 0.74 
, ,  0.175)7 " . .. 
0.25 0.57 

0.25 0 . 17118  2 .8  u 
0 1 7 3 1 9  " 

0 1 2 s  Unsiablo 
0.125 0.1729509 0.48 Uns•�hlo 
0.125 0.1729562 0.5] '·' 
Founh-ortlcr Runl!C·Kunn. varmblo A:.< m LO· ' 

O.J 0. 17H71 " u 
0.25 0 1 731905 " . .  

0.56 . .  

Gf:ARD.vanublcA:, Aff � 22.< � 1 0 " '  

" " l.2 "' 
O.lS " . .. "' 
" ' ""  ' ·' ,. "' 421 

0. 1 2 5  . . . '· ' ' " '" 
O.IO 0.11298 1 1  0.78 '·' ... '" 
O.OKH 0.17).(1104 ' ' '· ' ... 
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0.1 760 

0. \ 150 

'c)0� 0. 1740 

0. 1 730 

0· 1120
,
�--

,,c.,,..s -�o.
�
1 --,oc'. 1,.-s --z, . .,-, --;;eo.2s 

.,, 

Fi1urc S-18 Average conc'<lnlrahon al : = 0.4. Bi. = I .  and '/� � 0.91. using the fimtc dilfctt!IQ: 

nc1hod 

rourth·order Runge-Kutta method gives results that have very little 1runcation 
error of Az; the only error is due to Ar. The results can be interpolated to give 

(c)0 _ _. = 0. 1 7288 14 + 0.004945A1·2 - 0.3945A:� (5-241 1 

For the fourth-order Runge Kulla method we use A: = O in the above formula. 
The re�uhs wi1h 11 = 3 or A1· = 0.5 do not follow this formub1, so thal in this case 
6.r is not small enough 1hi11 the truncation error formulas ure followi:d 
!Re�embcr that the truncation error npplies only i\S Ar ..... O. ) This is demonstr�ted 
m Fig. S-IK. Results obh1ined with G E A R D  ure less accurnte than those obuu�i:d 

�ith Runge Kuna, but for large 11 1he GEARB results require less computauon 
time. We r�all that the explicit me1hod mus1 use a smaller &: when &r t>ecomes 
small, du� 10 the stability limit, Eq. (S-223). An implicit method, however. has no 

such lim11ation by stability and larger &z can be used for small &r; &z is 1hen 

chosen by the accuracy requirement. The resuhs from the second-order Runge-
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method shows that a step size that is stable ror large IJ.r is not stable for ��:l�r /!r. for other geometry the stability limit comparable to Eq. (5-223) is 
Dl}.t I 
tr,:r- ,,;; 2ci {5-242) 

for a single linear equation with boundary conditions or the first kind. Using the 
\'alues l}.z = 0.005 and IJ.r = 0. 1 2�- we_ g�t � value of IJ.z/M2 = 0.32, and with 
� = 0.0025 we get 0. 1 6. The stab1hty hm1t gives IJ.z//}.r2 ,,;; 0.25 and the results i� 

CPU. sec 

l'l111re!l.19 Compimson o[orthogonol et•llocotion nnd finll• difference for 81• � 1 
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Table 5-6 indicate 1his limit is close to that achieved even with the reaction rate 
1enn included. 

Resul1s obtained by orthogonal. collocation are compared in Fig. 5- 1 9  to those 
using finile difference. The collocat1on results are very much more accurate than 
the finite difference results. We can use E�. (5-24 1 )  to determine how many finite 
difference grid points are necessary to achieve the same accuracy as obtained with 
1hree colloc:ation poinlS. 1 . 3 x 1 0 - 5, 

1.3 x 10- 5 = 0.004945Ar2 (S-243) 

we need !J.r = 0.05 or 21 grid points to give equivalent accuracy to only three 
collocation points. To make the temporal error the same size with a second-order 
Runge-Kulla method requires !J.z = 0.006, which is within the range or the step 
lengths used. 

We next compare the finite difference and orthogonal collocation solutions 
when bolh methods use the rourlh-order Runge-Kuna method to integrate in 

Table 5-7 Al'erage coru:entralion for Eq. (5-156) with Bi,.. = 20 and T,.. = 1 .0 

001 
0.005 
0.0025 
001 
0.005 
0'1025 
0.00125 
00025 

Er.trapolYICd Ar' 

Number or 

l:rror Compulation Func1ion Jacobi111 
11 + 1  (< )., h x !O' time.11« Steps evaluutio115 cvalua11om 

1 1  
1 3  

s��ond-orde1 Runge- Kuua. 6r.cd 4: 

0.81 644 1 000 Oll 
0.87564 .. 0 0 7 1  
0.117619 431 1.4 
0.119975 195 UnHahlc 
0.91630 )0 I . I  
0.920154 ... l.3 
Q.920465 1 l  .., 
0.91930119 049 " 

l'ourlli·order R11nge· Kutta, varinblc 4:.r. = 1 0 · 1  

0.117634 430 0.96 
0.920564 1 3  1 .8 
0.9 1 5 7 1 11  " 3.4 
0.919566 J.I 6.1 
0.920657 14 9.l 
0.921070 " 1 3  

Gl:ARO. v11ri11blc A:, 1: • I O - '  

0.117655 
0.921292 
0.920027 
0.919605 

427 I . I  
20 1 .8 

7.7 3 .2 
l.5 

192 
lBO 
1 54 

387 
403 408 

JI 
" " 
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ume. �he collocatio� solu
_
t1on with N = 2 has about the same accurac as t 

(ini•c d1ffcrem.-e solution with 11 = 5, and
_ 
the collocation solution is only ;bout �� 

percent fostc�. For mor� accurate
_ 
solutions, ho�ever, the collocation method is 

plainly superior. If 4 sec .ire spcn� in t�e calculation, the collocation results are 40 
times mo� accurate than the finite difference results. The difference between the ��::���

e

1:�:;;1:�:�:
si
�� :���

-
errors: the orthogonal collocation method is 

Consider ne�t the s_ame problem wi_t h  Bi�. = 20 and T,.. = I ,  which exhibits 
more severe spatial  gradients (compare

_
F1gs. 5·6 and 5.1 J ). We might expect at the �:i::: :�a

t��s �����e'!nt
.
h::n�::s

df;:�:n:�::��t:s 
a�: ���:�1�:���1:���.

t �e :��� 
that the errors are generally larger than those in Table 5-6: this illustrates the fact 
that this problem has more severe gradients and more radial points are needed. As 
before the fourth-order Runge-Kulla method is more accurate than GEARS for 
1he same .1.r. but GEARS takes less computation time, at least for small .1.r. The 
errors in the second-order Runge-Kutta method are not proportional to 6.::, so 
that the .1: values are not small enough for this problem to achieve the limiting 
beha\•ior as small .1:. The formula for the truncation error is 

(c)0.6 = 0.9 1 923 + 0.021 3.1r2 -646:2 (5-244) 
The coefficient of 11:2 is uncertain but illustrates the fact that small 6: are 
necessary for a fixed-step method. 

The computation times arc illustrated in Fig. 5-20. Calculations made with a 
Crank-Nicolson method but with the reaction rate term evaluated at the 11th time 
level are generally less accurate than the solutions reported in Table 5·6. These 
solu1ions are also compared to the collocation results. Now lhe Runge-Kuna 
method is better for finite difference and the GEARS method is better for 
orthogonal collocation. In this case the finite difference method is superior for low 
errors. For an error of O.QJ the finite difference method takes about half the 
computation time, while for an error of 0.001 the two methods are equivalent. and 
for smaller errors the trend is that the collocation method takes less lime. For 4 sec 
computation time we need si11. interior collocation points and about eight finite 
difference grid points; both calculations give the same error. This illustrates again 
the fact that this problem has sll.'Cp gradients in the rndial direction and more 
points arc needed in this direction. 

The computation times for these methods are proportion�] . to the
_ 

total 
number or grid points at which the reaction rate is evaluated. It IS interest.mg to 
examine the computation times for fixed-step methods and compare the!" with

. 
th

_
e 

wo�k estimates. In  the orthogonal collocation method we �e.:d 2N- muluph· 
cations to evaluate the right-hand side involving the dispersion terms and _mf-! 
multiplications to evaluate the reaction rate, where m is the number of muluph· 
cations needed to evaluate one rate. Thus the computation time CPU should be a 

function of N and N2. The data are fit to ii quadratic and the best least squares fit 
;, 

CPU = fnumbcr of axial steps) 0.0025N (5-245) 
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1 0 -·�-----r------r------, 
11 = 3  

� OC. RKINIT o---o OC. GEARB 
)!- fD, R KINIT 

10-4 '-------�""=-------��N-=�6--� 0.1 1 . 0 100 
CPU, sec 

Figure 5-20 ("ompamon of orih.ogonal collocation <Lnd limte d11Tcrcnce ror 81,. "' 20. 

which showi. that the computation time is proportional to the number of 
collocation points. This suggests that the major computation time is associated 
with the evaluation of the reaction rntc term. The finite difference method gives 

CPU = (number of axi;il steps) 0.00060N (5-246) 

but in this case the number of 1;alculations needed to evaluate the right-hand side 
is proportional to the number of terms. In both 1;ases the computation time is 
proportional to lhe total number of grid points in both nxial and radial directions. 
We can thus arrive at an estimate of the cost per grid point for the two methods 

Cost for orthogonal collocation :::::: 0.()()25 sc1;/colloca1ion point/axial point 15_247) 
Cost for finite difference :::::: 0.00060 sec/grid point 

Thus for �hcse methods the finite difference method uses only 24 percent of the 
computation time per grid compared with the collocation method. The collocation 
method must achieve its drammic improvement because it can use many fewer 
terms. 
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... 

. .  

CPU, sec 

�S.21 Error 1n lhc lempcr;iture suducc Du• vcrsusmmpu1a1ion 1ime. with Bi = Bi,, = :-ic: 

Next we apply lhe finite difference me1hod to 1he problem lreated with 
orthogonal collocation, Eqs. (5-1 76) to (S-1 78). ror diffusion and reaclion in a 
catalyst pellet. This problem was solved earlier by Ferguson and Finlayson.s The 
col.location results were obtained with an improved Euler melhod in lime. and the 
6nite dilTerence method used Crank-Nicolson. Errors in heat ftux are shown in Fig. 5-21 .  The colloca1ion method can use 6 collocation points and achieve 1he 
IQ:uracy or a finite difference solution round using 100 grid points. Al1erna1ively. 
the COiiocation solution is obtained with only S percent or the computation lime � for lhe finite difference method. Part or 1his speed udv11n111ge comes from 
being able lO take a larger step size in the collocation me1hod (Ar = 0.05 ins1ead or O.OJ �  and the rest comes from having many rewer unknown5 to represenl the 
5patial variations or the solution (6 instead or 100). 

. In summary, for many dilTusion-reaction problems lhe onho1onal collo­:1
.1an �ethod gives very accurate answers, but as the gradienls become larger 1he 

1nitc difference method may be compelitive. The rourth-order Ru�-Ku.na 
�cthOd and GEARB bo1h arc good schemes to use 10 intesrate in the tame-like 
direction. RKINJT is more accuraie and usually ras1er for a small number or 
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terms, whereus GEARB is faster f�r a l�rger number. of terms when the equations 

arc stiffer due to the spatial approx1mat1on. 

S-6 ORTHOGONAL COLLOCATION ON FINITE ELEMENTS 

The diffusion-reaction problems treated above are all well suited to or�hogonaJ 
collocation. The parameters can be chan�ed, how�ver •. t� ones that give steep 
profiles during the transients. This is done m a  fashion s1m1lar to the steady-state 
case. For example take Bi small (5 )  and Bi.,, large (250), even for fJ = 0.02 steep 
profiles are obtained. If tha� hap

.
pen� it is necessary to res?rt t

_
o a method that 

approximates the solution p1ecew1se (1.e. we must use the fimte d11ference method, 
orthogonal collocation on finite elements, or Galerkin finite elements). The details 
of applying the method of orthogonal collocation on finite elements to transient 
problems are similar to those for steady-state problems, so we need only outline 
them. 

Considering Eqs. (5- 1 76) to (5- 1 78 )  we apply orthogonal collocation on finite 
elements. The domain is discretized as shown in Fig. 4- 1 2. First we apply 
lagrangian interpolation. The residual is evaluated at the collocation points. The 
equations for concentration only are given since the ones for temperature are 
similar. 

clc1 I ' + 2  t1 - l  1 '" + 2  , 
M2 -ell = hf J� I Bu<"J + -:x� Ir, 1�1 A u c1 - <JrR(c1, T,) (5-248) 

whereas before 

i = (k - l ) (N + l ) + I  (5-249) 

We require continuity of the derivative across the clements, Eq. (4-269). The 
boundary conditions are Eqs. (4-270) and (4-27 1 ). The system of equations can be 
written in the form 

CC:� = AAc - f(c) (5-250) 

where th� m�trices CC and AA have the structure shown in Fig. 4- 1 3. The matrix CC , �uh1plymg th� time de
_
rivative has the value M 2 on the diagonal of each e��ation representing a residual and zero elsewhere, since the boundary con­d1tio�s and fiuK continuity conditions have no time derivatives in them. The matm A� is identical to that given in Sec. 4-9. The vector f includes the reaction rate t��m in the residual equations and either zero or some value for the boundary condittons and flux continuity conditions. 

thcn
l�:�e��:�at�o����:���o

��ler method or Crunk- Nicolson method in time 

c" + • - c• 
CC -iii_ = AA[ ( l - {J)f!" + fJcn+ 1 ) + ( l  - µ)r(c" ) + pr(c� • 1 i  (5-25 1 ) 
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1CC"- �A1AA)c°'
• • = [CC + ( l  - fl)41AA]

.
c" + ( l - /J)Al'f(c")+ /JA1f(c"+ 1 1 (5-252) 

(cf\-h:IRd side has the structure of Fig. 4- 13 .  The reaction rate term must be � . (4-278). 10 solve Eq. (5-252). The solution then proceeds as in any I he LU decomposition of the matrix is done taking into ig. 4- 13. 
E:o.plicit methods are possibl� if desired. Ea� res�ual equation can be 
lated using whate�er method �s ch�n. After doing t�1s we have values of the calcU. n at each interior collocat1on pmnt at the new t11ne. We also need the solut':a

ry values and the solution at the points between elements. We can obtain bOUn 
by solving. the algebraic equations for boundary conditions. Eqs. (4-270} and 1�1 � and the element continuity equation, Eq. (4-269), using the solution at the �n�rior collocation points as known. Then the matrices are in tridiagonal form 

with 

AA< - I (5-253) 

(5-254) 

A k ·  - j - i -, I A N +2.N ' 2  - �A u (5-255) 

\ j - i - 1  h,
1
_ ,

A N + 2. I 

,, '• - 1  k 
j = i + l  - � A 1.N +2  

I !li + I  I N + l (5-256) 
f; = � J�2 

A ul"J - � J�2 
A N +2JCJ 

- ..;- {AN+l lCNT - N - 1 + A N + 2.N +2CNT) - Bi111CNT NE 
= 2._ 

Nf A N + Uc, - Bim (5-257)  
hNE J -= 2 
h. 1 1  takes the solution at 1� 

This part or the solution is referred to as smoot . mg. 
t the element boundaries m 

interior collocation points and pro�ides. the sol�t�:�: 
and has continuous first 

such a way that the final solution is contm 
dtrivatives (or !luxes). . . form of Eq. (5-250) is that t�ey 
. One disadvan�agc o� the equ_

at1o�s IP tte 
brnic equations. Most integ�uo: 

involve coupled d1fferent1al cquauons and a ge 
the analyst must provide 

packages are not suitable for such systems, so t�ilt 
difference method, however. 

Slltisfactory package. This is not true of th� 6nite 
kagts. . Which can easily be applied using the in�grauon 

:C eliminated by using �er�� 
. The cumbersome algebraic equat1.ons c:n

for Eqs. (5- t 76) to (5- 1 77) give 
ins�ead or lagrangian interpolation. Oomg thl 
rtcsidllllls 
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M � H '1'1!. = _!- i BJ1a, + �  i. A11°1 - t/J2R ( t HJ1a1) (5-2S8) l /� I JI tit hf / • I  XJ / • 1  / • I  
along wilh the boundary conditions o f  Eqs. (4-302) and (4:303). The l�st two 

alaebraic equations are easily solved and the �ults can be 1�1rod�ced into the 

residuals by eliminating two unknowns. The residuals can be written in the form 

CC� - AAa -f(a) (5-259) 

h re the CC matrix has the structure of Fig. 4-19 without the boundary :o:ditions and is not a diagonal matrix because of H. The AA matrix has the same 
structure and is the same matrix as that derived in Sec. 4-9. Explicit methods 
cannot be applied to this system of equations easily because of the nondiagonal 
nature of the CC matrix. Even if the right-hand side is evaluated using known 
information, a set of coupled equations still remains due lo the CC matrix. An LU 
decomposition must be performed. For this problem the CC matrix is constant in 
time. so that ii can be decomposed once per problem, and an explicit method used 
with successive fore-and-afi sweeps lo solve for the successive right-hand sides. 
This is not a disadvantage for implicit methods since the LU decomposition must 
be performed anyway. The nondiagonal nature of the CC matrix also presents 
problems when using integration packages, which are often wrillen for equations 
in the form 

�i = f(a) (5-260) 

rather than in the form or Eq. (5-259). The analyst must then devise a suitable 
package. 

S-7 GALERKIN FINITE ELEMENT M ETHOD 

Gale
.
rkin finite elements are also useful when the transient solution has steep 

gradients. We appl! t�e� �ere to the diffusion-reaction equations., Eqs. (5- 1 56) to (5- 158). Th� domain JS 
.
d1v1de� in!o finite elements as shown in Figs. 4-20 to 4-22. �

a
h
c
� Galerkm ��thod is

. 
apphe

.
d m the same way : a trial function is assumed on 

elem�t, it Is su
.
bst1tu

.
ted into the differential equation to form the residual, a�d the �1ghted residual 1s set to zero with the weighting function as one of the �;�����:�=:�T!:

d
:uations arc the same as Eqs. (4-320) to (4-325) with the time-

with the mass matrix 

t L CJ1* = t L Wi1<"i - L FJ •' I e I ,. (5-26 1 )  

(S-262) 
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and 9c and F'' are dc�ncd by E�s. (4-320) and (4-321). We must lhen integrate 
th�-e in 1inie. The. nonhnear �eact1on r.ate term must be evaluated using numerical 
quadrn1Ure each time step or 11 can be �nter�la.te�. The form or the equation is Eq. 15.250). und t�e struc.ture o.f the equations 1s tridiagonal for linear basis functions. 
Quadratic bas.ts funct1_ons give lhe structure shown in Fig. 4-23. 

The ti�e mtegrat1on has_
t�e same di�culties which the Hermite polynomials 

have on finite elem�nts: ex�hc1t methods involve at least one LU decomposition 
each problem and mtegrat1on

_ 
pack�ges 

_
a�e not readily available. The equations 

present no problem though 1f an 1mphcn method is applied and the analyst 
provides a suitable package. 

There is an alternative to the lime integra1ion problem that has been called 
lumping. In this procedure each row of the CC matrix is added up and put on the 
diagonal. The off-diagonal terms are set to zero. With this approximation the 
equations can now be solved with explicit methods and the integration packages 
are suitable. The accuracy can be degraded, however, as described for the 
convective diffusion equation treated below. 

The Galerkin method has this disadvantage for time-dependent problems (a 
nondiagonal mass matrix), and it has the added disadvantage or extensive 
computation time to evaluate nonlinear integrals each iteration and each time 
step. Each or these problems can be overcome, but at the expense or degrading thE 
accuracy or increasing the computation time. While the Galerkin method is no1 
too promising for one-dimensional problems, it proves to be a superior method in 
two dimensions (see Chapter 6). 

S-8 CONVECTIVE DIFFUSION EQUATION 

Several methods are applied to the convective diffusion equation because it has a 
sharp front but is a linear problem with an exact solution. We examine the sleady· 
state problem first to assess the difficulty of the problem. 

Jn steady state we wish to solve the ordinary differential equation 

with boundary conditions 

The exact solution is 

� - Pe� = O (5-263) 

dO) = I c( l ) = O  

el'c - el'•x 
(' = 70:.1 

(5-264) 

(5-265) 
Successive derivatives of the exact solution are 

c'�I = � = er=-� 1 Pe" el'cx (5-266) 
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and lhe norm or the 11th derivative is 
1 12 I ]1 1 2  Pe" 

ur·111 = [ J: 1ci'"')2 dx] = [?Pe <e2Pc _ J ) 7Ct (S-267) 

· ter olation error ff a finite difference or finite element 
We wish

i
!o

u:��!ifn'::r�h:i��e t� exact solution. The error estimates are prO"t1idcd �::::ter. 1 0 for lagrnngian interpolation or order n the errors arc 

1 1cC• + l lw1• + I  
He· - pH < ---4(;;.+J)- (S-268) 

where p(x) is the lagrangian interpolation. For Hennite cubic polynomials the 

error estimate is 
nc·1• + 1 11111 !ll" + 1 - i 

11'·1 '' - tT "ll " u �-1 )!in-+ f...:.J 1! 

UcA''llh• - ;  
lltA j) - pl JIU " �-=iil24=11J 

(5-269) 

(S-270) 

where [J1 =j ifj is even and UJ = j +  I irj is odd. Using the pr�perties or the� 
solution gives an estimale for 1he mean square error. and we wish to make th1S less 
than a prescribed value r. 

Ur _ Pll " !� :�-21� � 
1 

" r. lagrangian interpolation (5-27 1 )  
4,/ 2(11 + I )  

Uc - pll " �e� ·�; " 1: Hermite interpolation (5-272) 

This limitation requires a certain number of intervals in. each method. The number 
of intervals is given in Table 5-8. We note that for a large error (& = 0. 1 I the 
piecewise constant lagrangian interpolations (11 = 0) require the fewest points. 
This is because the number of intervals needed in the higher-order methods 
depends on higher-order derivatives of the function. and the derivatives and their 
norms increase with each differentiation. As the desired error is reduced (say 
& = 0.001 ). the linear lagrangian interpolation n.>quires the fewest intervals or the 
lagrangian interpolants of various orders. for even more slringent error criteria 
(& = 10 - <i )  the third-order interpolanls require the fewest intervals. The Hermite 
polynomials, which have continuous first derivatives, do a bener job than the 
lagrangian interpolan1s, which are only L"tmlinuous. (We should recall though that 
the or1hogonal colloca1ion with lugrangian inlerpolation is made to have continu· 
ous firs1 derivaliYes and hence is equivalent to the Hermite in1erpolation.) Indeed 
for errors lower than 0.01 ,  the Hermite cubics re<1uire the rewest intervals. 

. Suppose we use these error estimates ror the interpohml and combine them 
with . the . work necessary to solve Eq. (5-263 ). The error or the approximate 
solution 1s not necessarily that given by the inlerpolation error, but it cannot be 
any smaller than the interpolant error. The work necessary to apply the methods is 



r•'�!Kll ll" 
1•�UIM lllHl-Rl' N UAI. l'Qll>.TIONS TIMI' ANP ONF SPATIAi. l>IMl'NSION 2JJ 

� !'lumkr of intenals l"ft(uirecl lo satisfy the error eriteria of Eqs. (5-271) :::�72). � = 10� _ _ _ 
- ------ - - ----------

N11mbcrorime.-�I• 

t...gran�inn 

10· • '"' 5,300 '""" 19,000 

10-' '·""' 17,000 27.000 "·"" '·"" 
'" ' 

'""" 53.000 57.000 6 1 .000 '·""' 
,. . '"'"" 170,000 120,000 1 1 0.000 14.000 

10· · 5.600.000 530.000 270.000 190,000 25.000 

10·• S6JXl0.000 570.000 )40.000 

N11mbcr oropcrallons* 
-- ----------

FD. GFEM 2. GFEM-l. OCFE-L. OCFE-H, '" 23NE l7.l3N£ 12N£ 

10-• '·" 0.030 10·1 '""' .,. O.OS4 10"' OU ' ·' 0.29 0.094 10·• '� " 2S "" 0. 1 7  
io-• 2.6 •.J 0.9) ' "' 

.. '' ' "  

'Number of opcrauons x I O  - '' needed �o •Oh e a  linear sysicm ofsize spo:.:ilicd abo•·e. 

also given in Table 5-8. For large errors (c > 0. 1 )  the finite difference method 
requires less work. The work estimates for the Hermite cubics are given for both 
low-order and high-order orthogonal collocation on finite elements. with the la\ler 
clearly preferable. The interpolation error is plotted versus the number of 
multiplications necessary to solve the problem in Fig. 5-22. This graph clearly 
!IOnrays the guidelines: ff low accuracy is desired in a solution with steep gradients 
the finite difference method is best, but if high accuracy is desired higher-order 
methods are preferable. 

!he transient problem has the same difficulties if the solution has large 
Yadients. _Consider the convective diffusion equation with a steep change of COnctmnu1on at x = o 

(5-273) 

c(x, 0) = 0  c(O, l ) = l � ( 1 , 1 ) = 0 (5-274) 

�:n�, not apply orthogonal collocation (with a global polynomial)
_ 
because t_he steep for large Pe. The finite difference, orthogonnl colloc111ton on finite 
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FJaare 5-22 lnierpolation crror u a runction ofwork. 

JO' 

elements, and Galerkin finite element methods arc all applied in 1um. For the finite 
element methods the backward Euler method is used in time, with a small time 
step, so that oscillations are not introduced by the time integration, whereas 
GEA RB is used with the finite difference method. 

The finite difference method applied to Eq. (5-273) gives the £ollowing 
equation, accurate to 0(6x2 ), 

'!s. + Pc �i..:.! ,.. �1 + 1 - 2c·; + <", -__! 
d1 2Ax d.\"2 

This equation can be represented in the form 

C� = AAc 

(5-275) 

(5-276) 

and for the. fini.te difference method C = I. Results ror Pe =  t ,000 and .!\.\" "" 0.01 :�==n 1� Fig. �-23. Oscillations in the solution are evident These results were 
�sing a time step small enough that the oscillations were not due to the :�:=l����r:tion. Th�s we are left wi�h an

_ 
uns1uisfactory solution. Anot�er 

5_23 Th . 11 � five limes as many grid poin1s.. Ax = 0.002, is shown in Fig. 
lime

. 
(22 �i=tions are now gone, but al a considerable increase in computation 
Another approach to improve the solu1ion is to introduce ups1ream deriva-
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F"c-S.ll ConvccU\C dilfusion equal ion wilh Pc - 1 .000 and 1 = O.OUw. 

lives when the Peclet number is large. We use a first-order expression ror the first 
derivative 

(5-277) 

Equation (5-275) becomes 

'"" 
�i + Pc t·,��� - 1  = �i+ l -��+ t·, - • (5-278) 

Truncation error == -
Pc

2
A." �::� (!i-279) 

The truncation error is found by inserting a Taylor series for t·, into Eq. tS-278). 
Thus solving Eq. (S-278) is the same as solving the following equation to smlnd 
order 0(Ax2 ) : 

� + Pe �:!:t�� = 1 + ���!� k. + 1 - 2r, + t·, . 1 ) (5-280) 

The effect of this upstream derivative is to add dispersion to the numerical 
solution. Figure S-23 shows the solution for Pc = l ,000 and SI grid points, while 
Fig. S-24 shows the solution for Pc = 87.790 and 301 grid points. With a second-
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- Eq. (5-275) 
- - - - Eq. (5-278) 

0.8 

0.6 

t(x, t) 

0.2 

0.6 
0.2 0.4 

Ficur. S-2-4 F1nicc diCforencc •olu11on a1 1 = S >< w - �. Pc "'  87.790. Co = 0.1 3. t.1 "' S >< 1 0 - �. and N T =  lOI 
order scheme the solution oscillates. With a first-order scheme, Eq. (5-280) or 
(5·278), the oscillations disappear and instead we h11ve ii smoo1her solulion wilh 
!he front smoothed out by the numerical dispersion. If this effect is acceptable, 
numerical dispersion can be iniroduced. The methOd of Orthogonal collocation on finite elements with lagrangian 
interpolation would use 

(5-281) 



PARABOLIC PARTIAL DIFFEllEl'flll\L 1'QUATION5-TIMI! AND ONE SPATIAL DIMl!NSION 237 

� pro
1�; ';��-7;:��h!n

c�':tf�: = :  ���:t
a:::::U":,trii� :i� d•l!�nl

ity of 1he first derivative. Ir Hennite interpolation is used, the matri1 hu :'!�:cture of Fig. 4- 19 and the residuals are 

Jt Hu� + � Jtl AuuJ - � Jtl BuuJ (5-212) 
Res Its are shown in Fig. S-25 for the orthogonal collocation method usins 
1�ngian interpola1ion. Oscillations are very small when 50 elements are used, 

c(z.r) 

1 .0 �------..,,_

\'•, - Co "' 0.044. Ar • I 0- 1 ,  
N E =  SO.NP• 5, NT ,. 301 

----Co • 0.044, /1 r = 2 x  1 0- 1 ,  1 
NE= 2 5 , NP •  5 , NT .,.  1 5 1  .. 

0.6 

., 

.. 

' ' ' ' ' 
' ' 
\ 

0.6 

� S.H Onhoaonolcolkw;a11on i0lu1ioll a1 1 • S •  io· • 11nd Pa •  87'190' 
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• f is smoothed somewhat when only 25 elements
. are u�ec1. The :md the ront 

'r 1 may be correctly modeled but JOI collocation points were st�p�cs��:� t!�u��.:� ion s81ution with JOI 
.
collo

.
cation points is mo�e expensive :����c.1 ·finite differem:c solution with JOI grid 

_
pomts, b�t th� collocat1on solution 

d;es �ot oscillate nearly as much. (Compa
_r
e fig. 5-25 with 

_
Fig. 5�24.) 

. . ·
With the collocation method we can introduce numerical dispersion in an ad 

hoc way by solving 

fk f!l· ( "x) C1c 
- + Pe - =  l + Pe -2 n f,f iJx fX (S-283) 

We rearrange this equation by dividing by I + Pe /1x/2 and define new variables ( "x \ Po r = f l + Pe T ) Pe' = 
( l + Pe11x/2) 

Ifwe wish to solve for Pe = l,OOO using 11x = 0. 1 ,  we simply solve 

� + Pe'� = B 
15-284) 

(5-285) 

with Pc' = 1.000/51 = 19.6 1 and translate the terms using Eq. (S-284). Such an 
approach is unsatisfying. but may be necessary m order to solve the problem in a 
given amount of computer time 

The Galcrkin method gives 

(5-286) 

The matrices are given in Table 4-9 for the appropriate choice of basis function. 
The structure of the equations is tridiagonal for linear basis functions and is shown 
in Fig. 4-2J for quadratic basis functions. The linear basis functions give thf 
explicit equation 

� �� + � � + � ��-!. + Pe k, + ��>=-_J = S_+ Cl_�:;� (5-287] 

One disadvantage in the Galerkin method is t hat the left-hand side is not diagonal. 
Thu� the integration codes that are discussed in Chapter J are not directly 
apph�able. One approach to this difficulty in the Galerkin method is called 
lumping. The ldt-hand side represents the time derivative of the mass in an ����:;

)
';:

c
n
n
d;��:�ing the entire mass is "lumped" with the ith node. Equation 

':;/ + PeS+ ��-:··=-!.  = C; +_i��·/S__=-!. (S-288) 

This is just the finite difference equation. l fwe apply Gaierkin finite clements methods we also get oscillations if Pe/1x is not small enough. Thus arlificial dispersion needs to be introduced here. too. This 
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is doPC using u different weigh ling function. The Galerkin equations are written as f.' w, (� + Pe�)dx = - f. 1 � .awJ dx 0 ct ox 0 dx ex (S-289] 

and the weigh� ing funct.ion is ch_osen to introduce numerical dispenion, Thi 
wei!hling runc11on (sec Fig. S-26u) 1s taken as' 

W, = N, +riF(x) X; _ 1 ,i;;; x :t;; x1 W, = N, - aF(x) X; :so x :io; xH 1 

The Galerkin linear element equations become 

I dc, .,. 1  2 '3_ ! �� !. !_!__ _ . 
'(, J, + J ,11 + 6 tit + 2Ax [( I a)c, .,. . + l(XC., - ( l + a)c, _ , ] 

I 

15-290 

= AXJ" '''; + 1 - 2c, + <';- 1 l 15-291 
The choice of 2 can be used to optimize the results. The upstream dispersion as ii 

� �  
1 - 1  I t + I 1 - 1  I l + I  -
OM element 

ShapcfunctionN1 Wcjghtin& function W1 = N1 + aF 

&0 
1 - 1  I I+ I 1 - 1 1"Ql-t l 

One element 

ShapefW1clionN1 FunetklnF(M) 

(b) 
1'.lpn s.26 Upstrwm weighting fonclions. (a) Lincur hll!lil lu11&.1i•Hl'i. lill Quadrauc ba�n !ll111.1ions. 
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the finite dilTerence method is given when !I = I. The choice 

"J. = coth (!�:!) - -� 
2 Pe �x 

makes the errors 1..ero at the nodes for the steady-state problem_ With u 
dispersion the calculation can be made with a larger element size and 

�tr� 
arc not present provided at1ons 

Pc�.'( � l 
1 _ , 15·2931 

�:�:he quadra1 ic trial funclion!> we choose the weight ing function" for i as an end 

W1 = N 1 - "J.f 
for i as a midsidc node 

It/ = f\' 1 + 4/W 15·2941 
and 

F!1 1 J  = �11(::!11 � - Ju i 1 1 

flu = co1 1t ( Pc
�
!\ \ } - Pc� \' [ ( ' Pc .\ , ) ' (. 1/l 1 ' "J.,. = ::! t;mh , · 1 1  -1. • " .._ , - , ) - I :! _ 

- Pl! . \ \  Pc - .\ \ - Pc.1..'t #o 

1 . 2 ,----�-----, -----r--·-�-�--�-

, 
""lpnS-27 Gall:rli.1n �ulu1mn. wilh lmt:;i.r lllil.I fum:1wn�for � = 1 .000, I .. O.OOOS. ;i.nd 11 = SO. 
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which is :ils� pictu��d in Fig: �-26h. With upstream weighting functions the 
solution does not osi.;1llate, but 1t 1s damped more than the exact solution (see Fig. 
5-!7�or each _

or the method� t�en we sec �hat the solution frequently oscillates, but 
ihCSC oscillations c�n be. ehm1�at� by introducing more points/elements or by 
introducing numerical d1sper

_s1on 1n :ome form. Which method is best? Using 
several methods Jensen and Finlayson have examined the steady-state equation 

de· d2c PeJX = JXi {5-295) 

c(O) = I  c( l ) = O  (5-296) 

The steady-state equation can be solved exactly by difference formulas, and the 
results show that oscillations occur unless 6.x is small. In particular, a criterion can 
be developed that 

Pc Ax :,;;;: B (5-297 ) 

to eliminate oscillations. The value of B depends on the method, and several values 
are listed in Table 5-9. We sec that all the methods have a limit and that the limits 
are dose to each other. Thus based on this theoretical limit we cannot choose the 

Table 5-9 Limils lo element size lo prel'enl oscillalions. Table value is B in 
PeA.x � B 

Method 

GFEM 
Linear.iandard 

W11hu(l'trcamwcightingfuncnon 

GFEM 
Quadra1ics1andard 
Wnhdi.pcr,ionwcigl11111gfuncuon 

GH'.M 
Cubic. C 

0Cl'E L 
Quad1�uc 
Cubic 
Quartic 

oc.:n: u 
C.:ubic 
Qua1uc 

Tllcorctical 8 
(bused on Pracucal 
mono1onicily) I p:r�nl IO p:r�"nl 

' 
H64 

4.644 

J.464 

4.644 

" 
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besl meihod. In a numerical solution, however, oscillations can be 
small- indeed so small that they are not observable. The crite . Prtseri1, 11i.... .• 
srnndard is n�t availa�I: and Eq. (5-297) only �rovi�es.a guide.&: to �� 
experimentation, Ehhg report_ed s�m� practical hmns � 
Settari. et al. 1 � reported pract1c�l hm.1ts for the finite dilTeren S-9 rather than two. For the Galerkm fimte element method with H . . · 
value of 250 proved a satisfacto.

ry limit, rather than about 4.6. It isC:1te CUbics:� 
for any method a great many intervals are needed to prevent 05 .1 �Uded"­
artificial numerical dispersion is introduced into the method. 

Cl lations � 
Computation time for the various methods is il lustrated in F' 

results are for a calculation with a time step so smal l that there �g. S-28. Tbct 
truncation error. On this basis, the finite difference method is 

Is no IC!Dpoqi 
expensive than the finite clement method, even when linear bas7,umuc;b .._ 
used. The higher-order methods are preferable on this scale. w� � 

- 1 .0 

- 1 . S o FD 

-4.5 

-s.o oo��---;.�, -;,:';,--,,i,.---',0-_J36 
cPU, min �!8: 5-_211 Computathon time ver 111.9-!fi Pricc, .., n/. 1 1 1 

sus error for 1:011ve.:1ive diffusion equa1i0ll wilh Pt "' 
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�.-re 5-19 Movement or sharp rront, �-olor o:quauon, usiq orthogonal colloo:auon on linitcclcmcn� 
w11h20Dclcmcnts. Front m111ally a1 " = 0.07S. NP = 7, Ar .. 2 io: 10-4, andCo = O.<M. 

practical time step, rather than a very small one, the differences may no1 be so 
marked, and the relative position or the curves may change. 

We next consider the color cqua1ion, which eliminates the dispers.ion term 
altogether, such that 

(S..2981 

dx,0)  = 0 ,·(0. r )  == I  (S-2991 

!his equation is hyperbolic and has an exact solu1ion since the inlet conccn1ra1_
ion 11 propagated with velocity 1 .0 without change in shape. Solutions 111 an �arly 1.1me 

are shown in Fig. S-29. Initially, there are oscillations because the rront 18 vert1C11_
l. 

As the calculation pr0<:eeds these oscilla1ions are damped. but the sleep rront 11 
1mo01hed, too. 

The properties of the exact solution ore dependent on the Counant number 

Co == � (S-300) 
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It �·iin be sl�o_w� Iha\ a_ finite dilfer_ence solution with upstream convect" ;\Ult :in cxphc�t mt��rat1on sch�mc 1s stable ff the Courant number is less

';:a�e��s 
and that ;m 1mphc1t method LS stable for all Courant numbe w· 

e 
�'On,·cct�vc terms. the explicit scheme is unstable for any 6.t, �hile 

1:�e �nte�e� 
Sl:heme 1s stable for any Al. (Sec problem 5-32.) mphc11 

The inf\ue�ce of dilT�rent. Courant numbers while keeping the number of elemen�s fixed 1s shown tn Fig. 5-30. As the Courant number is increased the oscillations are dam�ed but '.he profiles are less steep. As the Courant number is d�reased �y decreasing the time step oscillations are introduced. We thus have a 
dilemma :_ 

if we use too large a IJ.1 we get numerical dispersion and the front is 
damped. 1f �e use too sm�ll � �I we get the oscillations inherent in the spatial 
approximation. Only by a JUd1c1ous choice of IJ.x and .6.1, and by some relaxation 
of our standards, can we solve such a problem numerically. In the convective 
diffusion problem the Courant number is 

Co = 
Pe .6.t 
ax (5-301 )  

We see i n  Figs. 5-24 and 5-25 t hat  the Courant number i s  i n  the range 0.04-0. 1 3 
for good solutions. 

The convective diffusion problem is an interesting and useful one because it 
gives guidelines that arc r<!levant if a problem has steep fronts that move in time. 
We see that all the nuni ·ul methods give a solution that oscillates unless enough 
elements or grid poin l� .�re used. For very large Peclet numbers, and very steep 
fronts, we can introdu:.::..: numerical dispersion into all the methods to make the 
calculation possible with ,, larger �x. but the solution is less accurate. If we must 
model the sharp front then sufficient points must be employed. 

5-9 FLOW THROUGH POROUS MEDIA 

An important area or numerical analysis is the simulation of the f\ow of fl.uids 
through porous media. Applications exist in the flow of water in underground 
aquifors and the fl.ow of oil-water mixtures in oil fields. Here we consider the !low 
of water in dry soils by solving the partially saturated equations. 

The mass balance for liquid water is 

r�f (pl/JS) + f (p11 ) "" 0 (5-302) 

where p is the water density (p "" I g/cm3), q, is the porosity of �he rock, and S is 
lhe saturation defined as the fraction of free space that is occupied by w;i�er. T�e 
combinalion pr/IS is the mass density per system volume. The mass Hux is �'Cl m 
Units of mass of water per unit time per unit total cross sectiom1l area, and 11 �s the 
Vol�metric flux. Darcy's law is used to relate the mass Hux to pressure gradients, 
which drive the flow, 

'" (''' ) (II/ = - ··· - - pfl II i!x 
(5-303 1 
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Table S-10 Typic.I soil properllcs 

'10(microns'J 

• 
s. 
A (cm) 
B (cm) 

' 

... 0.41$ "" "' 
146 16' . ., 

where k is the permeability, µ the v.iscosity of �ater (µ = 0.00894fcm/sec), 
p tlie 

water pressure, and y the accelei:at1on of g_rav1ty (g � 980_cm/sec ). Here We are 
going 10 assume 1hat . '�e density, porosity: and v1sco511y are constant Tlit 
saturation and permeab1hty depend on the capillary pressure 

Pe = P111r-P (S-J041 
Since we are allowing the air to fill the void spaces not filled with water the air 
pressure is taken as constan1, which we take as zero. Then lhe capillary pressure is 

P, = - p  

The saturation time derivative can then b e  expressed a s  
CS dS i'p 

&
=-dir fl 

This equation is nondimensionalized using the definitions 

Thus 
I _ <f>Lµ 
' k,pg 

(S-lOSJ 

(5-l06) 

(5-JO!) 

(5-3118) - � ill!:_ _ !_(k tp') t'lk. 
tip; 01' - c1x ' • "R -Fi-; 

where ko is lhe absolute permeabi l i ly and is the permeabi l i ly when lhe soil is completely fil�ed wi1h
_ w

ater. The last term is not used i f  gravi ty is neglec1ecl. We use the following relations for the dependence of  S and k, on p, : 

k, - 1+1f.i7Bv 
(S - S,) I 

(S-3091 

. . 
-� = T+(/,;LfAr Typical soil properties . r d . . 

to the boundary condili:�s 
Isle 18 Table S- 10. Equation (S-308 ) is solved subjCCI 

p' = BP I = constant at x' = o 
op' 
� = O al x' = I 

(5-JIOI 
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llPd ihe initiul conditions 

p· = BPO = constant at ( = o (5·31 1 ) 
for convcni��cc we now dro� the primes in Eqs. (5-308) to (5.31 I ). 
cond���n��:f��ut:;a:;l��i:�it��=e;�a�e�: ;��r!��zit�� �:��t:�e�i:re initial 
with a sh.arp front. �

uppose the �oil is iniliall� dry and at time zero the i:��� 
:r�-�t�s0s�5a����ft��I:� ��i�1��a7:�hn;:::·:�:�hn�;��; �� ���r;:�e�:o�� :�: 
fronl move into the entire ��g1on to x = I. Thus for small time, at least, we can 
ignore the boundary c?n�111?n at x = I a�d solve the problem on an infinite 
domain. We then try a s1mllar1ty transformation as derived in Sec. 5-1, and we find 
that it works when gravity is neglected. Making the change of variable IJ = x/r 112 
we obtain the equation 

"-[k (pJt!.!!.] - � !!! t!J!. _ o 
c/11 ' c/11 2 dp< d1J - (5-3 12 ) 

wilh the boundary conditions 
p(OJ = BPI p(oo) = BPO (5-3 13) 

This equation can be solved using any of the methods for boundary-value 
problems. It has been solved using the time-dependent method by adding a time 
derivative and integrating to steady state (using finite differences with a variable 
grid spacing) and by orthogonal collocalion on finite elements (using a variable 
�lement spacing). The �olutions for different boundary conditions are shown in 

-0.J 

Fl�S.31 Sim1lari1y ,..,1111ion 10 now tlnouah por<>U5 mcdiu, whon gruvuy,. negk<:lnl 



J48 NONLINEAR ANALYSIS IN l'llEMICAL llNOINl!ERINCi 

Fig. s-31 and we sec 1hat 1he P�.fi!e is ver� �1ecp. T�e. �teepn� of the Pl'Ofile ca.n 
be changed by changing the 1nit1al condition or 1nit1al soil dryness. The: &rid 
spacins in the fini1e difference method. f�r B�� = - 1 ,�cm was 1111 = 0.00S near 
the rronl and 11,, = 0.62S near 1he ongin, giving a ratio or 125 for the largest to 
smalles1 element size. 

These solutions have the interestin� behavior that for very dry 5?ils the front is very steep and a conveclive-type solution .n:sults. The nature of this solution can be seen ifwe differenliate Eq. (S-308) and d1v1de by k,, to get 
I tlS i!p I l!k,, iJp iJZp 

- k,. ;;p; & - k,. ii; � "" a;I  (S-314) 
Comparing this equation to the convective diffusion equation we find the Peele!. 
number is equivalent to C ln k,/i!x. In the very dry regions of the soil the k, varies 
wilh p; • and 1he lerm is 

I f'k, C i n k, d l n k, Cp i. Cp 

- k,.  h = - -,-.,X- "" dp;  �- = p a;  (5-l lS J 

When 1he pressure gradienl is large (see Fig. 5-3 1 )  this term is very large, too. giving 
a problem with a large convective term. 

We can also define a pseudo-Couranl number based on a parallel with the 
convective diffusion equa1ion. If we measure the actual velocity of lhe front r1. 
then accurate simulations have been oblained for v1111/l1x ::: 0. 1 -0.4, as in the 
convec1ive diffusion equation. Such a guideline is not useful until one knows r1, 
which is usually not known until one solution has been determined, but it does 
provide some guidance for 111 when Ax is changed or if v1 is known a priori. 

In addition, lhe coefficient of lhc time derivative changes many orders of 
magnitude. It is a function of p, = - p, and for p ,. 0. - 200. - 300, and - 1.000 
cm ii takes the value 0, 0.29, 0. 1 7, and 0.0012, respectively. for L = IOOcm. Thus 
the problem is stiff because the coefficient of the time derivative varies over sevcnl 
orders or magnitude for nodes from the boundary through the fron1. We thus 
expec1 all the difficulties apparent in the solution of 1he convective diffusion 
equation. Namely, small elemenls are needed 10 eliminate oscillations. and if largt 
elemems are used some form of numerical dispersion musl be in1roduced. Typicll 
solutions obtained by solving Eq. (5-308) are shown in Fig. S-32. and lhc 
oscillations are apparenl in all the methods. It is also clear 1ha1 1he solutions do 
not agree with each olher and the fronl is moving wi1h different velocities 
depending on lhe method used to solve the problem. 
. The sliffness of lhe system or equations is quanlified by uctually cal1.-ula1i111 1he 
�1gen . values. Several less severe cases arc intcgrmed and 111 specific 1imes 1ht }:a" of the right-hand side is evaluated. If 1he equalions are written in the 

c,�f,1 = �/JtpJ 
� .. �z l·-,(p) = � :� 

(S-3 16) 

(S-31 7) 
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'ipre�Jl Solution• al r = 0.005 �nd /, =  1 .ooocm. 

fhcjacobian is 
I_ iJF1 I I (iljj J1 t!CJ) (S-3!Sl 

il.x2 i'p� = �x2 CJ DP� 
-

Ci jlp, 
This can be done for any of the methods. The method used in this case is 
[)rthogonal collocation on linitc elements. We are interested in the ratio of the 
largest lo the smallest eigen value, which gives the stiffness ratio SR 

SR = �!: l)A (5-3 19) 

m;n l;•I 
We find numerically that the lowest eigen value is chnrncteristic or the problem, and using dilTerent .6.x and degree of polynomial gives the same value for the lowest eigen value. If the solution has some oscillntions in ii. one or two of the 
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dgcn values are �niaginary, with an occasional one with a positive real 
(indicating a growmg error). For a good numerical solution howeve 11 h !>3-rl 
i·alucs must be real and negative. The largest eigen value d�pends 0

r, :h t4e eigen 
and the method chosen to approximate the spatial dependence R� 1

� � used 
diffusion problem (d�Jdp, = - I ,  k, = ! ) are given in Table 5- 1 1 . 

· u 5 or the 
When the equat10n is written i� the_ form of Eq. (S-3 14) it suggests that the ��!�:: 

c
:�c��:ic

r
!��;c�:

s
coeffic1en1 m front of the time derivative. Thus we 

1 1 dS I 2 ,.; i � NT - 1  - -CR = ---� 
2 . I ' dS I � 1 � NT - I - -, k, lfp, I 

(5-320) 

and we correlate the stilTness ratio versus the coefficient ratio in Fig. 5-33. For a 
variety of different problems there is a reasonable correlation. Thus we can look at 
the coefficient ratio before solving a problem and determine the difficulty of the 
problem. �ne unpleasant f�ct is that the coefficient ratio must be evaluated only 
for nodes in the domain (1.e. not the boundary conditions) since the boundary 
conditions do not in\'o]ve the time derivative. In fact, before calculating the cigen 
values of the jacobian II is necessary to solve the linear algebraic equations and 
insert them into the differential equations. The solution at the first node in from 
the boundary condition may not be known so some guess is necessary. If the 
boundary condition has a positive head. an internal node can have p = 0, in which 
case the coefficient of the time derivative is zero. This means that the equation for 
this node is also algebraic, and this equation must be eliminated before calculating 

• . • 0 
o : -so, -200 ! A · -S0,-300 

BPO, BPl (cm) •
• 
•, o, -lOO 

s, -300 

• �i�f,-:C1!:'�il 

log,coeflicicntrotio 

�-JlllreS-33 Snffnc .. rnuo vcrsu>cocffk1c111 runo 
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lhc jucobian. In spilc or thei:e . diffic�lties, which apply main!� to the actual 
calculalion of 1hc cigen values, 11 1s feasible to cho�e a n:presentat1ve value for the 
prc..uurc at 1hc firsl node an� cvaluale the coefficient ratio. Eq. (5-320), using that value. The rcsull is only a guide 10 the analysl anyway. We know that for problems 
wilh large coefficienl ra1.ios t�� stiffness rati� is large and the p�oblem is stiff. This me-dns we musl use an_ 

1mphcil mel�od to 1�tegrate the equations, and since the eigen value is so large e11her a small time step IS necessary or the method must be L 
stable. We have found in C�apter 3 tha.t methods that are n�t L stable tend to give 
oscillatory errors for la�ge A.!J.

.
t . I� par11cular, the Crank-N1col5?n method in time 

requires i.dr ie; 2 to avoid osclllallons. By contrast, for the solutions shown in Fig. S-33 the largest eigen value �my � 7 x 1 08 or 6 x 10 1 0 with a time step ol 

��: ��� �so;; ��0
0
·
r
s
3
r:r

1�1
.
u��i�� 7;����!;. - 200 and - JOO cm, respectively. 

We next see how to introduce numerical dispersion into the solutions. In the finite difference method, the equation is 
JS dp; I - dp,.; 

di = A�2 [k; + 1 12 (P1 +  1 - p; )- k, _ , , z (p; - P1 - i l] (5-32 1 ) 
We can introduce upstream dispersion by evaluating the permeability in either of lwoways. 

k, _ ,,2 = k(p; . li2) exact 
k = k; _ 1 upstream when k; _ 1 > k.1 

(l-3221 
(l-3231 
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k = !<1.:, + k; . 1 ) average 15_324) 

t1en: we ;1s.�ume the rront is moving from the ( i- I )th node to the ith ode 
ihc permeabilities arc evaluated at 

_t�e upstream position. The SCC:nd ��t
�hat 

1.'((Uali(lns d�lines upstream pcrme�b1h�y and the third uses average permeabilit: 
ff lhc fronl 1s very steep as shown m Fig. 5-34, the pressure at the ith node ma be 
o. a1 1hc li + l )t� ��de - 1.00l!_�m. and a��he ( i+!�h node - 500cm. This can �ive � to p:rmeab1hues of I, IO , ��d 10 , respectively, at the three nodes ;, i + !. 
;1.nd ;+ I : !he �pstream pcrme�b1hty found using Eq. (5-323) is I and the average 
permeab1hty usmg Eq. (5-324) is 0.5, and these are both very different from the true 
,.111ue al 1he (i + !)th node of 10 - 3• Taking P; + 1 = - 1 ,000, too, gives for Eq. 
(5-32 1 )  

Js l dp; i o - 3  
- � j JI � - Ax2 (p; -p,_ i ) exact (5-325) 

I 
� - Ax2 (p, - p; . i )  upstream (5-326) 

I � - 2Ax2 (p; -P; - a l  average (5-327) 

The truncation error or the method using an average permeability is O(Ax2) as 
we have determined hefore. The use or upstream permeabilities gives 

RHS; = .1..� [k;(P1 + 1 -p;) - k; . 1 (p, -p, . 1 l] (5-328 )  

when p ,  _ 1 > p, and k, _ 1 > k;, or tk/Cx < O .  Using Eqs. (4-29) and (4-30) we get 

RHS, = t (1.:�)I - �!. �(� �) + O(A..\'.2) (5-329) ex 1:x , 2 i'!x ox Cx 
Thus the use of upmeam permeability gives a method thal is only accurate to 
O(Ax). The errors have the form ora  dispersion term and correspond to solving lhe 
original problem with the dispersion coefficient 

k; = k, - T � (5-330) 

Since i'k/i!x < O the numerical permeability is positive. and we are adding 
nu�rical dispersion to the equations. This increases the errors b�t dm�pens

. 
the 

osc.lilations. The use of average permeabilities introduces numerical d1spers1on. 
too, but not as much as is introduced by the upstream permeabilit�. . . 

For the Galerk in method, we can introduce an upstream weighung function 
into the Galerkin equations to bring in numerical dispersion. I I  �urns out. 
however, that the interpolation or k. onto the trial function space m1roduces 
numerical dispersion, too. To see this let us look 11t 1he Galerkin 1erm 

I f.1 dN1 tlNJ - I> - k --- -J- tlllPJ 
J Ax2 11 ' d11 11 

(5-33 1 )  
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We evaluate the relative permeability at the nodes and write it as 

k, = 'f. k,N, . 
Then the evaluation of (5-33 1 ) is straightforward yielding 

( 1 JN1 dNJ J. ' dN1 dNJ 
Jo k. (Ju dU du ""' t  kK o NK Tu ---;J;;du 

Jfwe use linear basis functions the integrals arc J.' N dN, dN, du = ( j -l) K = l , 2  0 K d11 du - i  i 

15-332) 

15-333) 

(5-334) 

Then a typical right-hand side for the ith node RHS1 is, remembering we have to 
assemble two terms of the form of Eq. (S-333). 

RHS, = 2�2 [(k1 + 1  +k;) (PH - 1  - p;) - (k, + k; - 1 ) (p, -p; - 1 )] (S-335] 

This is the same as the finite difference equation with average permeabilities. (The 
lefi-hand sides are different though. ) Since the finite difference equation introduces 
numerical dispersion so does the interpolation of permeabilities, Eq. (5-332� 

Ir we evaluale Eq. (5-33 1 )  using two gaussian quadrature points al 
u = 0.2 1 1 . . .  , 0.788 . . . in the element we get 

15-336) 

For lhe same pressure profile in Fig. S-34 typical values or 1he k, at lhe 1wo 
quadrature poinlsare 1 0 - 2 and 1 0 - 4. Using lhese values gives 

- 1 0- 2  
RHS1 ::::::: ""2Axlp1_ 1  (S-337) 

This is much closer to the original finite difference equation with 
k1 + 1 1.2 "" k,(P; +  1 121 and has little dispersion. Consequently, the interpolation or Ike 
�lat1ve permeability, Eq. (5-332), r111her than using a more exact quadra1urc. 
introduces numerical dispersion into lhe equations. 

Inst� of using gaussian quadrature to evaluate (S-331 ) let us use the trapezoid 
rule. ln th1scase we get W� "" } in (S-'.\36). with u 1 ,.,, O, and 112 = 1. The result is 

J� (- �)NJN1 d11 a { - iff� (11�) l = I 
(5-338) 

O J :f. I 
T�e �ua1ion for the right-hand side is given by Eq. (S-335) since the trapezoid ;t integrales Eq. (5-333) exactly. Ir we combine the equations for 1be ith node we 

_ dS dp1 I fii:. Iii "" 2Aii [(ki + 1  +k1l <P1+ 1 -Pi) - (k1+k1 - 1 HP1 -P1 - 1 U  (S-3391 
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. h is exaclly 1he some as lhe finite difference me1hod with averaged per­whJC 
bil ilies- Thus lhe Galerkin method, with linear trial func1ions and the lrapezojd � for quadralures. is equivalent lo lhe linile difference melhod wi1h averaged ru �eabililies. This method has some damping features compared 10 lhe exact �•lion bul is still secon� order • . O(�z� 

eq The weigh led Galerkm equation 1s f ' "'• (- !!!)� = - f.' k,� iJ(W,Jdx Jo "' Jp, 01 0 ox ox (S-340J 

which leads to equations of the form 

� qJ* = � BiJ� (S-34 1 1  

a n • l l ,  

a n = 41 

" " "" 8 1  

D 11 "'  1 6 )  

-100 

-300 
0 0. 1 O.l 0.3 ns 

"'' 
- 100 - J OO  -Averqe k, - AHrapk, ��•�mk, ......... Upsmunk, 

� -200 � - 100 

� 
q • 41 

• l l � 
\ 

-•oo .. -300 
0.3 n• n• 0.4 

"' 

Flpre s.35 f:fra:1 ofu:1rcom pcrmubili1y al l · O.OIS.BPO - S, BPI  ... - lOOmi. 



2."6 NONIJNl'AK ,\NAI YSIS IN CHl:M ICAL i:NGINEER I NG 

(l-342) 

Jfwe interpolale the relative permeability we introduce more numerical dispe . 

The weighting functions are taken as Eq. (5-290) or (5-294). 
rsion. 

There has not been any systematic way developed to introduce numerical 

.o OCFE-L, cubic 
o FD,averagek, 

• FD, upstream k, 

-20-0 

-40-0 

-600 

-80-0 

x 
l'IKUre S.36 Hfc.;1 of u�1ream pcrme;1bili1y u1 1 .,, O.O I S. I • .,, l ,OOO. 

0.3 
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d·�pcrsion into 1hc collocation method. One way would be 1 �rmc-.ibility given by Eq. (5-330), and another would be 10 ev:I:� 1� relat!ve 

permeabilily at the pressure one_ node upstream. These approaches 
a
w:�ld :::1� 

pOSSible 10 solve the problems with the col�ocation method and large elements 
� It 

ihe hi�h-o�der accu_racy °.f the colloca11�n method would then be lost. ·� 
author 5 ph1lo�phy IS that if one nec:cts to introduce numerical dispersion into the 
problem one might as well use the SJmplest low-order method, which is the finite 
difference method. 

The elTect of the numerical dispersi�n is illustrated in Figs. 5.35 and 5.36_ 
figure S-?Sa shows the acc��a.te solution obtained with the finite difference 
me1hod with average per�e.ab1ht1es and 11 = 1 6 1 .  The other solutions are obtained 
when upstream permeab1ht1es �nd fewer grid points are used. For this case, which 
is relatively mild, th� solution (not . shown) with the exact permeabilities 
k, == k; + u = k(P; + 1 1 2 >  ts very poor usmg a large Ax (i.e. n = 2 1  and 41 ). For 
11 == 80 the solution is better, and for n = 1 6 1  the same solution is obtained as with 
average permeabilities. Of course, as Ax - 0 the permeability does not vary much 
from one node to another, so that the averaged permeability is a closer and closer 
approximation to the exact value. Figure 5-36 gives results for a much steeper 
profile. The curves for the linite difference method and averaged permeabilities 
show that the front is at different positions depending on Ax, for 21, 41, and 8 1 
intervals. The use of upstream permeability makes the front location depend less 
on Ax, but its position is stil l incorrect. The method of onhogonal collocation on 
finite elements gives the location of the front, which is incorrect, but as close as the 
finite difference method . Unfortunately the Solution oscillates, too. I t  is clear that 
small elements arc necessary if we wish to model this phenomenon. All these 
simulations arc with the backward Euler method in time. The boundary condition 
at x = 0 is a fixed pressure. 

Let us compare solutions obtained with different numerical methods for the 
case of a soil column with L = IOOcm, an initial dryness of p == - JOO cm. and a 
boundary condition of 11 = + S cm. The finite difference method. is applied u�ing 
averaged permeabilities and the collocation method is applied wnhout nu�encal 
dispersion. The backward Euler method is used in time with a fixed step size. In 
both methods we use permeabilities at the known time 

'1 (k• ''(' '.) (S-3431 
�x · ,,x 

Typical errors and computation times are shown in Fig. 5-37. We see that as the 
comput111 ion time is increased in uny method by taki�� smaller �md s:a

t
l�� 

s
At :::i 

error decreases and eventually approaches an error d1c111ted enurely Y pu 
discrc.tization. Then as we decrease Ax the spatial �iscr�tiza.tion �7:

r 
d:;:�5j 

The time steps for the first point shown for e�ch d1scrct1Zll!�on a . rtho onal S x io - �, for N1' = 41 2 x l 0 - 4, and for N1 = 8 1  2 x l0 Q �;·�g-� 8� ror col�ocat1on on finite elements, the values ar� ror NE ==
s: be-used fo; the 6nite 

:�e;e! 1�e;h!� i�1�1:11����� �n:;:�:�:���r 
t
t��:;��fa���retization error. The 



258 NON LINEAR ANALVS15 I N  l'H EMIC.'A L  ENGI NEER I NG 

. ·: io-2 

Ji 
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Flpre 5-37 Aa:unicy \•ersus oomputa1ion lime. Error u1 x = 0.25. t = 0.01 5, fixed 41, and 

P .. = - 1 .222 1 .  

collocation results arc not  as good as the fini te  difference results because no 
numerical dispersion is introduced. because many nodes arc needed lo ap­
proximate the steep profile. and because larger t ime steps than the finite difference 
method are not possible for this problem. 

In Fig. 5-38 we compare the fixed t ime step back ward Euler method with a 

10-1 .---...------�-----�----� 
� 

. i 10-1 
-..._�"-::::..,,.�� ----- FD , NT • 0 1  

= 1 .0 
--,---- FD. NT = 4 1 

° FD, backward Euler \ ' 
\ ' 6 Ex1rapol11ed O(At) \ ............. 

10-J �-·:-•D_._""_'_' ---;';;----'_._o-_. N..JT_·_•_·_:::> ___ J 
1 0  1 00 1000 

CPU, soc ::ii:i�lll Compurit.0n ur backwurd Euler Clixed Ar) and GEAR !Varinhle Ari ror llnile difference 
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1ari.a:�u

t;:; ;��:i:;;
e
f�
h
r
o
�e
u
::��-�:;:d���

o;��b��m
G::�� algorithm achieves a 

;;�iul truncution error. Unfortunate_ly, we have no need : :��� o
t
f
h
�h�e'::i

ror
r!
s 

truncation err�r sm�
ller than the s_pat1al truncation error and, in this sense J:'ar'� 

algorithm is me�c1
ent �cause _ 11 �olves the �imc-depcndent equation� more 

accuratdY tha� 1s _necessa?', with an appropriate increase in work. For this 
problem the finite difference answers follow the extrapolation 

FD error = 124A1 + 1 2.911."2 

and thecomputation time is 
CPUrn = 0.001 2 scc/time step/grid point 

(5-344) 

CPUonT = 0.0044 sec/time step/collocation point {5·345) 

using a fixed time step and the backward Euler method. 
ii is of interest to explore why Gear's algorithm does not achieve better results 

for this problem. In this problem the variable coefficient of the time deri\ati\·e 
takes large and small values as we go from the boundary to the interior region. 
ihus making the problem �tiff. As the from moves, however, the range of values is 
al\\·ays the same. smce the boundary points arc fixed at each end of the front. Thus 
1here arc always nodes \\'ith i.mall coefficients and nodes with large coefficients in 
front of their time derivatives and the problem is always stiff. I t is not possible for 
Large time steps to be taken while the front is moving, in contrast to other 
problems for which Gear';. algorithm has proved useful. Since the eigen values arc 
so large, however. i./J..I i� large and an A and L stable method is required. 

The next set of compari�ons all use a fixed time step but use different methods 
ofmtegrating the equations. The temporal methods of integration arc: 

(I) Crank-Nicolson with a variable weighting {J. {J = I is the backward Euler 
method. The matm:c� arc evaluated at an estimated time and solution. 
according to {J. Either one or more iterations may be taken each time step. 
with the matrix reevaluated each iteration. The Crank-Nicolson method 
l/l = !J is 0(6.1 2 ), and A but not L stable. 

(2) Modified backward Euler method with the matrices evaluated at the know� 
time and solution. Thb method is O(lil), and both A and L stable. 

(3) N�rsctt method either second· or third-order, using the sumc algorithm fot 
nonlinear probl�ms a� derived for linear ones, with the nmtrices evaluated a1 
the known solution. Thi;. is high-order (O(lil z )  or O(lir3 )], and both A and L 
stable. 

The �patial appr011imation� are made for the colloemion m..:t.�od on fim�e 
clements using polynomials of orders two through siK. The= Gulerktn mcth�d is 
ap_plied using polynomiah of order one, two, and three. Quudrntur_.is ure evalu,

�e
� 

11�mg a variety of quadrature �chemcs. NQ = 2 uses the trapezoid rule, NQ -
d �scs �he two end �oinl5 and the i:"idpo�nt (Simpson's rule), ���r:�e

= �i��s. Q - S use gaussmn quadrature involving two und three q 
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Using linear polynomials and NQ =
 2 gives the finite difference method . 

a\'eragc permeabilities, although the
 prognim was written in the finite el 

Wllb 

scheme. 
cmen1 

Tablc S-12 Numerical error.i ror differenl merhocls for s ..... - 300 em. Val 

p!.t = 0.25. 1 = 0.01 5 ). exacl = - 1 .222 
Ul!I DI 

(a) Effecr orinlegrafioamethod 

Or1hosonal00Uocalron onlinllcckmcnl'-N/' - 4. NE - 20. N T _ 61 

Crank N1ool<on 

fi - O S. ITER - 1  

BacbardEulcr 

fi - 1.0. JTloR - l  

Nor.;cn 
Second-order 

Tlurd-ordcr 

Crank-N,.;olson 
fi .. 0.5. JTER - 1 

JTFR - 2 

Dack"'•rd l:ulcr 
fl .. I O. JTrR .. I 

N�™'ll 

2 5 ( - 4) 

2.5 ( - 4) 

1 25 ( - 4 1  - 1 24 1 

O.cu - 1 . 2 1 J  

2 5 1 - 4 1  

2.5 ( -4 )  

Galcrk1n mc1hod.quudrn!K . . \Q -

2 5 1 - 4) 
5 0 ( - 4) 

2 5 1 - 4) 
1 25 ( - 4 )  
O, cu 

" 

" 

" 

NQ 

- 1 22M 

- l JJO 

- 1 )60 

- 1 1-1 1 
- 1 2!2 

- 1 24.l 
- I N6 _ , """ 
- 1 2.16 
- 12 5 1  
- 1 21\0 

Compu1a11on 
Error umc.oo; 

0.206 

""" " 

0.019 •..  
0 009  ' "  

SJ 

l . .'\'T � 6 t 

"""' ,, 

O l (}lj " 

00.18 " 

0 0 1 '}  " '  

0 000 " '  

-----

(\>mpuca110J1 

l rwr 
- - ------

0 021 " 0024 . .. 

l 77H 0014 " 

0029 55 
00.18 " ___ w _� 

--=-----�-�-- l 2SM 0 0.16 ' "  
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Typical errors ror 1hc problem wi1h an ini1ial condif r 
tioundriry 1.vndition or + s cm arc listed in Table 5•1 2 Lo��� 0 

,
-:::1cm and a 

1.x1Hocation results we see that the Crank-Nicolson me�hod do! a 1 d orthogo�al 
of in1cs.rating the equalions, but both lhe backward Euler and 

n�� 0 a good Job 
al'(' go�. with no clear preference. For the Galerkin method, the Cr;:��1:!� 
method 1s �st. althoug� lhe N;rseu �hod is nearly as good. Using e11.trapola­
iion techniques we est1ma1e the spatial truncation error to be Q009 t he 
collocation mi:tho� with 20. eleme�ts and 61 nodes, and o ror the Galerkin =t�od 
using qu�rauc trial runct1ons w.uh 30 elements and 61 nodes. The collocation 
method _ is less a�ura1e and sl�ghtl� raster for the same number or nodes. 
Comparing Galer�m me1hods �nh d1fferen1 degrees or polynomials wc gel the 
following compan_sons: take h?ear (NP = 2) with three quadrature points 
(NQ "" 3). quadrallc (NP = 3)  with four quadrature points (NQ "" 4). and cubic 
(NP "" 4) with five quadrature points (NQ = S). This ensures that the numerical 
quadratures are rela1ively accurate. Results in Table S-12b indicate that when the 
number of elements is changed to keep the Iota) number or nodes fixed the errors 
and compu1a1ion limes are comparable. Thus we cannot make a case in 1his 
example for high- or low-order elements. 

Looking next at the effect of quadrature we see that when using linear 
elements the use of two quadrature points (giving the finite difference method with 
average permeabilities) is slightly better than that using three quadrature points, 
but for this case the importance of the dispersion is not manifest. The low-order 
quadrature with quadratic trial functions is not suitable. We can also see lhe effect 
of laking several ilerations in the Crank-Nicolson me1hod. The resulls in Table 
S.1 2 and other calculluions indicate that if we take two iterations with a step size 
Al the error is greater 1han if we 1ake one iteration and 1wo steps, each with a size 
step f:.r/2, giving equivalent computation times. Thus it may not always pay to 
iterate on the nonlinear terms. Thererore., it is concluded that the Njllrsen methods 
are a viable alternative to the backward Euler (L stable) or Crank-Nicolson (A 

stable) method. None of the spatial approximations consistently proves i1selrbes1. 
In summary, wc see that the soil problem can be a very di£ficult one and gi� 

very steep solutions. The best method in space is the finite difference method wub 
average permeabilities, while the best method in time is the ba�kwa� E�ler 
method or a Njllrselt method. Small elemenls are required or numerical d1spers1on 
tan be introduced lo make the solution less steep and allow larger elements. but 
the acc:_uracy is degraded, too. 

S.10 COMPARISON 

We are now in a position to compare the methods and include in our com
parison 

onhogonal collocation linite difference orthogonal collocation on linit
e eleme�ts. 

and Galerkin finite eiements. The sPntial discretization en:ors decrellSC with 
smaller Ax as listed in Table 4-1 1 ,  while the temporal �runcuuon errors have the 
lrunc11tion error Ar"' depending on the method chosen in Chapter 3. If we c

hoose 
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10 apply an implicil me1hod inv�lving the decomposition of a matrix, then the 
work required to do this is shown in Table 4- 1

.
1 . . 

Different spatial approximations al.low different time ste.ps and we ha�e seen 
that smaller llx requires smaller llt. This effect can be quantified for the diffusion 
equa1ion 

(5·346) 

When we apply a spatial approximation to this equation we get equations of the 
fonn 

(S-347) 

and the difficulty of integration depends on the eigen values of the matrix. For 
collocation and finite difference methods the matrix C is the identity matrix and 
we just need the eigen values of the matrix AA. The lowest eigen value is the one 
corresponding to the physical problem, i.e. the first eigen value to the eigen 
function problem arising in separation of variables, �:� + A.1 X = 0 A1  = n:2 (5-348) 

The highest eigen value is generally dependent on L\x 

(5-349) 

This has been determined by computations similar to those reported in Table 5-1 1. 
Values of LB are given in Table 5- 1 3 for the different methods. For the 

Galcrkin methods and the Hermite collocation method the eigen values are the 
solution to the equation 

(S-350) 

r;���-1 3 Value or LB in Eq. 

Method LB 
FD 4 
OCFE L, NP = 4  36 

NP = S 98 
N/' = 6 222 

OCFE-H, NP .,, 4 l6 
GFEM- 1  1 2  
GFEM -2 .. 
GFEM 1 , lumpcd 4 
GFEM- 2, lumped 24 
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\:hat this means is that the 

SR "" ;.1:!1 (S-35 1 ) 

and thus as l!.x �ecreases lhe problem becomes more stiff, and the explicit time step 
inus1 decrease.s1nce 

A1 " IJ.l: .. " "':.;1 fS-lSZl 

We take first an "easy" problem oft he t)'J)e 
Oc · r  OcJ Fr � Fx" D(c)Fx° + R(c) (S-lSl) 

SupJ>Ose we apply an explicit method of integration. Then the work estimates are 
just 1be time needed to calculate the right-hand side for each time step.. multiplied 
by the number of �ime steps, which can be determined from Table S-13. Suppose 
we integrate to a tune such that the total number of time steps is LB/Ax2. We can 
then cakulate the work necessary to derive the solulion. We choose the number or 
elements and grid points such that the results should give comparable accuracy, 
based on the experiences related in Sec. S-S. We use collocation with three interior 
grid poinls, finite difference with ten nodes, orthogonal collocation on finite 
elements with cubic polynomials and three elements, and Galerkin linear poly­
nomials with ten elements and five Galerkin quadratic elements. Also we use the 
same estimates or m1 = 15 multiplications to evaluate the rate or reaction and 
m2 "' 4 to evaluate the nonlinear diffusivity. The work per time step ror each or the 
methods is given in Table 5- 1 4  for the cases or large numbers or points. Usins 
Tables 5- 1 3  and 5- 14  and the number or time steps given by LB/11.t� gives the 
results in Table 5-14 for the number or multiplications required to solve this 
problem, when each method has comparable accuracy. 

The rastest methods are the orthogonal collocation method and the collo­
cation on finite clement methods. This is primarily due to the low number of temu 
and the large time step allowed. The finite difference method is the next besl 

method, with the Galerkin methods being the slowest. These conclusions, ol 
course, depend on the number or terms needed in the various methods, which have 
been chosen here to correspond with experimental results and the error terms in 
Table 4- 1 1 .  Table 5- 1 4  just confirms the conclusion or Sec. S-5 in which we round 
the orthogonal collocation method is rar superior to the other methods r01 
diffusion-reaction problems. 

Next we consider a problem that has steep profiles. Now � solve an LU 
decomposition at each time step so the work estimates are derived rrom Table 
4-1 1 .  We suppose the number or time steps 1s the same ror each method and choose 
the element size so that each method has the same number or unknowns. Take 
orthogonal collocation with 60 collocation points, orthogonal collocation with 67 
elements, finite difference with 200 grid points, and the Galerkin methods with 200 



r 

Table S-14 Opera1ion count for explicit and implicit methods 

E:ir.plicit Implicit 

Evalumc Number or Total count Onetime Numbcrof To1alcouri1 
Meihod Formula Values RHS oncc lime steps x 1 0 - 6  Values step timestcps x 10 - •  

oc NP(2NP+'20) NP <= l  " "4 0.014 NP = fJJ 73.000 1.000 73 
OCFE-H NEUONP + JJ )  NP • 4, NE = l  2 1 9  3 2 4  0.071 NP � 4. NE = 61 6.400 1 .000 .. 
OCFE-L N£(NPf2NP + 2 1 ) - 27] NP • 4. NE = J  261 124 0.086 NP = 4, N£ = 61 6.400 1 .000 .. 
OFEM-2 103N£ NE = S  "' 1 ,500 nn NE = 1 00  9.200 1 .000 9.2 
OFEM-2• 84NE NE = S  420 I.SOD "" NE = 100 7.200 1 .000 7.2 
GFEM-1 BONE NE = 1 0  800 1 .200 0.96 NE � 200 '"""' 1 .000 IS 
OFE M - 1 •  36NE NE = I O 360 1 ,200 OA3 NE = 200 6,400 1 .000 .. 
FD "" 11 = 1 0  230 400 0.092 NE � 200 S.400 1.000 S.4 

• fn1erpol11c DkJ and Rk). 
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:i,nd IOO elements for linear and quadra1ic lrial runc1ions. Then all methods have 
ihc same number or unknowns, 200, excepl for orlhogonal collocation. The 
umber of time s1cps is the same for each method and let us assume ii is 1 ,000, The :ummary or rcsul�s is give� i� Table 5- 1�. The finite �ifference method is best by a 

small margin. ThlS n:sull 
_
IS m accord with the experience or Sec. 5-9. Notice that 

liniic element or fimtc � 1fference methods have to be used; global orthogonal 
collocation is too �xpens1ve. . . 

In summary, 1r a problem 1s not too difficult and does not have a solution with 
steep gradients. the or�hogonal �ollo_cation with a global polynomial is the 
preferred method or spatial approx1mat1on. U the problem has steep gradients then 
a finite difference or finite element method is prererred. For large errors the finite 
difference method is quite suitable, whereas for small errors the higher-order finite 
element methods are preferred. This is the case for interpolation or a steep solution 
(see Sec. 5-8). It may be that the solution is so steep that numerical dispersion must 
be introduced. In that case the simplest method is probably the finite difference 
method, as we round in Sec. 5-9. 

STUDY QUESTIONS 

I. How to apply the following methods to parabolic partial differential equations 
a. Me1hod of Wcigh1cd Residuals 
b. Finite difference method 
c. Galerkin finite elcmenls method 
J. Or1hogonal collocation on finite elements 

2. Similarity transformation 
a. Application 
b. General limitations 
c. Clues to when one exists 

3. Treatment of semi-infinite domain 
4. Separation ofvariables 

a. Limitations 
b. Relationship to 

i Me1hod of Weighted Residuals 
ii Galerkin finite elements method 

5. Stability limi1ations 
u. Orthogonal collocation 
b. Finite difference method 

6. Time integration mc1hods 
a. Application 
b. Stable step size-inHucnce of 

i Degree or polynomials 
ii Elemcntsizc 
iii Geomctrv 
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7. Application of global polynomials compared with 
"· Finite difference method 

S. �r���:���
l
���:�e":�!���:e for explicit methods and any spatial approximation 

PROBLEMS 

Similari1y 1n1nsrorma1ion 

S-I Derive a similarity transrormaiion, irpossiblc, ror the nonlinear problem 

� = � - kc2 
iJr iJx1 

c(x, 0) = 0 c(<Xl, 1 )  = 0 c{0,1) = I  
S-2 Derive a similarity transformation, ir possible, to the problem iJc I iJ ( • - •  iJc) a, = ? �  x � 

c(x, 0) = 0 c(<Xl,/) = 0 c( l , r )  = I  
Make a conclusion about the different geometrics for a = l ,  2, and 3. 
S-3 Derive Eq. (5·312). Consider an initial-value method o� solving this equatio.n by adding a time 
derivative. Whal difference is there between solving that time-dependent equation and solving the 
original 1ime-depcndcntequation. Eq. (5-308)? 
5-4 The boundan-layer equations for now past a nat plate are 

r'u h <'< + fl· = 0 

1<�: + <�:'. = \ :;� 
11(x.01 = 0 ll(�. x )  = Jt\0.,r) = U 

Is the problem an initial-value or boundary-value problem in the x variable and/or m the 1· variable? 
Wri1e 

. 

, � - r· ·:" ,,, J o l'X 
and dcri\·e a similarity transformat1on for the problem 11 = </>(t/). Derive the equation for /11/J. where dff_dtt = 4i and/(0) = 0, Write down the equations to solve the resulting boundary-value problem for/ 
usmg a shoot mg method 

Sep11r•1ion of�ari•bles 

S-S Equations (5-481
_
. 15-49), and (5-50) have been solv�-d twice, on�..: using sc:paration of \·ari11bles. Eq. 

��!�:�;e
a
�:e :�1i��

n
;1 : :�

1
.�
a
;'.6.s

1
,
r
��7

s
:�:�:

t
:�;f0��·1�;c·:;

)
� ·�.;l

n 
�·.�P:��

i
�.�'.

i
�o:�� �=t

11
�·�� lime a�proa�hes 7.ero more and mor.c of the expansion given by E� 15- 105) is m:edt:d for a good approx_1mat1on. Comment on the relauve case or usmg the two solutions: 

�me�����·;� ��:�
c
��� ri:i:��:�:5:i���� Eq. (5-103) nnd show 1hal the tens! squures method gi�es 1hc 

S-7 Derive a solution to the following problem using separation of vuriables: 
� = D� 
111 ,�,z f(r,0) = 0 1'( 1 , 1 )  = I  
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,. 

Deri•-c lhecipcn v11lucproblcm 

'[becigcnrunctionsare 

Melllall oFWeighled Residllals 

� "' o  ll r • O  

, .. 
Jrr + AR = O  

R(l ) = O  � (0) = 0  

R. • cos{2n + I )� 
s.a Derive lhc cqua1ions !hot when solved give an approitimation valid ror large Ume for 1he problem 

� - �(D�) D -= I + � 

c(0. f ) = I f{x,O) • O  "' fu: = 0  al x •  I 

Do not solve them. bu1 use any Me1hod of Wcighlcd RC5iduals to derive lheRL 

>9 (o) Apply the intel:lral method lo the boundary-layer cquoliom in problem S4. Use the lrial 

runclion 

I/ = (� • .S(I J = (� ) ' ' '  

liflJ u ,  
1nd in1egrate over O o:> 11 ,,;  I . Show that this solution is 1he same os round ir thc cqua1ion fo£ Jj/tl11 in 
problem S-4 is solvcd by thc mtegral mc1hod usins1hesame trial runc1ion r0141(q). 

(/:I I  Derive the polynomial that has the rollowing properlics 10 be used lo solve the boundary-layer 
1qua1ions: 

Ii i 4'!0) = 0. 4'1 1 1 =  I 
(1iJ mndilions ( i ) plus 4''! 1 ) = 0  
lili) c:ondilions OIJ plus tj>"(O) = O  
fiv) i:onditions (iii) plus 1V l l J = O 
Whal do 1heK condilions mean in words? Whal 1:ri1eria ore we apPlyins? 

OnhDpmlCCllkn.tion 

�II Write down the onhogonol collocalion oquolions ror probk=m S-8. 

��c';:�������:�i:i�Y� 1:::=��:t�r:�h��oc:���!Y:!n=��r:1!':::�����;;:�� �'::d 
thcboundltrycondilionsore 

T( l l = .-t l ) •  l.O 

Denve the cquolions for o one·lerm onhogonol colloc111ion solution. C'hc1.'k 1hesc apinH problem J-8. 

�:! �:�;�K:=�= :: ����-��4=��m7� �:: t�=r�:!=���\utions and their ftsen values IL 
Determine lhe limits on Lewis number th111 make 1he upp« sllWd)' 1ta1C umitable. . . 
S.14 ln1egr111e !he 1ramlien1 version of problems 4-711 10 4·71· 10 sieady 11111<11 from 1he iniUal condillOD 

�)5 "'1:�:1: 1:e ��an&ient vcnion of problem 4-8 to slCmd)' 11111c from the ini1ial condilion r(r) • 0. 
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�"in1ih1rin 1nmdonna1ion nith .-.rcho11onol eollocalion 

�16 Tl>;'""""'"' P"'"'"" "'"""' di";
,

'.im•:�:;:"�';:�llo•m• """" " iodio«I pl;"" 

r(O, ; )  = 1 d.�.O) = 0 

fr = 0  at x =  I •'.\ 
Appl} a smula�1?. 1;�·�����·��,��·;�:�1;� :�1� �;�u�:�� {�; ][�;;���::. ��

i
�::;�:e

a
���l���

l
�h:t

o
:= 

�::1
1;r

s�l�.!���h�o
n

o
pansmn were the simllarily soluti�n plus the orthogonal polynomial expansion 

uscd m or1hogonalcollocallon.<md or1hogonalcolloca11on 1s apphed. 

Fini1cdi1Ttrcnct 

5-J7 Wnlc a fimte dilTerence equaiion for 1he rollowing dilTusion -reaction problem using a variable 
[!rid spacing <• I ' ( • '' ) • = - • r -;;- - R(d < I  r2 1 r  l'r 

c(r,0) = 0 

� 0 al r "'  0 

� AL� L d l  1 ) - 1 ]  

5- 1 8  Appl}' the fimte d1ffcrcnee method to Eq. 1 5 · 1 991  " ith D constant a n d  6 x  = 0.5 and 0.3)33. 

Calculate the eigen ' aluc of the nght·h�md side 1f an explicit method 1s used to inlegrate in time. How 
docsth1• comparc to thc upper hound offour'' 
5-19 Apply the finite difference method tu the prohlcm of d1ffus1un in a �phcre and a cylinder. Deduce 
1hc limit on step �itc 1f an cxphcit method is u�d. by employmg the positivity rule. What can you say 
abou1 the,lahlc,1ep,11c for 1hc threc1;tcomc1r1c' . planar. cylmdrirnl. ,111d •J'lhCncal'! 
>20 Octerminc thc1runca1ion crror of l:qs. (5·23 J J amJ \5<!80). 
>21 lntcl!,\rate the tran,1ent ver\mn of prohlcm' 4-7<1 to 4. 7t· to �teady st;1lc from 1hc mit1al cond1uons 
dr) = 0. 
>22 Integrate the tran>1cn1 vcr,mn of prohlcm 4.11 io �tcady st;1tc from the 1mual condi1ion ,·(r) "' 0. 

>23 Dctcrmme the trunca11on error of Eq. {5·321 ) when using upstream pcrmcabihllcs. �24 Dc1crmmc the '1abilit) limih for the 1initc difference method ;1pphed io the �'Olor �-quauon. 
ConMdcr e

_
xphcu and 1m�hci1 method,, and upstream ;md centcr�>d d1ffcrcim:: C\prcss1ons. To do thi.s 

wructhc d1fferenee eq11a11on and thcn sub>titutc lhe solulion 
·� = �·exp 1n1v1 - I 

Solve for � and find the conditions under winch l�I < 1, which en,urc:. lhc solution deca}'S und the 
mcthodi- ,Lable. 

Onhog.-.nal �olloc11tion on finilc clcmcnb �:� :�tcgrntc Lhc lran,1cnt version of prohlcm, 4. 7u tu 4. 7(- 1o s1eady state from the initial �-ondmon 

>U. lntcgrate thc 1ran>1cntvcr,1on of prnhlc111 4·11 to steudy statc from thc 111L1ml cond1UOn r(rl = 0 
Galerkinflnilfclcmcntme1hod 

���. ���;��c
w

(
1;;:'���·;:,��·:;:�:�;1:�� �u�::�:::�:�.clc111cnt sp;icmg for lmcnr trml func11ons for prot>kill 
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11.-!ll DcriveEq.45·261) �� 

"
l�Cf!r31C 1hc 1ra11�1cnl version of problems 4-7a lo 4-7c lo steady •1alc from •he initial condHions 

<,.JO lnlef!<alc Lhc lrans1c111vcrsio11of probtem 4-8 to s1cady sla1c from thcini1ialcondilionc{r) - O. �I Dcri•·c Eq. t5·l35) 
""""' 
_s.Jl Consider the 1ransicnl problem wh�sc •t.eady-slatc equa1ions arc given in problem 4-8. The iniual 
.;ondilion is 1111: s1eady-s1ate sol�lion derived in problem 4-R. Al hmc 1.ero the boundary conccnlration (now I) is changed lo I . I .  ldcn11fy an appropriate method for bo1h space and time for 1hc five c:ascs in 
problem• 4-Sa 10 4-S.. The final steady •lalc can � dctermmcd using the same program cmplO}'cd for 
problcm 4-8 bu 1 w uh 1hcnew boun

_
daryconcen1ra11on 

s-J3 A mou: ao:.:uralc way 10 mtcll:'ate lhc con_vec1ivc difTu51on equa1ion was given by Van 
Gmuchicn.14 Crank-Nicolson IS applied bu! !he d1fTus1on lerm IS ausmenlltd. For the term al the 
(n+ IJlh level use !he coefficient (l - Pc�r/6) limes the second derivative. For the term at the nlh level u� 1hc cocllicicnl ( I + Pctu/6) limes !he second derivative. Show lha1 such a ..:heme is third-order 
rorrttl 1n 1imcforan)·mc1hod 
!-34 The diffusion e.iua1ion in pla�c g�mclry is 10

_ 
be in1cgralcd using a variety of mcihods 111 space 

md 1hc impro•"Cd Euler method m umc. Dclcrmmc the largest stable sicp size for: QC; OCFE. r\P ,, 4. NP = 5: FD. n = 40. GFEM I . NE = 40; G FEM-2. NE = 20. 
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CHAPTER 

SIX 
PARTIAL DIFFERENTIAL EQUATIONS IN 
TWO SPACE DIMENSIONS 

In Chapter 3 we treated evolution problems in  time. which were ordinary 
differential equations. Chapter 4 deals with ordinary differential equations in 
space, which give boundary-value problems. There i t  is found that the solutions 
near one boundary arc in11uenced by the boundary condition at the other end of 
the interval. Chapter 5 combines these problems to give evolution problems in 
time or a time-like variable together with one spatial coordinate. We now extend 
to two dimensions in space. Then the problems have a boundary-value character 
in the two spatial coordinates and. in addition, the problem may be evolutionary 
in time. 

6-1 INTRODUCTION 

The steady-state diffusion problem 

(6-1 )  

dx, O) = c· 1  e(x, l ) = c2 O :::; x :s;;; I (6-2) c·(O, r) = r l  d l . r) = c4 O :::;; 1· � I ���:��:
s
n
a
�l!:tic boundary-value p

_
roblem, and we se� that there are boundary 

problem is 
ch end of the x and )' intervals. The corresponding time-dependent 

(6-31 

271 
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D D 
(o) (b) 

D c=J  
(c) (d) 

figure 6-I Domains \\ilh regular and irregular shapes. 

c = c 1 on y = 0 c = c2 on y = I 
(' = c 3  on x = 0 c = c4 on x = I 
c = f(x, yl at 1 = 0  

(6-4) 

This is a parabolic partial differential equation, and the evolutionary methods of 
Chapter 3 can be applied to it. There are some special techniques, though, which 
are only applicable to problems of the type shown above, and it is these techniques 
which are to be considered. 

The addition of the second dimension is seemingly straightforward, but can 
have far-reaching consequences. Consider the two domains in Figs. 6- l ll and 6- l b. 
Each of these has a boundary on one of the coordinates lines, such as x = constant 
or Y = constant. Separation of variables is then a suitable technique for solution if 
the problem is linear, and the Method of Weighted Residuals is suitable if t_he problem is nonlinear, since the boundary conditions can be easily met by the tnal 
function. If the two domains are combined, however, to obtain the domain in Fig. 6-l c then this feature is lost. Now the boundaries are not a coordinate line. Holes 
in the region, as shown in Fig. 6- l t/, are even worse. Yet regions like these urise in the analysis of engineering problems, and methods must be developed to solve 
them. 

Another difficulty that can arise is when the boundary data are nol continu­ous. For example in Eq (6- 1 )  it may be that l"• = c3 = l"4 = 0 but '" • = L T�en at 
the corners J' = o and � = o or J' = o and x ,:;, ! , the boundary c�nd�tion 1� not 
defined. The solution will have h discontinuity there, and the denval!ves will � 
infinite. Such a problem is not well posed in a mathematical sense. and �ven m 
regular geomelries, like Fig. 6- l ll, Lhe solution lo Eq. (6- 1 )  is not uniformly 
convergent under these boundary conditions. 1 5 
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L=!C•l 
.. 

---1: , Figure 6-2 Bound
. 
ary conditions for 

u = 0 Eqs. (6-5) to 16-8) 

Difficulties can also arise even whe� boun�ary. data are continuous. Consider 
the following problem for the domain pictured m Fig. 6-2 

� � (, 0!_) + _!_ ��� = 0  
r iJr <1r r2 W2 (6-S) 

11 = 0  along 0 = 0  
Cu tl11 - = -- = 0 along 0 = '.I.  Cn NJ 

. nO 11 = f(O) = sm
i'.I. 

along r = I  

(6-6) 

(6-7) 

(6-8) 

Separation of variables can be applied to the differential equation by assuming a 
trial function in the form 

11 = R(r )T((J) (6-9) 
and substituting into Eq. (6-5). The resulting solution is of the form 

II = li + L (anrn cos 110 + hnr" sin 110) (6- 10) 

We take 11 � 0 for finite solutions. For the boundary conditions u = 0 on 0 = 0 we 
must have n0 = 0 and a,, = 0, while the conditions that t111/t-Y. = O on O = '.I. gives 

hnCOS ll'.I. = 0 (6- 1 1 )  

110: = odd mult iple o r  i 
1:'�e first term has 11 = n:/(2o:) and gives sin n:0/(2'.1. ). Then the boundary condition at 1· = I eliminates all but the first term. The solution is then 

11(r, 0 )  = ,.with• sin �{� 
2> The radial derivative of the solution is i�

= f rwll� l sin� 

(6- 1 2) 

(6- 1 ) )  



'"' 

(<) 

I 0 6 "' « -+- 8 • 0  
(d) 

(b) 

�henever :x > n/2 the power of r in the solution is less than one, and the power of ' m_ the radial derivative is negative. This means that the solution has an infinite 
radial derivative at the center. Three cases and their behavior are given in Figs. 
6-3a, 6-Jb, and 6-Jc. The solution along 0 = O or O = a:  for case (b) is plotted in Fig. 
6-Jd. The derivative is infinite at r = 0. These results occur even though the 
problem IS seemingly benign : no discontinuities are prescribed, the domain is 
regular, and separation of variables gives the exact solution. 

What is the impact of such results? In Sec. 4- 1 3 we see that the convergence of 
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different methods is different : the fi�ile differ�nce meth�d conve�ges as Ax?, 
Galerkin quadrntic as 8xJ, and c�b1c co_llocat1o

n as 8x . There. 1s a proviso, 
however, that the exact solution 1s continuous and has _a cer�am number or 
continuous derivatives. The same results aJ:>ply to tw_o-d�mens1onal problems, 
except now we see that the restriction �f contm.uous denv�t1v�s may be a s�eepcr: 
an otherwise nice problem does not give continuous de�1vativ_es. We see m Sec. 
4- I J  that the higher-order methods, such as_ Galerk1� finite elements with 
quadratic trial func�ions or orthogonal co!locat1on on finite clements with cubic 
trial functions, require more work per element than the low-order methods, such 
as finite difference or Galerkin linear finite elements. The extra work per element 
must be made up by having to use fewer elements to achieve the same accuracy. 
Otherwise the high-order methods are not competitive. Yet in the examples given 
above the high-order methods do not converge rapidly, because the rate of 
convergence, or the power m in 8xm, is set by the properties of the exact solution 
rather than the method. In such cases the low-order methods may prove more 
economical. Thus the things we have learned in one dimension may or may not 
help us in two dimensions. The whole question is very problem-dependent. 

6-2 FINITE D I FFERENCE 

We can easily write down the finite difference equation for Eq. (6-3) by using the 
same techniques developed above and applying them in the x, \', and r variables. 
Let 

. 

and an explicit method applied to Eq. (6- 3 )  gives 

This can be arranged to give 

t1/ l = �xd'� k71- 1 ., + <','- • . ,· J  + !?�I )1 ·" u .1.r2 (t i .j + 1 + ' i.j 1 l 

(6-14) 

, ( 2D.1.r 2081) + c;i I - dx2 - � (6- 16) 
By l�e positivity rule, extended to involve five terms the c·1lculat �on is stable �lr:b�;f,�dli��t coefficients ure ull positive and add up to 

'
one or

, 
less. This gives the 

(6- 17) 

(6- 1 8) 
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Jr A:< ,.. A.1· we get 

(6-19) ::�:��:
n
h:!f

t
�: l:�::

r
i:
r
�i��::���=roblem. Thus the stable step 

An impo�1ant considerati�n in m�ltidimensional problems is that the scale or 
the problem increase� dramat_ically with _ 1he number or dimensions. To illustrate 
this point let us �nskle_r solving a trans1C11t diffusion equation, Eq. (6-3), in one, 
two, a�d three d1men�1ons. W� ass�me that �h� domain is a square in two 
dimensions and a cube in three_ d1mens1o�s- We divide each dimension into n equal 
intervals and take the domain extending from zero to L in each applicable 
eoordinate x, )'. or z. We then have 

(6-20) 

S1eady state is reached at about 1 = L1/(Ds), where s is the number or dimensions. 
Tbc equations in one, two, and three dimensions, respectively, are then 

u:· 1 = ocM. 1 + ul'- d + ( l - 2ocJ1f; 16-21 1  

u'f/
1 == ot:lll,'+ 1 .J + ul'- 1 ,J + u�; + 1  + u�; - 1 ) + ( 1 -4ot:)uij (6-22) 

11j; 1 = ot:(ll�+ 1 ..;&: + 117- 1 .;t + 1if.1 + u + U�j- 1 ,. + 1f;J,h l + 1fi1..t - i J  
+ ( l - 6a:)u"ij.I; (6-23) 

To calculate the solution at one grid point at the new time requires two 
multiplications in one, two. or three dimensions. The stable step sizes are 

A.r .l!t�  (6-24) 

and we need to solve for enough steps to reach t = L2/(Ds) 

Number of steps ,,. £ x � = 2112 (6-25) 

Take a muhiplication time or 1 µsec, which applies to the CDC 7600 computer, 
and which is very fast. The total computation time is then 

Multiplication time "" 2 x 11" x 211� x £ µsec t6-26) 

Table 6-1 summarizes the results for different numbers or mesh points and 
dimensions. If we need 100 mesh points in each direction the three-dimensional 
calculation takes about one hour. With computer time sold at about _S l ,000 per 
hour on this machine. this is clearly 100 expensive to do many calculauons unless 
they are very important. or course more complicated problems take longer. Such 
stringent computing requirements are relieved in 1he one-dimensional c� by 
using an implicit method, which allows larger step sizes and which works in two 
and three dimensions as well. 
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Tahle �I Mulliplicalion limes for diffusion prohlems 

Multiplication time 

min 
Number or 11 = 2Q II = 100 
dimensions.< 11 - IO 

faplicil, Eq. (6-26) 

0.0007 0.005 0.01 
0.007 0.1 I 
0.07 2 I x  102 

Implicit. Eq. (6-28) 

0.0002 0.001 0.003 
0.08 , I x  103 

80 4x IO' I x  109 

11 = number of grid inlervals m each direction. 

Let us apply an implicit method to Eq. (6-3) to give 

,, II = J,OQO 

0.2 
2 x  101 
2 x  IO' 

20 
2 x  \01 6 

<1/ ' -<1; _ . (2"·1· c'd· ) . (�·:1· . .  �1·") 
-"-' - - ( 1 - 1.)D lX\j + i)·TL, + i.

D 
cxi •i + 

<
,
y

2 
;; 

(6-27J 

The unknowns are now C:J • 1 ,  c7.;] 1 ,  c'!.j _1 1 •  c7: l.;· and c ?  � l.;· If t h e  unknowns are 
numbered with the i index s..:t to one, lett ingj go from one to 11, then increasing i, 
etc., a typical grid is shown in Fig. 6-4a and the corresponding matrix structure is 
shown in Fig. 6-4b. The matrix is now pentadiagonal. but unfortunately the 
bandwidth is large since it extends from 1he diagonal at least /1 entries away in each 
direction. Such matrices can be decomposed using a banded LU d�omposition, 
but alternative methods have been developed because the bandwidth is so large. 
The number of multiplications needed to solve the implicit equations ijust for the 
LU decomposition) is BW(BW + l )N, where BW is the half-bandwidth and N is 
the total number of terms. The half-bandwidth is one, 11, and 11

2 in one, two, and 
three dimensions, while the total number of equations is 11, 11

2
, and 11

J
. Take a step 

size four times as large as that needed for the explicit method (this provides an ���rate solution but one that oscillates only slightly). The multiplication time is 

Multiplication lime = BW(BW + 1 )ir' x 1� x t µsec (6-28) 

yalues are given in Table 6- 1 .  For one-dimensional problems 1he implicit method is cheaper than the explicit method, but not for two or three dimensions. Indeed. �ause of the large bandwidth the calculations become prohibitive if many grid pomts are.used. Clearly, another method of solution is needed. 
d
" lte�ative '?elhods have been developed to solve the equations that arise in imensions higher than one. (Sometimes these nre used for one-dimensional 
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"' 

(b) 
1-'igurt' 6-4 Pentudiutlonal matrix 
s1rncturc. (11 ) Nu111bo:nngsys1em 
(bl AA mu1rix struc1ure 

�roblems, too.) These iterative methods are illustrnted by applica1ion to a heal 
�onduction equation, or the equivalent mass transfer equution, 

v2r - Q  = o 
in O � x � l  O � y � l 

We consider two types of boundary conditions: Dirichlet where 

T = 1?.iven on boundary 

{6-29' 
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nnd Neunmnn where 
t!._ == given on boundary 
'711 

The finite difference formulation of the equation is 

I 
�? (7i+ 1 .1 - 2T;1+ 1; 1) + li?" ('l;.;+ 1 - 2T.1+ 7;.;- 1 ) - Qu = O (6-31 ) 

The iterative methods are classified as point or lin.e meth�ds depending on 
whether iterations are performed simultaneously on smgle pomts or on lines or 
poin

�he first point-iterative method is the Jacobi method. We rearrange Eq. (6-31 )  
to the form 

2 (1 + �:�:) T;i = T. + 1 .1 + 1;- 1 .; + !;: (T;.; + 1  + T..; - i l - l\x2Q;; 

and then write it in the generic formula 

where 
I I 

AX = l\x2 A y = ii°1:2 

(6-32) 

(6-34) 

We thereby have assumed that the grid spacing is uniform in each direction, but it 
may be different in the x and y directions. Furthermore anisotropies in the 
material can be included. These can affect the final equations in the same way as 
the ratio of grid spacings. Thus the ratio AX /A Y can be different from one either 
due to different grid spacing in the x and y directions or due to anisotropy in the 
material parameters (here thermal conductivity), or both. The Jacobi method can 
be improved by noting that if the points are calculated in a definite order. namely 
from small to large i and then from small to largej, some of the values on the right­
hand side are known for the (s + I )th iteration. We replace them by those values to 
obtain the Gauss-Seidel method 

( AX
) AX  2 t + - T,• + I = \ )·' : T! + T; + i + - (7:' + i;•·+ 1 ) - L\x2Q� (6-35) 

AY 1J t + l .J o - L .J A Y  ;,j + I  i,j - l • •J 
The Gauss-Seidel method generally converges twice as fast as the Jacobi method. 
Both methods converge provided 

•�J IA1,[ < A11 for � A1; 1; = lj (6-36) 

For ��� equation u�ed above < can be replaced by � . and Eq. (6-36 )  is true. II another improvement is possible. Rather than usinK Eq. (6-35) 10 
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'""�' of 
""' / ···""· I V 

1.0 2.0 
Fii:ure6-5 Oplimal rela�alion parameter. 

calculate p+ 1 we use it to calculate an estimate for r•+ 1 
2 ( 1 + *) T;j = { }' (6-37] 

Then using the values al T' and T* we extrapolate to find T'+ 1 
1:r 1 = T,J+ tJ<T;r - r.i> (6-38) 

The parameter fJ is called the relaxation parameter. If fJ = I we have just the 
Gauss-Seidel method. H {J < I we use underrelaxation (i.e. we use only part or the 
estimated value). while for {J > I we call it overrelaxation. The relaxation 
parameter must be chosen. Values between one and two are usually best. but some 
experimentation is necessary to find the best value. Crichlow3 suggests making 
several test calculations: First we compute the number of iterations necessary to 
reduce the residuals to a specified small value. The residuals arc just the value ol 
the original equation, Eq. (6-31 ). with the approximate solution substituted in. We 
then do this calculation for a variety of ft The number of iterations is plotted 
versus {I and a graph similar to Fig. 6-5 results. Clearly we wish to choose the {J 
that results in the minimum number of iterations. An 11lternative is to compute a 
fixed number of iterations and look for the maximum residual. A plot of the 
maximum residual versus /J looks similar to Fig. 6-5 and provides a similar chok·e. 

The rates of convergence can be calculated and a very good summary is in the 
book by Peaceman.' Assume that we have the same number of grid points in both 
x and y directions. The rate of convergence is expressed by means of the formula 
for the ratio of the maximum error from one iteration to th11t from the next 

Error'+ 1 --- - - = 1 - R 
Error' 

(6-39) 

Values of R close to one are needed ror a fast convergence. Arter N iterations the 
error is reduced by the factor 

��- = (1 -R)N (6-40) 
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where for Ncumnnn boundnry conditions 
rr.1;2112 

R = [1+- nmX(A.X/AY, AY;AX)j 

and for Dirichlet boundary conditions •' 
R = 2'12 

16-4 1 1 

(6-42) 

Note that Dirichlet boundary con�itions lead to faster convergence since R is 

b" er by at least a factor of two. Anisotropy (.1.x i= .1.r) causes slower convergence 

f�� Neumann boundary conditi.ons but not . for �irichlet conditions. I t can be 

shown that R for the Gauss-Seidel method IS t�1ce that for th� Jacobi method, 
leading to faster convergence. In the successive overrelaxat1on method the 
optimum p should be chosen. Young1 1  gives the formula 

1'P' - 16p + 16 � o (6-43) 

where r = 2cos(x/11). Peaceman� showed that, in the vicinity or the optimum 
relaxation parameter, 

R ::  - ln(/1op1 - 1 )  (6-44) 

We thus have a way of estimating the rates of convergence. If we wish to make the 
error decrease by a factor of 1 00, we need to use N iterations, where N is given by 

0.01 � ( 1 - R )'  (6-45) 

The number of iterations for various 11 and the dilTerent methods is given in Table 
6-2. We notice that the simple change or using /J -:f= I means that many fewer 
iterations are needed. Also more iterations are needed as the grid is refined by 
using a higher 11. 

Table �2 Iterative methods for Eq. (6-3 1 )  with Neumann 

boundary conditions 

Method 20 100 

Jacobi 
R = 11'/4111 0.025 0.0062 0.00025 
1 - R  0.975 0.9938 0.99975 
N in Eq. (6·45 ) 1 80 140 1900 

G3uss Seidel 
R 0.05 O.o J 2  0.CK)(}5 
N in l:<j. (6·45) 90 370 940 

Sui:cc•s1ve overrela�a1ion 
fl,� 

1.521:1 1 .7211 1.939 R 
N in l'.<j. 4(>-45 ) 

0.639 0.3 1 7  0.0629 
1 2  7 1  
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In line iterati�e met�1od� we itera�e on an entire line at once. In Eq. (6-33) we 

.:valuate all terms mvolvmgJ, but not 1- I or j + I , at the (s + I )th iteration 
(I AX) r.s + L _ T.s + I  r,- + 1  AX • • 2 + TY .; - . + 1 . J+ 1 - 1 ., + Af <'Ti.1+ 1 + T,.i - 1 l-Ax2Ql; (6-46) 

If, in addition. we employ Eq. (6-38) we �ave line successive overrelaxation LSOR. 
The rates of convergence _

r�r the same limiting cases are given by Peaceman' for 
Neumann boundary conditions 

and for Dirichlet boundary conditions 

R = - l + -2n ( A Y) '" 
1 1 AX 

(6-47) 

(6-48) 

Line Jacobi is twice as fast as point Jacobi (when AX = A  Y) and line successive 
overrelaxation is . .j2 as fast as point successive overrelaxation. 

The alternating direction implicit method ADI can be used to solve the 
transient problem, Eq. (6-3). Let us define the operators 

Then Eq. (6- 1 5 )  becomes 

c\x T;j T.n+ l.J -!�� + T,n_ l.J 

(\J.T,� = ?i�;+ I -!�i+ T,�J - I 

v2T,'] = Ox.. T.'}+ On'Tii 

(6-49) 

(6-50) 

(6-5 1 )  

T.; • 1 - T;j = D.6.r(O,;I;; + c\y T;j )  = A1V:T,j (6-52) 
while the implicit equation, Eq. (6-27), is 

r;r 1 - T,j = D.6.1( 1 - i.) (On r.; + 01.1.T,�l +D.1.1).(0u r;r 1 +oy, T.�· 1) (6-53 ) 

Rather than evaluating all the terms on the right-hand side at the (11 + l )th time 
level, leading to a large banded malrix, let us first evaluate only the x derivatives. 
but step forward only .6.1/2, using ). = 0 for 01,y and ). = 1 for c�u 

J;j + I J ! _ T,'j = �� ({ju l;j + li� +i)yyT,j') (6-54) 

Next evaluate the x derivatives at the 11 + 1 /2 time level and the J' derivatives nt the 
(u + l )th lcvel 

i;r i - r.r m  = o:1 IOull't 1': +oyyr,1 • 1 l (6-55J 

Equations (6·54) and (6·55) give rise to a tridiugonnl malrix, and hem.-e are 
relatively easy to solve. We must solve Eq. (6·54) 11 times, once for each i, and 1hen 
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y golve Eq (6-S5) � 
I 

fo•N�'U"' '· · :C"fV 
Time­
level I x 

Diagram 0[(6-54) 
Solve Eq. (6-54) 
for successive I 

(a) 

Diagram of (6-57) 

(b) 

Figure b-6 Alternatmg dm:ct1on methods. O known v(1luc, D unknown value. (11 )  Alternating 
direction implicit method. (h)  Al!crnating dire<:tion explicit method. 

solve Eq. (6-55 ) 11 limes, once for each j, assuming an 11 x 11 grid. The operation 
counl is reduced from 114 for the direct solution of Eq. (6-53) to 411 + 6112 to do one 
LU decomposition in each of the x and J' directions, and 11 fore-and-aft sweeps ,ror 
each direclion. The computational savings are dramatic, being roughly n-/6. 
Figure 6-6a illustrates the process. 

The temporal truncation error is obtained by adding Eqs. (6-54) and (6-55) to 
give 

T;'J'" • - T;'J = Df1ri5u1;1 + 1 12 + !!� «\.yT;j + b>.>. T;r 1 1  (6-56) 

The x derivative is thus treated using a midpoint rule, which has truncation error 
.6.f2, and the J' derivative is treated using a Crank-Nicolson method, which also 
has truncation error 11t2 • Thus the overall system has truncation error f1t2• 



PARTIAL DlfHiRENTIAL EQUATIONS IN TWO SPACE DIMENSIONS 285 

There arc other alternatives. Equation (6- 1 5 ) can be wriuen as 

• I _  r.� = oAr(r;". l .J - 2i;r 1 + 11"..·. �1) + oAi(i;�/ .. ', - 2Tii + lj�J-
1) T.; '' /J,.x2 /J,.y2 (6-57) 

and the va.lue for r;r
.
1 can be calculated explicitly if the calculations for the 

(i - 1.j) and (i,j + I) points have been done previously. We do the calculations in 
the order of increasing i and decreasingj, as illustrated in Fig. 6-6h. Such a scheme 
is an alternating direction explicit method. The truncation error is determined in 
problem 6-2. . . . . . 

The alternating d1rec11on method is also suitable when the equation is elliptic. 
Let us take Eq. (6-32) and write it in two sweeps 

/l(T,r 1 12 _ J;jl = oou11r 11 z + oo,,7;j (6-58) 
PtT,' ;+ 1 - T.'.;+ 1 12 ) = D0u1;j .. '12 +D0,,1jj.. . (6-59) 

It is clear that this is just the same as a time-dependent method, since the iteration 
parameter fl is sim.ilar to the inverse of the time step in Eqs. (6-54) and (6-55). lfwe 
use a single iteration parameter, though, corresponding to a single time step, the 
iteration proceeds slowly. It corresponds to integrating to steady state with a small 
time step. necessitating many time steps. Instead we use a sequence of iteration 
parameters, which corresponds to a variable time step. The sequence was 
suggested by Peace man. 7 We define for an 11 x m grid 

"' 1 = �fAy- :,; m3 = 
A�:� y � 

m2 = �d�� r( 1 - �) m4 = A�:�r(1 - �) 
(6-60) 

where AX = 1 /11x2 and A Y = l//J,.y2• The iteration parameter must lie between the 
values 

m , ,,,,; fll o;:,; m2 and 1113 o;:,; Ila o;:,; m4 (6-6 1 )  

I r  the intervals overlap we choose 
ms +fJ. ,,,,; "'" and 1115 = min(m1 .m3} 1116 = min(m2, nr4) (6-62) 

For large 11 the value of 1112 and 1114 is usually two. We then use the parameters for 
the sth iteration 

{J, = l/l� (�l�)' - 1 /p - L  
.S = 1 , 2, . . . , p  (6-6)) 

"'�  
As an example for s = 5, 111� = 2, and m6 = 0.0246 (n = 1 1 1  = IO) the iteration 
parameters are 

fl, � 0.0246, O.o739, 0.221 , 0.666. 2.0 (6-64) 

Peaceman' sugges1ed using these equations to estimate the iteration para�eters. 
and if divergence occurs to raise ms and try again. H "'• is ruised too high ihe 
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1.-onvcrgencc is .-��? ��n�i·n:�r 
s�:;; ��r�n:u:it�a;��:�ii��� ���:'ot:�p�or

it
sornc 

����·;��s���l 
fi�d a set of iteration parameters that cause convergence.' ll'lay 

When convergence does not result the anal_yst has �ne more technique 10 try: 
the strongly implicit procedure SIP. The det�1ls �f this method are beyond the 
scope of this book, and the interested reader 1s �ucct�d t� Pe�cerr,ia_n's excellent 
book.1 Peaceman pointed out that the altern.al!ng � 1rect1on 1mphc1t method is 
fastest when it works, and it works well for �1mple, ideal pro�lems. However, it 
works less well, and maybe not at all, for difficult problei:ris l�v.olving complex 
geometry, or high_ or low rati?s of AX to A Y. "!he strongly 1mphc1t proc�ure, on 
the other hand, 1s only a httle slower but 1s more robust, and the iteration 
parameters are more easily chosen . . Peaceman su�est�� that good computer 
codes have options for direct solution, strongly 1mphc1t procedure and line 
successive 0verrelaxation. Weinstein, el al. 1 6 also compared several methods and 
mentioned that the point or line iterative methods do not work well for nonlinear 
problems and may converge slowly or not at all. 

6-3 ORTHOGONAL COLLOCATION 

The orthogonal collocation method can be applied to two-dimensional problems 
as is illustrated for flow through a rectangular duct. Reactor problems are more 
difficult but are illustrated for both packed bed reactors and monolith reactors (i.e. 
where the reaction occurs only on the wall I . 

The trial function in two dimensions is just the product of trial functions in 
each of the dimensions. Consider a problem v.hose solution is a function oL"t2 and 
r2• We write Eq. (4-194) for the dependence on x2 and a similar dependence on .1.! 

" 
T(x2 ) = 1i0 +  ( 1 - x2 )  

1
�

1
C1,P, _ 1 (x2)  

N l' 
(6-65) 

T(y2 ) = ho + ( l -r2 l L 1,jpj - 1 lr2 )  (6-66) 
J "' I  

For the two-dimensional case we need T(x2,y2). W e  multiply Eq. (6-65) by Eq. 
(6-66) and renumber the coefficients to obtain the trial function 
T(x2,y2 )  = uoho + ( I -x2 ) � b0ajP; _ i (xl ) +  (l - y2 )  'f ti0bJPr 1(1'2 ) 1 =  I J "' L NX N I' 

+ O - x2 ) ( l -r2 l L L 11,l,JP; - 1 (x2 lPr 1 b·2 ) (6-671 
1 = L J "' I ��

r
t��: _use 

.
co =  llol'o• (", = /ioi:i,,_ '"1 + NX = cioh,, and '"1 +1 + NX + N r = '1,b;. T�is P lion is not actually used m the solut ion since we solve the problem in �erms of the value of T at the collocation points. The colloca1ion points are chosen � (x,. �·,J where Xj a

_nd Y1 are the same colloca1ion poin1s as we used in one 
imension. One case is illustrated in Fig. 6-7. We define the temperature at the ith 
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• Boundary collocQtlon poinl • ln1erlor colloeatlon poinl ' "  

1.0 

f"ipre 6-7 Colloca1ion P".ints ror N X = 2. N Y  = J. and symmetric polynomials from Table 4-6 and 
planar geometry. Numbcnng scheme by Eq. (6-69) 

collocation point in x and the jth collocation point in y as 

Tu = T(x;.J';) (6-68) 
and must define a local to global numbering scheme to convert the lJ pair to a 
single index k 

k = (J - l ) (NX + l ) + l  (6-69) 
We can evaluate x derivatives using the matrices from Table 4-6 for the 
appropriate geometry. replacing B by BX or BY as required. Both x and y can be 
planar, or one of them can be cylindrical. 

(6-70) 

(6-71 )  

I n  the collocation method w e  evaluate the residual a t  the interior collocation 
points in Fig. 6-7, and use the boundary conditions at the collocation points on !he 
boundary. 

Application of orthogonal collocation in two dimensions is illust�ated by 

�lving the problem of ftow of a newtonian fluid in a rectangular duct. Figure 6-8 
illustrates the geometry. The differential equation is 

t1211 0211 I Op (6-72) 
&l + DT2 = - µ a:  

We define the new coordinates as 

x' 
x = L: 

y' 
y = ­L, 

(6-73) 
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I 
1 

Figure 6-8 Flow in ;i rccta11gularducl 

1i1here L is the aspect ratio. and the equation becomes 

�:� + r: $ = - % t: = - b 

mbject to the boundary conditions 

u(x = ± ! , )') = u(x. r = ± 1) = 0 

(6-741 

(6-751 
that imply no slip on the boundary. This problem is symmetric so that poly­
nomials in x2 and y2 are appropriate. 

We apply orthogonal collocation to Eq. {6-74) at the JJ collocation point 
Nl'X + I  N P Y + L  

I BX ' "  TK1 + L:  I B Yn, Tu:. = - b {6-76) 
k - L  k - 1  

The boundary conditions give 

1/,Nl' Y + l  = 0 I =  I, . . , NPX + I  
TN1•x + i .J = O  J = I , . . , NP Y + l 

The average velocity is given by 
Nl'X + l  Nl'Y + I  

I L WX, lt1'1 T/J 

(6-77) 
(6-781 

(11) = -{.)·;�t+T�".'"p�-+J- _ __ _ (6-79) 
L L wx, wr, / L I  J � I  

All matrices come rrom Table 4-6 for pl<inar geometry. W e  write the equations 
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�,.�Ji�i;�)� ��� �::�i:e::o�a� cl��1�c �n:crior collocation point, and a square duct 

BX 1 1 11 1 1 + BY1 1 11 1 1  = - I 111 1 = 11 1 1  = Un = 0 
Sim.-e BX , 1  = BY1 1  = 2.5 and W1 = ! we get 

- (2.5 + 2.5)111 1 = - 1 11 1 1  = 0.200 (11) = 0. 139 

(6-80) 

(6-81 )  

This answer is a�tua.lly very clo� to the ex�ct solution, with an error or J.2 percent. 
The _exact �lut1on 1s f�un� using sep�rat10n of variables and involves a doubly 
infinite ser1�. Collocation 1s much easier to use. Using two collocation points in 
each direction (i.e. NPX = NPY = 2) gives four unknowns and requires solving 
four equations in four unknowns. 

Consider next a chemical reactor with cooling at the wall and axial conduc­
tion. The temperature equation can be written as 

I t2T tT I c ( ar) - 7. - - --. + (I - - r- + {JR = O Pe 1 ;2 r�; r Cr Cr (6-82] 

with a similar equation for concentration. The boundary conditions in the radial 
direction arc the usual ones 

-· = 0 <'T
l (1 • = 0  (6-83) 

while those in the axial direction are more complicated. Here let us just note that 
we must speciry a boundary condition at z = 0 and z = I. Define the solution at 
the ilh collocation point in the r direction and the jth collocation point in the : 
direction by 

(6-84) 

Also we use matrices BZ. AZ, and BR for the collocation matrices in the : and r 
directions. Since the problem is symmetric in r we use the polynomials in r2 for 
symmetric problems. Then the residual evaluated at the ijth collocation point is NZ + 2  (BZJK ) NR+ I , 85 K� I p;;- - AZ1K T1K + (I;' K� I BR1K TKJ +fJ R11 = 0  (6- I 

We can solve this system or equations using Ncwton-Raphson by expanding the 
reaction rate expression about the current iteration TtJ to yield NZ + 2 (8Z ) NIH I k�I p�� - AZ1K Ti'K 1 +'l' K� I BR1KTn 1 

+fJ' [R�1 + �1· (T// 1 - Tl.J ) + '.!_1R I' (cij 1 -1·j1)] = 0 (6-86) JT IJ l l IJ 
Alternatively the successive substitution melhod cnn be u�ed when the_ reacti?n 
rate term is small. In citbcr case we must invert or decompose n matm; of su�e 
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lN Z x N R by lNZ x N R where the�e ar� NZ int�rio� collocation poi�ts in the z 
ircction NR interior collocation pomts m the r d1re�t10n, and two variables c and � (The boundary conditions arc elim�n�ted to obtam the number 2NZ x NR.) In 

addition the alternating direction implicit method can be used . . 
Whether or not one wishes to apply orthogonal collo�at1on depends on the 

difficulty of the problem. Consi
_
der �rst the cases treated m problems �34 and 

4-35_ Orthogonal collocation 1s suitable to appl!. to thes� cases . with akia\ 
dispersion. If cooling is provided at the wall the add1t1onal radial .gra�1ents can be 
expected to be mild enough to allow use of ortho�onal collocah�n m the radial 
direction, too. Next conside� _

the case . treated •? S�c. 5-4 with ��ly radial 
dispersion. The problem is imt1al-value m the z d1rect1�n. and �he 1�1tial-value 
techniques use very small steps ll.z fo� an acc�rate solution. If axial �1spersion is 
introduced into the model then a trial funct10n must be assu_mcd m the uial 
direction. Orthogonal collocation would n�t be ex�ted to give a good result 
since the profile is steep. Either co\locat1on on finite elements or the finiie 
difference method would be appropriate in the z direction. Judging from ex­
perience discussed i11 Secs. _5-8 ?nd 5-9 we would pr�bably choose the finite 
difference method in the z direction. Even so we can still take advantage or the 
accurate collocation solutions by using orthogonal collocation in the radial 
direction. 

Young and Finlayson1 3 used orthogonal collocation in both directions to 
solve for the oxidation of sulfur dioxide to sulfur trioxide. One aspect or the study 
involved determining rate constants from experimcms that included significant 
axial and radial gradients· significant in the sense that they affected the rate of 
reaction -but not so large that orthogonal collocation could not be used. The ra1e 
parameters were determined by performing a numerical nonlinear least squares 
analysis on the experimental results. This involved solving Eq. (6-82) for a set ol 
assumed rate parameters, for each experimental run, and then resolving the same 
problem for another set. To determine the best set of rate parameters it was 
necessary to solve the problem over 300 times, and the efficiency of the orlhogonal 
collocation method was particularly welcome. Once the rate parame1ers were 
d�term�ned_ they were used in another simulation 10 explain the way axial 
dispersion mlluenccd the experimental results. 

Another type of reactor modeling with orthogonal collocation is the monolilh. 
In this problem steep fronts arc c11:pcctcd in the axial direction but not in the other 
tw�. Thus global polynomials arc appropriati: in the trnnsvcrse dim:1ion, whereas 
finite elements or finite differences are necessary in the axial dircc1ion. 1"'  

The !ast c11:ample used finite elements only in one direction. What if t
_
he 

problem •s expected to have a steep profile in 1wo or more directions'! Then fimte 
elements are indicated in two or more directions. The collocation finite elemenl 
method can be applied in such c;1scs. Applications indicate that for engim:ering 
pro�l�ms the Galerkm _method

. 
can handle im:gular domains more easily. In 

addi�ion the first appro11:1m11tion m the collocation method is a cubic trial function. 
and ir l�e pr�file i

_
s steep a high-order method may not be appropriate. Further­more, discontinuities often appear in two-dimensionul problems making the high· order accuracy difficult to achieve. For all or these reasons the promise of the 
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6-4 GALERKIN FINITE ELEMENT METHOD 

The Galerkin finite element method is widely used to solve elliptic boundary-value 
problems in two and three dimensions. The reason for this widespread use is 
related to the ease with which the finite element method accommodates com­
plicated and irregular geometries, which are important in engineering applications. 
We first introduce the ideas for application of the Galerkin finite element method 
to a two-dimensional heat conduction problem and then give a complete 
treatment with detailed applications. 

The prototype problem is taken as steady-state heat conduction problem with 
three types of boundaries 

V · kV T  = Q in A 

T = T1 on C1 

CT 
- k Jil = q2 on C1 

- k � = /13(T - T3) on CJ 

(6-87) 
(6-88) 

(6-89) 

On c the temperature T1 is given, on C 2 the heat �ux 'h is given, and on C � we 
have � boundary condition of the third kind involving a heat tr.

ansfer :0Cffic1.en1, 
and Ji3 and y3 are given ; Q < O for generatio�. T�e trial fu�cti�n 1� subst1tu�ed ��� 
Eq. (6-87) to form the residual, and the. we1ghtmg function is taken as OT. 
weighted residual gives a system of equauons L jTV . kVT ti A = L OTQtlA 

The first term is integrated by parts. Thus 

f iffV · kVT 1/A = f V · (JTk)V TtlA - L l.:VT · Viff 1/A 

' " 

The divergence theorem gives 

(6-90) 

(6-91 )  

(6-92) J V .  (JT1.:V T)1/A = f J Tl.:n . VT dC 
c " 
b' · t ' n of Eqs. (6-9 1 ) nnd (6-92 ) in 

where n is the outward pointing normal. Com m.i 10 

Eq. (6-90) gives 

r r . Jc - J ;TQ dA - J ,1 kVT · VOT 1IA + Jc i'JTkn · VT -
" 

(6-93' 
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The boundary conditions are applied as weighted residuals 

f. 1ffkn · VT dC = - f. . OTc1zdC c, c ,  f. iffkn · V T dC = - f. 0Th3(T - T3 )dC 
c, c, 

(6-94) 

These are substituted into Eq. (6-93) where OT = 0 on C 1 and S = C 1 + C2 + c3 - f kVT · V1ff dA - f i5Tq2 dC - f O Th3(T - T3)dC = f OTQdA (6-95) A Jc, Jc, A 

Equation (6-95) is the Galerkin statement or the problem. If we apply the same 
steps in reverse we get I OT(V · kV T - Q)dA - L, (kn · V T +q1)bTdC 

- f [kn · V T +  /13 (T - T3)]0T dC == O (6-96] c, 
If this is true for arbitrary liT then the terms in parentheses must be zero. The 
Euler equation is Eq. (6-87), and the natural boundary conditions are given in Eq. 
(6-88). The trial function must satisfy the essential boundary conditions of r>T = 0 
or T == T1 on C 1, allowing no variation of T on C 1• Thus the value of T is fixed. 

The difference between essential and natural boundary conditions is ao 
important one. For an equation that is second-order, any boundary condition 
involving first derivatives is natural and any boundary condition setting the 
function value only is essential. The interested reader should read Chapter 7 of 
Finlayson4 to see the origin of the terms, which arise for variational principles. 
What is important for people using a finite element method to realize is that solllt' 
boundary condition will be satisfied on each boundary. The user must do 
some1hing to specify the temperature on C 1 • The user must also do something to 
specify a given heat flux q2 on C 1• These conditions are clear enough. However. if 
the user does nothing then the Galcrkin method automatically uses the natural 
boundary condition, regardless of the user's intent. In the case of Eq. (6-97) if q�. 
llJ, and Tl are not specified, and the value T1 is not specified on the boundary, then 
the boundary condilion is C1U/1111rr11imlly 

kn · VT : O  on e (6-971 
The user must. be cardul to know what the natural boundary conditions are for 11 
pro�lem, and if they arc not the desired conditions, then 1he correct ones must be 
specified. 

The finite element part of the method comes in the choice of trial function 

T(:q•) : � T,N1(X, _I') t6-9SJ 

T�e basis functions N j are known, chosen functions of position. The variation of! 
With respect to T1 is just N1• so that is the weighting function. Equation (6-9S) is 
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then - � ( L  kVNj · VN1dA + L, l!JNrNidc) r; 

= L Niqi dC - I. Ni11JT3dC + f N QdA 

Wedefine the element matrices
' c, " 1 

A�J = - JkVN1 · VNJdA 

F� = JNJQdA 

and elements on the boundary have an additional contribution 

A�J = - f ll3N1NJdC Jc, 
F� = r NJq2dC - r NJl13T3dC Jc, Jc, 

Then the equations are 

(6-99) 

(6-100) 
(6-101)  

(6-102) 

(6-I03) 

(6-104) 

If an element has boundary conditions on C 1 then the Galerkin equations for 1ha1 
node are replaced by the boundary condition 

(6-105) 

In addition to being able to handle irregular geometries, another advaniage of 
the Galerkin method is to be able to refine the mesh. We can use large elements in 
regions in which the solution has small gradients and small elements in regions in 
which the solution has large gradients. The mesh is most easily refined if the 

"' 

lb) 
flpre6-9 Tnangulor liimcclcmcnLs. (al General clcmcm. (b) Re11ular urmy 
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domain is divided inlll triangles rut her tl.uin rectangles. Herc we p.rescn1 the shape 
functiilllS for linenr functions on th.e tr�nnglc, altho�gh qua�rat.1c functions can 
uls11 � usL-d. For 1hc triangle shown in fig. 6-9t1 the trtnl function IS 

7· = N1(x • . 1·)T1 + NJ(x,y)TJ + N K(x,y)TK (6-106) 

and the shape functions are 

(6-107) 

0 1  = XJJ'K - XKJ'J 
h, = J'J -YK plus permutation on I, K ,J  (6-108) 

2 = del l � :: �:: I = 2 (area of triangle) (6-109) 
I XK J'K 

These parame1ers obey the restrictions 

t11 + "1 + aK = I 
h1 + b1 + /JK = 0  
(' 1 + cJ + t'K = 0 

The Galerkin element equations are then (with k and Q constant) 

' 
A�1 = - 46 (h1b1 + ('1CJ) 

F� = � (a1 + b,.�+c,f) = <Jt-
The centroids of the triangle are given by 

_ x1 + xJ + xK x = --
,
--

- J'1 + J•1 + J'K 
y = --

3
-

a1 + b1.X+c ,J' = ih. 

(6- l lO) 

(6- 1 1 1 )  

(6-1 12) 

(6- 1 13) 

As a simple example let us solve Eq. (6-87) on the domain shown in fig. 6-9/l. 
Take k = -Q = I and let the boundary condition be T = T1 = O on C 1 •  or nodes 
I, 2, l, 4, 6, 7, B, and 9. This situation represents uniform heat generation in the 
rectangle with zero boundary conditions around. 

We first note that only Ts is nonzero, since the other nodes are on the 
boundary and the temperature is zero there. We compute the terms A�J and f1 
element by clement. For element 2 we have 

hs = )'2 -)'4 = 0.4 ('s = .\'4 -x2  = 0.5 (6-1 14) 
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usil$ Eqs. (6· 108) to find h, iind c,. When applying Eqs. (6·108) in each element, / �0�:1�� i�"��:�:r.���k�i�c 

o
t
r�:����1�7�o����s

,·�o
t�: =l�����i�::�:r � ;:: 

clement matrix is then 

A�, = - 0.42

4
:052 

(6- 1 1 5) 

Wercpeat this for thc othcrclements 

Element 3 : hs = }'J -Y2 = 0.4 
Element 4: h, = Y<> -YJ = 0 c, = X3 -X6 = - 0.S 
Elemcnt 5 : b, = y4 -y, = 0  c, = x , - x4 = 0.5 (6- 1 16) 
Element 6: b, = r1-Ye = - 0.4 c, = Xe-X1 = 0 
Element 7: b, = y8 -y6 = - 0.4 c, = x6 -x1 = -0.S 

T = O  

T = O  

"' 

17.·· T• Ov•-" 
��:1��:0�.:�� l���::�.:t::.·�:� 
n11:ludrng>ymmouy 
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The tornl matrix A is the sum of all the element matrices 

A 55 = A �s + A�s + A1s + A�s + A;s + A�s 
4(0.4)2 + 4(0.5)2 0.41 (6-1 17) 

The right-hand-side vector is 

46 - T 

(6- 1 18) 

and this is the same in each element The total right-hand side is the sum of these 
for the elements with node 5 

Fs = F; + n + F; + F� + F; + n = - 26 (6- 1 19) 
The area of the triangle is 0. 1 so the final equation is 

A 5 5Ts = Fs 
T5 = 0.0488 

(6-120) 

It turns out that the same answer is given by orthogonal collocation using 
quadratic trial functions. 

The abo\'e example is very simple and is more easily solved using other 
methods. such as orthogonal collocation. If the shape of the domain is more 
complicated, however, only the finite element method is easy to use. For the next 
example we consider a heated cylinder embedded in a square domain. The cylinder 
is maintained at a dimensionless temperature of one while the outside boundary of 
the square domain is kept at dimensionless temperature of zero (see Fig. 6-tOoi 
We only need to solve the problem in one-eighth of the domain (see Fig. 6-JOb� 
since the solution in the rest of the domain can be obtained by symmetry. We need 
to divide the calculation domain into triangular elements. We do this for different 
meshes, each one more refined than the last, as shown in Figs. 6- 1 1 11, 6-1 lb, and 
6-1 lc .  The circular boundary al the corner is approximated by straight-line 
segments, and as the mesh is refined the segments become smaller and smaller, and 
represent the circle more accurately. Typical solutions are shown in Fig. 6-12. As 
the mesh is relined the temperature profile along the diagonal becomes mo� 
smooth, as we expected. Temperature contours can be constructed as illustrated in 
Fig: 6- 13 .  These solutions were obtained using the finite element program6 and are 
eas1l

_
y solved. Most other techniques require considerable manipulation to handle 

the irregular geometry, if they arc applicable at all. This particular problem hllS 
been 

_
so\v�d using the boundary collocation method by Shih.9 In this method the 

solution
_ 
is expanded in trial functions that satisry the differential equation, and 

collocauon 
_
is applied on the boundary. The method is probably more accurate 

than the finite clement method used here, but it must be set up anew for �ach ne: 
probl_em. Fu

_
rlhermo�e, the boundary collocation method can only be apphed whe 

�he differential equation is linear and can be solved analytically. The finite elernenl. 

111 c_ontrast, is applicable when the problem is nonlinear and can be applied equallY 

easily 10 any arbitrary, irregular domain. 
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f'i&ure 6- l  I Meshes ror heat trans&ir problem in Fig. 6-IO. (a) Mesh I. (b) Mesh 2. kl Mesh 3. 

1 .0--���-�-�----�-�---. 

0.8 

0.6 

0.4 

0.2 

0.2 0.4 0.6 

� �IJ Tcmpcra1ure11longdi11gonal. 

o MeJh I c Mesh 2 4 Mes11 3 

1 .2 1 .4 1 .6  



21)8 NONUNl'AR ANAU'SIS JN CHl'MlCAt ENGlNl\IORJNG 

' 
' 
' 
' 
' 
' 
' 
' 
' 
' 

' 
' 
' 
' 
' 
' 
' 

\T= O. I  
' 
' 
' 
' 

' 

, T"' 0.2S 
' 

' 

' 
' 
' 

Tm 1.0 

Figure 6-13 Temperature contours 

for problcm in Fig. 6-12. 

Next we consider the nonlinear problem in which the thermal conductivity k, 
rate or heat generation Q, or heal i ransfer coefficient 113, are functions of 
temperature. We define the element matrices the same way, but with the nonlinear 
[unction of T included. (For this 11lustrat1on the heat transrer coefficient is taken as 
constant.) 

A'iJ(T'") = - L k(T'")VN, · VNJdA 

FJ(T'") = L N JQ(T�),fA 

(6-12 1 )  

((>.122) 

Equation (6- 104) is now a nonlinear equation since the element matrices depend 
on the clement temperature. The equation can be solved using a successive 
substitution method. We evaluate the thermal conductivity and heat-generation 
terms using the old iterate value T' and we use Eq. (6- 104) to solve for T' + 1• Thus 

((>.123) 

Alternatively Newton- Raphson can be applied to obtain foster convergence 

� A�J (T"')TJ.>'' 1 + .� '�i:(T'"' ) (T/i."'+ 1 _ Tf.') 
� ); (Pj(T'"'J + L "·fJ (Tf"'+ 1 _ TJ')) (6- 1 24) 

,. J JTJ 
In either case the integrals must be calculated numerically, us shown below. 
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demcnts nnd L-onsidcr linear functions. We define the coordinates on the e
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e
�� 

to be 

(6-125) 

and u and r go from zero to one on the clement as x and y go from x� to xl + 1 and 
.l"i to Yi + 1 , respectively. The trial function in 11 and v is taken as a bilinear function 

N'1(11,v) = a + b11 +cv+duv (6-126) 
This shape function is called bilinear in x and y, since it includes the 11v or xy term. 
One trial function is illustrated in Fig. 6- 1 4  and the equations are 

N'1 = ( 1 - 11 ) ( 1 -v )  N'z = u(l -v ) 
N) = I W  N4 = ( 1 - H)V (6-127) 

The trial function for N4 is obtained by taking the product of two polynomials, 
each of which is zero along one boundary. The function 1 -u is zero along u = I. 
and hence makes N4 = 0 al nodes 2 and 3, while the function v is zero along v = 0, 
and hence makes N4 zero along nodes I and 2. The product v( l -u) is zero at 
nodes l ,  2. and 3, and takes the value one at node 4. 

h 
LL. 0 

Flgure 6-14 B1lioe11rshupe(uocuoo oo u  

,�1110�ulur cleo1co1 
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1 .o >.,...-..,..--71 
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"' 

' · 'ti· '  
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(b) 

"' 
Figure &.-IS Quadrnnc shape funcnons 011 rectangles. (a) Lagrangian polynomials. (b) Serendipity 
pol}·nom1aL (<"I Tran>formcd clemc1u 

Quadratic functions can also be assumed on the rectangle. Let us consider the 
case illustrated in Fig. 6-1  Sa, and concentrate on node I . The function r -t is zero 
for nodes 8, 9, and 4, while the function r - I is zero for nodes 7, 6, and 5. The 
function u -!  is zero for nodes 2, 9, and 6, while the function 11 - I is zero for nodes 
3, 4, and S. The product of these is zero at all nodes except node I. We choose a 
constant multiple of the produc1 as the basis function so that the value is one at 
node I 

N i = 4(11 - ! ) (11 - ! ) (1• -!) (1· - l )  

For node 2 similar reasoning leads to the function 

N1 = - 811(11 - 1 ) (11 - t ) (P - I )  

(6-1 28) 

(6-129) 

These
_ 
functions are referred to as lagranginn quadratic functions since they use the 

same interpolation as is used in lagrangian interpolution. 
An alternative is to use the serendipity elemenls shown in Fig. 6- 1 5b. For node 

I now we need functions which are zero at nodes 2 through 8 but not al the center 

:� ��d!:�.
f��:�:�.1�h! ��=���\,n:�� i •i:�:;: :i· :�!� �=:������ �I� �;�:�� 
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�=:. ��::���=�;i1;1r���1�:n��; through 8 but not at the center or the 

N 1 ""  - (11 - l ) (v - l ) (u + u - I )  
N2 = - 811(11 - l ) (v- I )  (6-1 30) 

These functio_ns do just _abo�t as .well as the lagrangian quadratic functions, except 
in certain ��1d mec�am� s1tuatmns. It should be_ noted �hat along the line 11 .,, i ihc sen:nd1p1ty funcuon IS not a complete quadratic function of ii, since it only has 
two unknowns rather than three. Certain problems may have an exact solution, 
which is a quadratic function of position. The finite element method with 
serendipity runctions will not give exact results. Despite this qualification the 
economical savings from the serendipity element are substantial (perhaps 20 
percent). and the elements are widely used. Once the trial functions are chosen the 
same element in1egrals, Eqs. (6- 100} to (6- 1 03 �  must be calcula1cd and assembled 
inlo Eq. (6-104). 

Ir the domain is irregular it may be desirable to use elements with an irregular 
shape (see Fig. 6-1 Sc). In that case we need to transform 1he terms in the integral 
from the x-J coordinate system to the u-" coordinate system, which we again take 
as rectangular. The in1egrand is 1ransformed using 

� �'i_i_ == (� � + ��)(ONJ � + ONJ �) (6- l 3 I )  
t x  i! x  C 1 1  i'fx Or: a x  Ou a x  av Ox 

•nd 
dxdy = Jdrulv (6-132) 

J ::: � � - � �  

The part of the in1egral, Eq. (6-1 04), is then 

J CN1 t,NJ · - J ('!!'!J.� '!!'!J.�)(ONJ � +?!i1.�)JJ1ttli• (6-ll3) 

A. ,Tx Cx 
dxdJ 

-
AR C11 ilx 

+ 
Ov ilx i!u ax Ci• Ox . 

Such an integral must be eYalualed using qu�d�at�re �ec!i:nt:ii!!•:s:: 
:�=�:��: �se:�� �::h�:=�::1a7��!!�i·:�s�:�od. A 1wo-dimensional 
integral is eYaluatcd as 2 one-dimensional inlegrals f' fl /(11, v)dudl• = Nf W, r• /(11,,v'jllv 0 o 1 • 1  Jo (6- 1 34) 

= N,f Nil W,M'J/(111,l'J) 
{ R I  J • I  

Notice than fo r  N ;ii!: 2 the quadr�ture weig�ts o n  1he. b�u�::�::: ��;;
1
1�:! 

only interior points are inY<>IYCd ID eYalunuon <>1: the .1� ?' We just need to know added complication in eYalualing Eq. (6- 133) 15 1""18 • 
kfT(u,, vJ)) at the quadrature points. 
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Fig.6-16 Dicswcll problcm 

Nonnaland tangential 
force zero 

The Galerkin finite element method has been used to solve a variety of 
engineering problems in diverse fields: !low in estuaries, flow in porous media, heat 
transfer, etc. The power of the method is that irregular geometries are easily 
handled and the mesh can be easily refined where needed, without refining the 
mesh over the whole domain. The last feature is a great aid in reducing the 
computational cost. 

To illuslrate some features of such applications we consider the flow of a 

newtonian !luid down a long pipe. The pipe stops and the fluid is emitted into the 
atmosphere in the form of a JCt. For this illustration we neglect gravity and solve 
the flow problem. One aspect of the problem is the unknown position of the jet 
The finite element method is easily applied since irregular geomeiries can be 

= DJJRLLJ 
= �· 

= [__JJ][[J_J = 
(b) Flpre C..l 7  Mo•h for dio swell problem (al lnil1ul mesh. f/tl Fmul mc•h. 
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�andlcd. The cquntions nrc those or Navicr-Stokcs. written here in dimensionless 
r,,rn1. 

Ro(11 ��� + r�) = - � + 2� + ! � (r� + r�) I X  flr iJX jJxl r iJr iJr iJX 

Ro(u � + .,�) = - � + 2! �(r�) + �(� i!t>) (6- l lS)  

i!x Dr i!r r i)r <Jr iJz Or + � 
In addition we have the continuity equation 

iJu I O(vr) 
� + � ---r;- = 0  (6-136) 

The boundary conditions chosen are illustrated in Fig. 6- 16. The free surface of the 
jet is located by requiring a mass balance. The average velocity at every axial 
location should be the same, and this provides a criterion for either increasing or 
decreasing the jet radius. We assume a shape, calculate the How, check the mass 
balance. and change the shape if need be. Usually only three or four iterations on 
shape are necessary. 

The finite element program FLUID uses lagrangian quadratic functions for 
the two velocities 

u� = � u1N1(x, r) 

r" = [ i• 1N1(x,r) 

u s --�-�-
-.---,----, 

1 . 1 0  

D 
I.OS 

, 

D. 
1.00 

0.9S 

- Theory 
o Expcrimcnta\data2 

0 0 

o.9oL_�-�-�.,__--t;----i 
0 1 0  1 5  

llcure6-18 Die ;well dependence on Reynold> number 

(6-137) 
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The pressure is expanded in terms of bilinear functions 

p" = L P1NJ(x,r) (6-138) 
The element shape is rectangular, and these funct�ons are _transformed into rectangles to calculate the integrals. The mesh locations are illustrated in Fi 
6- 1 7a before the calculation begins and in Fig. 6- 1 7b after so�uti�n. The j� 
increases in diameter for small Reynolds numbers a�d d�reases In diameter for 
large Reynolds numbers. The d�pendence of t.he fi?al JC! diameter on the Reynolds 
number i� compared to experimental data m Fig: 6- 18 .  The agrecm�nt is very 
good. This problem was first solved for Re = 0 m 1974 by the fimte element 

I '  

�_'._�j _ _J _ _  ��-�--
(•) 0/71, . .. . , EB""" 

1 - . - 2� 1 - . - 2  (b) EB, .. ,. . . 
0 I 
0 

/ - 4'1 - 4  

(d) 

(<) 

/ - ln - J  

EE,.,,. , 
"' 
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:1:�:iv��t
u�i�� ��:h���:���!:�i:�i:� ;:i

i
i� e�!�;��0 methods. It has also 

num�;in�:!���:: equation, Eq. {6-104), can also be written with a global 

(6-139) 

�:r:n;e%��t �f �le::�;, :��C:n��:�n�f 
c�� ::r:m

ai:
r
�roj In a rectangular 

ano
.
ther, etc.• The �alerki� equation with weighting functio� ��n

o
v:�:�:���� 

but1ons from the trial functions defined
. 
in the ele�ents surrounding lhe ith node, but no 01hers. For an 11 x !' array, as

. 
1llustr�ted 1n Fig. 6-19a, 1he coniributing nodes are shown for the different basis functions (see Figs. 6-19b to 6-19e). The 

number of u�known� per row
: 

total number of unknowns, and half-bandwidth of 
each of the tnal fu

.
n�t10ns are hsted !n Table 6-l. The computation lime to perfonn 

an LU decomposition on the matrix A is BWlN, Eq. (4-262a), where BW is the 
half-bandwidth and N is the total number of equations. The work estimates for 
each basis function are given in Table 6-l. This work estimate is only for the 
solution of the matrix equations, not the calculation of the matrix, which can be 
from 10 to 50 percent of the total computation time and is typically 20 percent. 
The work estimate also assumes that pivoting is not necessary, which is valid in 
most cases. 

Changing from linear functions to quadratic functions causes a significant 
increase in i.:omputation time, by a factor of 27 for serendipity functions to 64 for 
lagrangian qaadrncics. Of course each quadratic element has more nodes, so that 
we can perh:ops take linear basis functions and 11 x 11 elements, and compare with 
quadratic basis functions with n/2 x 11/2 elements. On this basis the serendipity 
quadratics are only 27/16 as expensive as the linear elemen1s. The lagrangian 

quadratics are four times as expensive as the linear elements. If the error is smaller 

ror the quadratic clements then even fewer elements can be used. The error �unds 
are the same as listed in Table 4- 1 1  provided that the solution and i1s denvativcs 

are continuous. Then the errors ror linear elements go as 

Error = K 1 Ax1 Ax = Ay 

and ror quadratic elements (6-140) 

Error = K2Ax3 Ax = Ay 

For smooth solutions and highly accurate solutions the quadrnti� are usually cost 

elfective, but ror solutions with steep gradients the linear funcuons are usually 

chea-hi� number of entries needed to store the matrix A is listed in Table 6-� Th� 
stora�e is roughl

.
y twice t�e �alr-

.
bundwidth multiplie�u:� �e

m
t=� :f�:m;n�s 

��t
1

�0nrs,

1�s:i��:g
1�1

a:::v
s���:g�s �e�t

u��::�;{'
a��arg! and small compute� 

• A more efficient numbering •Y•lcm 1s LO number ulong ih� di,gondl> ralhcr ihan '"""" and 

column•. 
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.:annot store the wh?le matri11.. Fortunately, without pivoting the entire matri11. da<:s not need I� be .in the fast storage or the computer at one time, and only the 
�
:::�

�
�
�
l
d
t
i
���:�

r
��;::;��:�

s
n�:�

d
�

.
kept there. The remainder can be kept 

_
In sum.mar�, the Galerkin finite element n;iethod is a very useful tool for :;:�;1n�z

e�g�:��:�!�o��e���:r:::�I:; !:�e:�:S
s��:,:�i�h:�;:sl�;a::,.s��ll 

For domains with re�ular �oundaries other methods may be possible, b��,:� 
finite element method is possible for these as well as those with irregular domains. 

6-5 COMPARISON 

finile difference, collocation, and Galerkin finite element methods can all be 
applied to two-dimensional problems, but detailed, comparative studies are rare 
because of the expense of solving such problems. Some general guidelines have 
emerged. however. To illustrate them we look at work estimates for the different 
methods under two conditions. In the first case we require that the number of 
nodes be the same in all methods. This case is typical of situations with steep 
gradients where a great many nodes are needed to resolve the rront without 
oscillation. The error in the solution is governed by the solution more than by the 
method of analysis. In the second case we make the number of elements such that 
all methods have equivalent error. This case is typical of situations with smooth 
solutions for which the continuity of the method governs the accuracy, rather than 
the continuity of the exact solution. 

Work estimates are given in Table 6-4 for all methods having the same 
number of nodes. Specific numbers are given for a 30 x 30 grid. We see that the 
alternating direction implicit methods arc the best choice. where we have assumed 
that 20 iterations arc needed. The direct methods are less suitable, with the 
Hermite polynomial collocation on finite element method taking 30 times as long 
as the finite difference. alternating direction implicit method. This is a case that 
corresponds to a steep gradient; low-order methods prove superior. There is one 
qualification: in the alternating direction implicit method, we assume only 20 
iterations arc necessary. For linear problems, and some nonlinear problems, this 
may be valid. In 01her cases, including some linear ones that are very asymmetric, 
more iterations arc necessary and the method may not converge. In those cases 
direct methods are more suitable, but low-order methods are still preferred. 

Next take the case of''equivalcnt" accuracy. We define equivalent accuracy as 
when the principal term in the error expression is the same for all methods. The 
error bounds for two-dimensional problems arc similar to F.q. (4-384). Here we 
assume that Ax = Ay and make the term Ax'" the same ror 1111 methods. We thus "" 

112 = NEi = NE� = NE� (6- 1 4 1 )  

where NE i s  t he  number or elements in one direction for a method wi1h an .ith· 
degree pol�nomial for interpolation. For linear. quadratic, or cubic trial runcuons 
i - I , 2, or 3 respectively. Now the constant in Eq. (4-384) may not be the same ror 



Table 6-4 Work cstimales for '"·o-dimcnsional problems* 

Mei hod 

FD. ADI 
OCFE-L. ADI 
GFEM-1 or FD. direct 
GFEM-25. direct 
GFEM-2L. direct 
OCFE-H.d1rec1 

OCFE-H. direct 
GFEM- 1 .  or FD. direct 
FD. ADI 
GFEM- 25. direcL 
OCFE-L. ADI 
GFEM-2L direct 

Estimah! [stimatc 
Operation count Matrix storage 
x 10 - •·  locaLions 

Work ror cqul \ alcnt numb.:r or nollcs. n = N E ,  = 2N£2 = 2N£1 

fo,\'£i fou? ,;n 0.1 l 
64.\.i..·E� I 6�112 1 5  0.28 

�\"Et ,., JU 0.81 
271Ht J .7n4 1 5  1 .4 
64NE� 4u4 1 5  J.2 
64NE� 4114 1 5  3.2 

Work estimate for equi1alent accurncy. 11 c= Nf1 . N£i = NEt = NE� 

64.VEi 64112 3. 1 6  0.0064 NEt ,., JO 0.0 10 
6., .... ·t:;  fo11l 10 0.0 1 2  
21M:� 271tH J 4.64 0.01 3  

641.VE� 64s11 3. 16 0.0 1 3  
64N[� 64n� 3 4.64 0.030 

JNE, = 90 
16Nf3 = 240 
2NEt = L6 x 106 

I SNE� = 0.061 x 10" 
32Nf� = 0. 1 1  x 106 

1 28Nf� = 0.43 x \06 

1 28NE� = 4.000 
2N Et = 20.000 
3NE, = JO 

18Nf� = 1.800 
l6Nfl = 51 
32NE� = 3.200 

• For direct methods the work h 1he number or multiplications for the LU decomposi1ion using BW2N. where BW is the half­
band�·idth and N is the total number of node�. For ADI melhods lhe work est1ma1c is for the forc-<md-afl sweep; .�  is the number of 
iterations and ·' = 20 when needed 
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the dilfcrcnl methods, since it depends on the solution perh 
rourth derivative of the solution. How�ver, using Eq. ((,_141 �� ... : ��c�::d or 
the number of nodes �ceded for equivalent accuracy in a case with a s 

te of 
solution. The work esuma�es arc given in Table 6-4. Specific values are gi::���� 11 = IO. The smaller value is used because fower nodes are prob bl eded 
the solut_ion 

does not have stee� gradients. Now the collocat
�
on

y 
fi
�
ite ele

::� 
met�od 1s the fostest, and_ the lmear and quadratic polynomials require about 
eqmvalent work efforts. Th.is example demonstrates that the method of choice ma 
�e::

c
n�:r

�
t
t:�:;:r

b�e:
l
�
i
:� :�:����n:

a
��=�t method for a smooth solutio

� 

Ccr�ain qualifications m�st be i�posed for the comparisons jusl made. The 
calc�lauons assume a .11 x 11 _gnd that 1s uniform, and the finite element methods. in 
particular the Galerkm finite element methods, usually use a graded mesh, thus 
saving on the number of e

_
lemenls and, consequently, on the computation time. 

Furthermore, the companson assumes a regular domain, and some of the 
methods. in particu�ar the Galerkin finite element method, are very easily applied 
to irregular domains. Thus the eventual choice of method must involve a 
compromise between many important factors. 

Another way to compare methods is to solve the problem using several 
methods and examine the accuracy and computation time, as well as the 
programming effort. Houstis, et a/.5 have done that for linear elliptic boundary­
value problems of the type 

ti11 i'211 2211 1111 C11 rJ. r;·2 + 2/J (:;:Xay + }'il? + /j [i";  + f.i\Y + �II =' f (6-1421 
The boundaries were often irregular. All finite elements melhods used Hermite 
cubic polynomials: collocation, Galerkin, and least squares methods were tried. 
Finite difference methods were also applied. The collocation finite elemenl method 
proved superior to Galerkin and least squares finite elemenl methods and was 
usually superior to finite di!Terence methods. For good accuracy, the collocation 
method always was more efficient than the finite dilTerence method. This is 1he 
only careful, controlled comparison of methods for two-dimensional problems. 
and is limited to linear problems. . 

The collocation and Galcrkin finite element methods were compared �n 
application to Eqs. (6- 1 35 ) to (6- 1 36) i\lustrated in Fig. 6- 1 6. i .2 The ".iah:rkm 
method used lagrangian quadratics for the velocity and bilinear funcu�ns for 
pressure. The colloca1ion method used Hermite cubic functions for velocmes and 
pressure. The Galerkin method used a frontal solution method. whereas the 
collocation method used a block diagonnl LU decomposition. Some of lh� 
problem� solved had discontinuities in the solution, whereus some of the problem� 
had continuous functions but discontinuous or infinite derivatives or th

e exacl 
solu���·
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was found for a 
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newtoninn Huid that the collocatio� method did about as well as the �alerkin 
method. The collocation method with fewe� elements (2. x 4) gave belier integral 
mass and force balances than did the Galerkm method with more ele�ents (3 x 9). 
The Galerkin method. which could use ?1esh refinem�nt because 11 h�d more 
elements; g��enm

a
o:: :��::!��a�:;�:�e�:���::���!:��� �o��:c���o�u

�:1;:�: :��;n:; �om�titive. For viscoelastic fluids.the collocation m�t�od proved to be 
ch more expensive than the Galerkm method. In add1t1on, the Galerkin ;;rh:d

u 
had the capability of refining the mesh in arbitra

_
ry ways since i.t used 

;s�::r:r���!ct��e;����m \�e
a 
c
r����=:i

��m������u�
r;�!e�a���e����ss����:s 

w� 
��ch less. Based on all these considerations only the .Galerkin finite e��me�t 
method was used in the subsequent work because of its greater versat1hty m 
treating irregular domains, its ability to use refined meshes, and a desire to solve 
flow problems that contained singularities so that the high accuracy of high-order 
method could not be achieved. 

Finally we consider the application of different methods to the How through 
porous media. The equations governing the pressure, and hence the velocity, are 
oimilar to Eq. (5-308) for a two-phase situation. The equations simplify for 
miscible flooding when only one phase is present. Let us consider solving either the 
miscible or immiscible flooding case along with the convective diffusion equation, 
Eq. (5-273), in a t\\>o-dimensional domain shaped as a square by injecting fluid at 
one corner and producing nu1d at the opposite corner. 

Sellari, el u/.8 solved problem� like this ror miscible displacement using finite 
difference methods with either upstream weighting or central differences for the 
convective term. The Galerkin method was applied using either lagrangian 
quadratic fonctions or Hermite �ubic functions. Enough calculations were made 
that the accuracy could be assessed and compared to the computation time. Table 
6-5 lists sample results. We see that the Galerkin methods are able to use many 
fewer elements.. giving a smaller computation time per time step. The computation 
time per time step per node is smallest for the finite difference method, but many 
more nodes are necessary for equivalent accuracy. For this comparison, at least. 

�
:
i
:

l
7

u
o
��t���

'.ent method is the Galerkin finite element method with quadratic 

Spivak, el t1/. w solved a similar problem for immiscible flooding. They found 
that a co?1plete simulation using a 5 x 5 grid with Hermite cubic functions took 2.4 
sec per time step on a CDC 6600 computer. A finite difference method with the 
�ame number of �odes would need a 12 x 1 2  grid, and a typical computation time 
is. 0.72 sec per lime step. Thus for an equivulent number of nodes the finite 
diIT�rence method is fastest. These methods were not compared on a basis of 
equivalent accuracy on this problem because the exact solution was not known. 

Yo
_
ung1i . compared a cubic Galerkin method using line successive over­

relax�llon w1�h a Hermite cubic Galerkin method using a direct method of 
solution. Typical computation times for a miscible displacement are shown in 

�
able 6-5. For 

_
the case �ith a velocity that must be determined (i.e. we solve both 

e concentration equation and the pressure equation) the line successive over-
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Table 6-5 Comparison or methods for flow rhrough porous media 

Grid 

CPU 
w, __ _ 

Time s1ep 
Grid 

w, w, 
Grid poin! Elemen1 

MiscibleOooding, sharp front•• 

FD. upstream 2S >< 2S , ,  '" 
FD.central 30 x JO 7.4 900 

0.0062 0.0062 

GFEM-ll. dircct " '  0 8 
0.008) 0.0083 

GFEM -3H. dircct , , ,  ,_, 
1 2 1  0 0066 0.032 
144 0.015 0.088 

MiS1;1ble Hooding, smooth front'° 

FD.ups1rc�m 20 >< 20 1.9 400 0.0048 
FD.cen1ral l l x l l 0.35 

0.0048 

GFEM-ll. direct ' "  O.JO 
1 2 1  0.0029 0.0029 

GFEM- 3H. direct ' "  076 
0.006J 0.03) 
0.012 0.084 

Miscible flooding, Pc ,,, 29011t 

GFEM-- Jl. LSOR 
Known l'cloi:ity l O x  JO om '" 00007S 00007 
Unknown •·doc1ty l O x  JO 0.93 931 OJIOIO 0.0093 

GFEM - 3H, dirc1;1 
Unknown vclocit)' J O ><  ro 20 484 0041 

• CDC 6600 computer 

t / BM 370/168compu!cr. 

relaxation is about 20 limes faster than the Hermite cubic direct solution method. 
The cubic polynomials on a JO x IO grid are more accurate than quadratic 
polynomials on a 20 x 20 grid or linear functions on a 50x 50 grid. For rhis case, 
with Pe = 290, the higher-order methods are preferred. 

In conclusion, we have seen that there is a great difference between one- and 
two-dimensional problems, and this difference has important implications on the 

method of choice. The best method may depend on rhe problem being solved, its 

discontinuities or  singularities, and whether mesh refinement is useful and/or 

whether irregular geometries are needed. Even once a method of discretization is 

chosen the way the algebraic equations are solved may influence the method of 

choice. While no one method emerges as superior in all cases, we generally e�pect 

low-order methods, such as finite difference or Galerkin finite element with linear 

trial functions, to be best for problems with singularities, and high-order methods. 

such as quadratic Galerkin or Hermite cubic collocation, to be Dest for p_
roble�s 

with smooth solutions. Even these guidelines may be overrurned when un 1t�rat1ve 

method has difficulty converging and then direcr methods are used. Despite the 

lack of a clearcut decision the reader should De able to assess the methods he or 

she is using and determine whether they are likely to be better or worse in anorher 

application 
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PROBLEMS 

tinilcdiffc......i« 

6-1 fommlatc an exrhcit finite dilfen::ni;c algornhm to solve 

::; • ,;}«1;;:] • �[o«O:'.;J 
Determine the truncaticm error in fJ.r. Ar. and fJ.1 for your method. Give a rough guide lo a first choice 
uf{J.1 for a stable solution when., = 0--> l . c  = 0--> 1 . D  = l +;.c.and .i. = 2. 

6-1 Determine the 1mnca1ion error of Eq. (6-57) hr expanding the function in a Taylor series 

Orthogonalcoll...,arion 

6-3 find the dfixli\•cncss factor for a cybndrical pellet of radms R and length 2R by solving the 
problem 

� ,:�(r;�;) + �:-:· = tfi'r' 
The ronccntrauon is one on the boundary. Apply orlhogonat collocation usmg dilfcrcnt trial functions 
m the r and = direction• Fmd 'I for tfi = l. Whal 1s thc trial func1ion? Ho\\· docs•/ comparc10 the •·alue 

foran infinitcqlindcr'1 64 Sol\c 

<:>n boundary 

G•lerkinfinilc clcmcot mclhod 

6-5 DcmcEq. (6·96 )fromEq 16·9S) fi.fi 
_
Sol•·c the heat condu

_
ction problem m the shade..:! region of fig. 6·20 when the temperature along 

thc 1nncr cur\'Cd>urfacc " lOO and on thcoatcr surfocc is O. Sketch the g�vmctry. m.;sh layout.gi•C 
nodal 1cmpcraturc v;1lu"'. and 'ketch the i.olhcrm• for T = 10 and 50 



l'ARTIAL DIFFERENTIAL EQUATIONS IN TWO SPlr.CE DIMENSIONS 313 6-? Soh c 1hc lic.u 1rnnsfcrproblcm dlustraletl m fig. (>.ll usong a Galerkin linllc clcmeni COdc T • O 

Figure 6-2J Hca1 transfcr w11hhc;i1 gcnerauon probkmt.-7. 
• 

'"' Coo"d" '"' """"'" """ '"' "'""''" '("'.:" '" '.'' 0-:2). ,_, ,�010.,,," 

2A,, ,. J O 

I - I  

Cons1ruct 1hcgloh,1IJrra) -1,, " u h 1.; "' 1 . 4  

IO 

IO 
CD '�, I 3 
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Orthogonnl L'\lllo<:Hlion on finite clements was first llpf'hcd lo two·dimensiona� problems by 
Prcnlcr. P. M .• ;ind R. D. Russell: "Orthogonal Collocauon for Elhpt1c Parhal Dilfcrcntial 
Equnuons."" SIA M J. Nmir. Amil .. v�I. 1 3. pp. 923-939. 1976 
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Chang. P. W .• and B. A. Finlayson: "Orthogonal Collocation on Finite Elements,"' Marh. Ct>/Jlp. 
Sim .• vol.20.pp. 83-92. 1978. . . . . . 

One method of treating irregular domains. 1s by truncatmg the domam m an clement and addins 
collocation points on the boundary. asdescnb<:<.lby . . . 

Houstis. E. N .• and J. R. Rice: "'Software for Lmcar El11p11c Problems on General Two. 
Dimensional Domain•;· in R. Vichnevetsky (ed.) AJ•·m1ces i11 Comp,.tcr Mei/rods for Pania/ 
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Frind. E. o .. and G. F. Pinder: "A Collocation Finite Element Method for Potcmial Problems in 
Irregular Domains." /111.J. Num. Method., E11g .• vol. 14, pp. 68 1 -701. 1979. 

The Galerkin finite clement method for two-dimensional problems 1s widely used in cngineerin11 
analysis and there arc many books describing the dclails and applications. Two good ones oricntul 
towards Ouid mechanics or heal transfer arc by Huebner• and 

Chung. T. J . :  fi11i1e Elcm<'lll A11<1/pi• ;,. Fluid Dp1<1mics. McGraw.Hill. New York. 1978 
Applications to hydrology arc treated by 

Pinder. G. F .. and W. G. Gray: Fmllf Eleme/11 Si11m/arim1 Ill Surface <1nd Sul>surfu�I! HJJrolog) 

Academic Pre ... Ne"· York. 1977 
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1971 

One of the ''aluablc fca1Urc• of the fimte elem cm method is th al the oomputcr oodcs arc organized so 
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geomc1ries that arc easily •pccified by \he analyst. The malria.>s can be processed using an LU 
dccomposilion for a banded ma1nx, bul economy i> rcaliwd using a frontal or rrofile wlver. This also 
make' po•sible the •torage of onl}' pan of the matrix in the compu1cr core at any one time, and permits 
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APPENDIX 
COMPUTER PROGRAMS 

INVR 3 1 7  
INVERT 3 1 8  
DECO MP 3 1 9  
SOLVE 321 
FAS 322 
LUDECOM 324 
INVTRI 324 
SWEEP 324 
COLL 325 
PLANAR 328 
OCRXN 331 
FDRXN 335 
OCFERXN 337 
IVRXN 345 
PDE 349 



suaa OUTINE INV R l h P b N l l 

CCC TH I S  SUlllDU T IN E  C A L i. S  O E C D l"IP O N C E  ANO S O L V E  S E V E R A L  T I " E S  

C C C  T O  C ONS Ta UC T  T H E  I N V E R S E .  I T  S O L V E S  A X • I  W H E R E  E A C H  H A T R I X 

C C C  I S  N 8Y N e  

C C C  I N PUT 

CCC U N . N I  - A N  N 8 Y  N AllRAY• S T OR E D  I N  H A T R I X  W I T H  D U E N S IDN S 

CCC Id  BY NI 

CCC N - THE S UE O F T H E  H U ii. i X  T O  BE  I N V E R T E D •  c.zo 
CCC N I - THE S I Z E  CF T H E  D I H E NS I O �  O F  A 

CCC OUTPUT 

CCC A U.i• fil t  - O N  OU T P U T  TH I S  I S  THE I N V E R S E  Of THF OR I G I N A L  A 

CCC THE OR I G I N A L  A I S  D E S U C V ED 

D l f'I E N S I D flj  A I N I ,. N I I ,.  B I Z O h  C l itllO t 
CCC PACK A D U S E L Y  I N TO C 

DD � ol • l • N  
I N D  • N • l .1- U  
D D  S l • l . N  

C C I N D + U  • A l h .1 1  

S C D  .. T l fllU E 
CCC PERFDRPI AN L U  D E CDltP D S J T l ON ON C 

C A L L  l N V E I T  C N . 1 . c . 1 . u  
CCC S DL\IE U • l  

DO Z D  .l • h N  
DiJ 1 0  l • t . N  

10 8 1 1 '  • o. 
e c .1 1  • l.  

CALL  I N V S W  C N ,. i,. c ,. 1,. 1 1  
CCC PUT I I N T O  INV U S E  A 

DO U I • hN 
a u  • . u • 1 1 1 1  

U C C N T I N U E  

• 1 
A 2 
• • 
A • 
. ' 
• 6 
A 7 
• • 
• • 
A � 

• 1 1  
• 1 2  
• 1 3  
. " 
A H 
• tt 
• t t  
. " 

A 1 9  

. � 
• u 
• u 
• n 
. " 
. " 
• u 
. " 
• 2 8  
. � 
. � 
. " 
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R E TU R N  
E N O  
S U b R OUT I N E  I NV E R T C N1 N E 1 A 1 8 1 I T Y P E J  

D U t E h S J O N  U l0 00 1 3 J 1  B ( N h  A l UOOO h B l C lOOO h C l C 1 0 0 0 )  

C C C  T H I S  S l.JB R CU T I NE C AL L S  O E C O M P , L U O E C Ot1 1 OR I N VT R I  TO P R £ F O R t1 L D \I E R  

C C C  D E C O M P OS I T I CN D E P E N D I N G  ON W H E T H E R  T H E  M A T R I X  A I S 
CCC ! T Y P E  A 

C C C  1 D E N S E  
C C C  Z B L OCK T R I O UG O N A L  

C C C  3 T R I D U G O N A L  

CCC l F  A I S  D E N S E  T H E  KAT R I X  I S S T O R E D  A S  A l  N 1 N  I 
C C C  I F  A I S B L OC K  D I A GON A L  T H E  K A T R U  IS S T O R E D  AS A C N 1 N 1 N E  I 
C C C  IF A I S  T R I D I AG ON A L  T H E  E L E K E N T S  A 1 B 1 C  A R E  S TORED AS U N1 l l  • A I N I . 
C C C  A C N1 Z: I  • B C N l .1  A t N 1 3 1  • C ( N I 
CCC N IS L I K I T E D  TO Z C l  W I T H O U T  C HA NG I NG D I K EN S I O N  S T AT EK EN T F D R  A C N h  
CCC l i! N h  C I N I  

C C C  THE K A TR I C E S  A R E  D I K E N S I DN E D  A S  A I N 1 N h  A I N 1 N1 N E I  D R  A C N 1 3 1  

G O  TO ' 5 1 1 0 , 15 ) ,  I T Y P E  

5 C AL L D E C O K P  C N 1 A  I 
R E TUR N 

10 NP • ( N-1 J / N E + l  

C A L L  L U D E C OK I N P 1 N E 1  A l  
R H URN 

15 D O  ZO K • h N  
A U K ) • A ( K 1 l l  
B l C K J  • A C K 1 Z I 
C U K I  • U K 1 3 )  

2 0  COhT lhU E  
C ALL lN.\ITRI ( N ,. A 1 1 1 n  .. c u  OD 25 K • l 1 M  

u 
3 3  
�-

1 
2 
3 
4 

5 
6 

7 
8 

q 

� 
1 1  
1 2  
13 
H 
u 
u 
" 
1 8 
� 
� 
2 1  
� 

I 2 3  
8 24  
8 25  
• u 
• n 
• u 



A I K,, l )  • Al l K )  B 2" 
A ( K,, 2 1  • Bl C K )  I 3 0  
, U K,, 3 1  • Cl l K I  B 3 1  

ZS CONTI NUE I 3 2 
R E TURN I 33  
ENTRY  INVSW  • H 

CC C T H I S  PORT I ON Of S U B R OU T I N E  D O E S  THE F O R W A R D  AND B A C K W A R D S W E E P  T C  • 3 5  

C C C  S O L V E  A X  • 81 W I T H T H E  X S T OR E D I N  8 A N D  I N V R  "U S T  B E  C A L L E D F U S T  • 3 6  
G O  TO U 0 1 3 S , lt 0 h  I T Y P E  B 3 7 

30 C A L L  S O L V E  l N1 A,, U  I 3 1  
R ETURN B 3 9  

35 C A L L  fA S C H P1N E 1 lrla A • B I  • 40 RE TURN B H 
ltO CALL S W E E P  U U A h B 1 1 C l 1 U B 4 2  

RETURN B 43 
E N D  B u-
SUBROUTINE S lN G l U c 1 
GO TD f 5 1 1 S J 1  1 c 2 

5 WR I T E  ( 6 1 1 0 )  c 3 
10 FOR" AT l l / 1 / 1 •  ftATR l X  "' I T H  Z E R O  RD"' IN D E C D"POS E • 1 1 1 1 1  c • 

RETURN c 5 
15 W R I T E  C b 1 2 0 )  c • 
ZO fDll"AT l l / 1 1 1 •  S INGUt..U "' A T U X  IN D E C D " PO S E . ZERO D I V I D E  IN SOUE c 7 • • • I I  I I )  c • 

RETURN c • 
END c 10-
SUBROUT I N E  O EC DHP l N1 A I  D 1 
0 1 ,, E N S I Q N  A C N1 H >  D 2 
CCftKDN / D E N S E /  I PS < ZO l 1 1 S C C Z O U  D 3 

C C C  P A G E  bh FORSYTH AND f'I O L E R  D • 

; CCC l N l T U . L U E  l PS,, A AND S C A L E S  D 5 



!!! IF I N e E O . l J  lt E T U ll N  D • 
DO Z 5 l • h t.I  D , 

l PS l l )  • l D • 
ROWNRH • o. 0 D 9 
D O  10 J • l • N  D 10 

I F  C R OWN R"-AB S C U t.. . U ) )  5 • 1 0 • 1 0  D 1 1 
5 R OW N I H1  • .t. 8 S U C 1 1 J l l  D 1 2  10 C O NTI NU E D u 

IF C R CiW t..R I O  1 5 1 Z 0 1 1 5  D 1 •  
l S  S C < I J  • l . / R D ll N R H  D 1 5  

G O  T O  2 5  0 16 
D 17 

20 C A L L  S I NG I 1 1  0 1 8 
S C C I J  • O .  0 19 

25 C O N T I NUE D 20 
CCC 6AUSIAN E L l " l N H l CN WITH P A R T I A L  P I VOT I NG D Z 1  

N fil l  • N - 1  
D 2 2  

DD 65 K• l.. frtHl 
D 2 3 

B IG • O .  
D 2 '  

D O  35 l •K 1 f't  
D 2 5  

I P  • I PS C l l  
D 2 6  

S I Z E • l B S U C l P , K ) • ;) C l l P l l  D 2 1  
I F  C S I ZE - B l G I  3 5 1 3 5 1 30 D 2 '  

30 I I G  • S I Z E  D 2 9  
l O X P H  • I D 30 35 C ONT l hUE 

D 3 1  IF U l G J  lt5 1 't 0 1 4 5  D 3 2 •o CALL S I N G  l 2 )  D 3 3  
GO TD  b5 

0 H 
D . .  . .  l.F l l DXPl\1-K)  501 5 ! h 50 0 •• 
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E 1 1  I P  • I P S l l )  E 1 2  � S C U J  • Bl I P >  E 1 3  
E 14 00 15 l • Z • N  
E 1 5  I P  • J P S U I  

I t U  • 1 - 1  E 16 S U "  • O .  E l 7  D O  � �/ :1 �� �!A c t P 1 J l • S C t J I  E l &  
E 1 9 10 C ON T I NUE 
E 2 0  S C < I t  • B C I P l - S U H  
E 2 1  U CONT I NU E  
E 2 2  CCC UCK S U B S T I TUTI O N  
E Z3  I P  • I P S C N I  
E 2 '  S C C N J  • S C C H ) / A U P. N I  
E 2 5  OD 25 l l UC K • 21 N 
E 2� I • N P l  .. l B A C K  
E 2 7  I P  • l P S C U  
E z e  l P l  • I + l  
E 29 S U P!  • O .  
E 3 0  D O  20 J • l Pl ,, N 
E 3 1  S U P!  • S U Pl + U I P 1 J l • SC C J J  
E 3 2 20 C O N T I N U E  
E 3 3  S C U I  • C SC I U - SU PI J I A U P 1 1 l  
E 3 4  25 CONT I NU E  

E 3 5  OD 30 l • l .1 N  
E H 30 l l U  • S C U I  
E 3 7  RE TURN 

ENO E 3 8-
F 1 SU&ROUTltri.E f AS C N P . N h N T ,. A 1 U 
F z D U IENSlOh UNP 1 N P 1 NE I 1 B ( N T ) 
F • CCC f Dil.WU.D S W E U  ILQCIC. D U GDNAL "AT R I X  
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Ii! 
CCC 

CCC 

CCC 

S U BR OUT I NE LUD E C Ct1 C N P • til E 1 A I  

D I ME N S I ON A C NP , N P• N E > 

LOWEil DE C O" PD SI Tl DN B L OC K  D I AG ONA L " AT R I X  

Nl • N P- 1 

DO 1 0 L • l• NE 

D O 5 K • h Nl 

Kl • K +l 

D D 5 l •K h l4 P 

S • A C h K,. L ) / A C K• K • L )  

A l hK ' L ) • S 

D D 5 J • Kl , N P 

Al 1 1 J • L >  • A C 1 1 J . U -S • A C K• J 1 L ) 

C ONT I NUE 

I F  C L . E Q . NE ) R E T U R N  

A U• l • L + l l • 1 < N P 1 N P 1 L J  

10 CONTI NUE 

END 

SUH.OU T l N E  J N V TR l l N1 A • l 1 C >  

D I • E N S I O N  A I N h  B I N h  C C N I  
L O W E R  D E C O • P O S I  T i tN T R I D UGONU • A T R l X  
S O L V E S  A C l-1 1 *T C l -1 1  + B U  I * T  C l  I + C C I + l  l * T C l + l  I 

DO 5 L • 2 , N 

S • A I L l / B C L- 1 1  

B I L I  • B C L l -S •C C L-1 1 
5 A C L I  • S 

RETURN 
END 

ttt 

SUllOU T l H E  SWE E P t N ,. A 1 8 ,. C ,, O l  

D l t\ENS I ON U N h  U N h  C C H h  O C N )  

FQkWllD S 'm E E P  l l lD l lG O h A l  M A T R I X  

DCI S L•2.1N 

• D C I  I 

G l 

G Z 

G 3 

G • 

G 5 

G 6 

G 1 
G B 

G 9 

G 10 
G 1 1  
G l Z  

G 1 3  

G 1 '  

G 1 5 

G l& 

G 11-

H 1 

H Z 

H 3 

H 4 

H 5 

H � 

H 7 

H B 

H 9 

H 10-
1 l 
I Z 

I 3 

I 4 



5o D f L J  • D ( L ) -A ( L UD ( L - 1 )  

C C C  U C K  SUBS T I TU T I DN 

O ( N )  • D ( N ) / 8 ( N J  
OD 1 0 L • Z 1 N  

K • N-L + l  
10 D U O  • I D C K > --C C K J •D l K • l ) J / B C K J  

filETUfilN 

CCC 
CCC 
CCC 
CCC 
CCC 
CCC 
CCC 
CCC 
CCC 
CCC 
CCC 
CCC 
Ctt 
C<C 

" CCC 
l.i CCC 

END 

SUlfilDUT I N E  C DL L I A1 8 1 Q 1 X 1 W1 HD 1 N 1 A A J  
O H IE N S I D N  A ( ND 1 N D l 1  8 ( ND1ND J ,  C f N0 1 ND l 1  X C ND l 1  W C N O J  
O l " E N S I O N  Q I HV < 7 1 7 h  z 1 7 1 ,  c n. 1 1 .  o u . n  

THIS SUBRDUTlNE CDl'IPU T E S  T H E  rt A T R I C E S  F DR ORTHDGDNAL 
CCLl.. DCATIDN US JlrtG S Y " rt E T R I C  P O U N O " U L S 1  T U L E  lt-S, 4-6 

INPUT V A R I ABLE S 

N • NU " B E R  Of I NTE R I OR C O L L O C A T I O N  P O I N TS 

NO • ARRAY D I M E N S I D N  OF M A T R I C E S  I N CA L L I N G  P R D G U ft  

U • G E DHETRY FACTOR 
• l P LANA R 
• Z CYUN D R IC A L  
• 3 SPHER I C AL 

OUTPUT V H l A IL E S  
A • M A T R I X  F OR F U S T O E R I V A T I V E 1  E CI .  t,-Z05 a • MATRIX FOR L A P L A U A N ,  E CI .  te-zos 
Cl • H A T R I X  F OR Q I N V E R S E ,  ea. 4t-Z03 
X • V E C T CR O F  C O L L OC A T I O N  POINTS, T U L E  4•5 
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U • A A + 0 . 0 0 1  
G O  ro n o , 1 s, zo , ,  u 

• 5 1 
A 52 

1 0 X I L U  • X 1 C L L 1 N )  • 5 3  
GO T O Z 5  • 5 •  

1 5  X C L L J  • X 2 C  L L 1 N I  
A 5 5  

GO T O  2 5  
A 5 6  
• 5 7 

• 5 8  

2 0  l l L L ,  • X 3 1 L L , N ,  • 5 9  
25 C O N T I NUE 

X l t U I  • 1 . 0  
A 60 

D D  30 l • t . N l  
A 6 1 

Al • I 
• 62 
• 6 3 

Z l l J  • l e l l Z . •U +AA-z . 1  A 6 •  
30 C ONT INUE 

D D  3 5  l • l , N l  
• 65 

Q l h U  • 1. 
A 66 

A 6 7  
Q UW l h l l • 1 .  • 6e 

oa 35 J •2 , N 1  A 69 
Q ( h J I  • X l l l  .. C Z • J-Z J A 10 

35 Q I NV I I , J )  • QC 1 , . u  A 71 
DD 40 .l • h Nl • 12 

CA • z . • .1 -2 .  • 73 
D A  • t z . • J - 2 .  J • C Z . + J +AA-4 . )  A ,. 
OD 40 l • 1 ' N l  • 70 

C l h J l  • C U X C I J  .. C Z •J-3 ) A 76 
D l h .I )  • D U X C l J  .. ( Uol-4 ) • 11  

40 C ONTINUE • 78 CALL lNVR C Q JN V , 11. 1 , 7 1 • 79 
OD 50 l • l 1 Nl • 80 

� W l l J  • o . o  • 81 



Ii 

C C C  
C C C  
CCC 
CCC 
CCC 
CCC 
CCC 
CCC 
C C C  
C C C  
CCC 
CCC 
CCC 

D O  50 J • h N l  
A C l• J >  • B l h J )  • o . o  

DO 4 5  K• l • N l  

A l h J )  • A C 1  • •  1 1 + c 1 1 . K t •G l NV C K  • •  n 
B C h J ) • B C h J J +O C h K ) • Qt h V I K ,, J ) 

•5 C D N T l N UE 
Q C h J J  • G I N V l l 1 . U  
W C l l  • W C U + Z C J > • O l N V C J , U  

5 0  CONTINUE 
w • I T E  , , , , , ,  c x c u . t • h N U  

5 5  FDRNAT 1 7E 1 5 o 5 1 I I  
RETURN 
E N D  
S U B R O U T I NE P U N A R C A1 h O • X. W 1 N 1 NX I 
D I N E N S I D N  A I N, N h I C N1 N l 1  Q I N1 N l 1  X I N h  W I N h  Z U I T I  
D I NENS I DN R l 30 1 3 D h  S l 3 D I  
D I N E NS I D h  P O IN T l 5 1 3 1  
T H I S  S U B R O U T I N E  C ON P U H S T H E  M A T R I C E S  FDR C O L LO C A T I ON W I THOUT 

S YNNE TRY 1  USING C O L L O C A T I O N  P O I N TS I N  T A B L E  4-3 , 
INPUT VAKIULE S 

N X  • N UM B E R OF C O L L OC A T I ON P D I N T S 1  I NC L U D I NG TWO E N D  P O I N T S  
N • ARRAY D l N U S l ONS D F  N AT R I C ES I N  C A L L I NG P R O G R A N  

OUT PU T V AR IABL E S 
A • N A T U X  F Oi F IR S T  D E R I V A T I V E ,  E Q .  4 - 1 0 3  B • N A T R I X  F DR S E C ON D  D E R 1 V A T I V E I  ea.  • - 1 0 3  0 • " A l R l X  F OR Q I NV E RS E ., E Q .  4- 1 0 1 X • V E C TOR OF C D L L O C A T I D N S  P O I N T S , FRON T A B L E  4-3 W • V EC T OR OF k E l G H T S • E Q .  lt•l06 

OA.U . l P OlKT ' 1 1 . 1 - 1 . 1 s 1 1 0  • • o . 5 7 7 3 5 0 2 6 9 1 8 9 6 2 6 1 0 . 7745 9666924 1 483. o .  

A 8 2  
A 1 3 
A 1 4  
A 8 '  

A 8 6  
A Bl 
A 8 8  

A H 
A 9 C  
A 91 

A 9 2  
A 93 

A 94-

1 
2 

3 
• 

5 
6 
1 
8 
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10 

1 1  

1 2  

1 3  

1 4  

15 

16 

11 

11 
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S 86l l 3 6 3 1 1 59't05 3 ,.  O. 90 6 l  7 9 1 94 5 9 3 8 6 6 't ,  3 • 0 .  • 0 •  3399 8 1 0't 3 5 8 't 8 �H:i ,. Q  • S!i 3 8 it69 U C 1 0568 3, 5 • 0 . / 
NCOL • N X- 2  
J f  f N X e G T e 7 J  G O  TD 3 5  
JR T • C N C O L + U  IZ 
DO S J • l 1 J R T  

S ZU I J J  • P O I N T C h C C L ,. J )  
J • l 
00 10 l • h J R T  

X ( J ) . u . o - z u c u , , z .  
x 1 J +u • u . o + z u 1 1 1 1 1 2 .  

1 0  J • J + Z  
C B U B B L E  S ijR T  O N  C O L L CC A T I O t.i  P C I N T S  hC l • NC O L -1 

DO 20 J • l 1 N C l  
1 • J 

15 IF I X I I + U . G T . X C I J J  GO TO 20  
S T O R  • X C U  
X I U  • U I + l l  
ll c t + U  • STQR IF  II  . E c . u  G C  T O  20  
l • 1 - 1  
GO T O  1 5  

20 C ON T U 1UE 
llf R J H  ( 6 1 2 5 1  f 1, XI lJ II l • l , N C O L J 25 FORMAT I 3 (  I 1 . 1 ox , • c o u cic A T I O N P T S • ,, , ,.  s x ,. .  P O I NT•, 5X,  •ORD I NA T E • , , ,  

s ux , 1 5 , 5 x , u s . u 1 
N C I  • NCOL + l  
O D  9 0  l • Z , NC l  k • NC l - 1 +2 
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� 30 X I K J  • X I K- U 

x n > • o . o 

X ( N X J • l e C 

35 DD 5 0  I • l 1 N X 

R l h I J  • a. a 
A ( h l )  • Q . 0  

S U J • 1 . 0 

8 ( h l l . o. o 

DD 'rO J • l 1 N X  

I f  < I . EQ . J  I G G  H i  " O  
R ' 1 1 J I  • l . O J ( X ( I J - X ( J J I 

S U I •  S C i l •R U 1 J I  

'iO C ONT l NU i: 

DD 45 J • l 1 N X 

J X  • NX- J + l  

I F  ( J X . L T • •  U GO TD 5 0  

I F  C J X . E Q . J I A U .1 1 >  • A l l 1 U + R l h J I  

I F  ( J X .G T . J I  A C l t l l  • A C [ , l ) + R c t 1 J l + R I J 1 J X >  

4• C O N T I N U E  

5 0  C ON T I NU E  
D O  6 0  l • l 1 hX 

00 55 J • l 1 N X  
I F 1 1 . EQ , J ) G O  T C  5 5  

U l , J I  • S C J l • R l h J J / S l l l  

B C I . J I  • z , o • A C 1 1 J l • U l l 1 U - ll!l l , J l l  

B l l 1 l l  • B C I 1 l J + R l l 1 J l * l A ( I 1 I l -R l l 1 J I )  

5• C O N T I NU E  
60 C ONT INUE 

D D  85 l • l 1 N X  
Q U 1 1 l  • S l  U 
• •  l 

. � 
• 5 1  
9 � 
• 53  
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W U J  • O . O  
D D  7 5  .l • h N X  

I F  ( J , EQ . U  G O  T C  7 5  
L • K 
K • k + l  
a o. I I  • Q C L •  u 

65 I F  n . u . u  GC T D 7 0  
" • L - 1  
o u . u • o c H . u - x c .1 • • a c L . u  

L • " 
GD TO 65 

10 a c i.. u  • - u J 1 • a 1 1 . u  

n C O N T I N U E  
D D  8 0  .l • l . N X  

10 I U U  • W C l ) +Q I J • U / F L O A T I J J  
1 5  CDNTlNUE 

CCC 
CCC 
CCC 
CCC 
CCC !:! CCC 

RE TURN 
END 

PROGRA" DCRXN C I N P U T •  OU T P U T •  TAPE S •  INPUT•  T A P E C:l •OUTPUT J 
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N • NU" B E R OF I N T E R I O R C O L L OC A T I O N  P O I N T S 

AS • G E O" E T R Y F A C T O R 

• l P L AN AR 

• 2 C Y L I N D R I C A L  

• 3 S P H E R l C l L 

PHI • T H I E L E  M OD U L U S 
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C G U E S S  • l N I T l A L  G U E S S F O R  C I R I >  • C ON S H N T  

I N T E R A C T I VE V E R S I O N 

C A L L  C ON N E C  1 5 1  

C A L L  C O N N E C  l b l  

5 W R I T E  ( b , 1 0 1  

1 0  F OR " A T  C •  E N T E R  t h  A .  P H l 1 B I K 1 C G U E S S  • )  

R E A D  • 1 t h A S 1 P H l 1 8 I M 1 C G U E S S  

W R I T E  l b > l 5 1 

15 F O R M A T  I *  E N T E R  F OU R  R E lC T I O N R A T E  P A R A KE T E R S  • I 

R E A D  • 1 P A R C l l 1 P AR C Z l 1 P A R ( 3 1 1 P A R ( 4 ) 

Nl • N + l  

NZ • N • N  
O E L  TA • P H I • P H I  

CCC S E T  I N I T I AL C O N D I T I O N  
D D  Z D  l • l , Nl 

ZO T H i i i  • C GUE S S  

CCC C A L C UL U E  MU R I C E S  

C A L L  C O L L  U 1 B 1 Q1 M.C 1 \ h 7 1 N 1 A S I 
C C C  B EG I N  I T E  . . T l ON 

OD 50 1 T E R• l 1 20 
ttt SEl lHE IU.lRICE S 
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Z5 A A f I J  • O .  
00 3 5  J • l , N  

C A L L  R X N  U H f J J , R A T E , DR J  

D ( J J  • D E L T A * ( R A T E - D R * T H f J ) J  

D I J J  • D I J J -B I H • 8 ( J , N l J / ( A ( t H , N l l + 8 I H J  

D D  3 D  I • 1 ' N  

K N  • N • U-1 1 + J  

AA ( K N J  • 8 C J , I J - 8 ( J , N l l • A f N l .t i l / C A ( I U , N l l + 8 I " I  
I f  ( [ . E Q . J I  A A ( K N J  • A A C K N l - D E L T. O O R  

30 C O N T I N U E  

3 5  C O N T I N U E  
CCC DD THE L U  O E C D ft P O S I T l ON. 

C A L L  r n v E R T  ( N , 1 , A A . 0, 1 1  

C C C  S O L V E  F OR THE R l GH T  H A N D  S I D E  

C A L L  l N V S W  f N , 1 , u , D , l  I 

C C C  F l ND ft A K l l1Uft C H A N G E  I N  S O L U T I ON 
ER • 0 • 
00 40 l • l , N  

E R R • A B S f TH C i l -D U J I  
T H U i • O U J  
I F  ( E R R . G T  . E R i  E R  • E R R  

ltO C O N T I N U E  

W R I T E  C 6 , 4 5 J  I T E R , E R 
4 5  FORl'IAT ,. I T E R A T I O N  • , n , •  E R R O R  IS • .. E 1 5 . 4 1  

I F  I ER . L T . l . E -6 1 G O  T O  5 5  
5 0  C ONT I NUE 

CCC C A L C U L A T E  THE E F F E C T I VE N E S S  F A C TOR CCC E l A l  US E S  E Q .  4-228 
5 5 S U l'l • O . 
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P S I  • x u u - 1 .  

O P S I • U f l l  

S H  • S-P S I / O P S I  
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C Ol1 11 0 N  / R X N /  P A R I S I  c z 

C C C  T H I S S U B R OUT I N E  C O K P U T E S  I H C J  A N D  O R / D C 1  G I V E N  C .  c 3 
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OUTP U T  - C D D T C 1 1 N I  
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C l 2 1  • C C F I R S f  I N T E R IOR C O L L OC A T I O N  P O I U I  
C fll: + l )  • C C L A S T  I N T E R IOR C O L L O C A T I C N  P O I N T  
c o .: + z l • c u - 1 . 0 1  

� 
6 4  
6 5  
� 
6 7  
� 
� 
H 

A 7 1 
• n 
• 7 3 
A H 
A H 
A N 
. " 
A n 
. � 
. � 
. � 
• u 
. � 
. " 
A � 
A H 
• 0 7  
• • •  
A H 
. � 
• 91  
• 92  
• tt 



iii 5 F DR l"I AT c z u, n o . c 1 

If ll'll E TH e Gl • U GC T O 2 0  

CC C  F l tt l T E O l F F E ltE NC E 

W R I TE 1 6 1 1 0 1  N 
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