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Introduction

Survey research is a systematic set of methods used to
gather information to generate knowledge and to help
make decisions. By the second half of the 20th
century, surveys were being used routinely by
governments, businesses, academics, politicians, the
news media, those in public health professions, and
numerous other decision makers. It is not an
exaggeration to state that accurate surveys have
become a necessary condition for the efficient
functioning of modern-day societies, and thus for our
individual well-being.

Although there is a rich and expanding body of lit-
erature that has been produced mostly in the past half
century about the myriad methods that are used by
survey researchers, heretofore there has not been a
compendium with information about each of those
methods to which interested parties could turn, espe-
cially those new to the field of survey research. Thus,
the purpose of the Encyclopedia of Survey Research
Methods (ESRM) is to fill that gap by providing
detailed (although not exhaustive) information about
each of the many methods that survey methodologists
and survey statisticians deploy in order to conduct
reliable and valid surveys.

The Role of Methods and Statistics
in the Field of Survey Research

A survey is often contrasted to a census, and the two
use many of the same methods. However, whereas a
census is intended to gather information about all
members of a population of interest, a survey gathers
information from only some of the population mem-
bers, that is, from a sample of the population. Because
a survey is more limited in how much information
it gathers compared to a census with a comparable
scope of variables needing to be measured, a survey is
less costly than a census and often is more accurate

and timelier. Due to its smaller scope, it is easy to
understand why a survey is less costly and timelier
than a census, but it may surprise some to learn that a
survey can be more accurate than a census. That is the
case because a census often is a daunting enterprise
that cannot be conducted accurately across an entire
population. At far less cost than a census, a survey can
sample a representative subset of the population, gain
a very high response rate, gather data on the same
variables a census measures, and do so much more
quickly than a census. Thus, given the finite resources
available for information gathering, survey researchers
often can allocate those resources much more effec-
tively and achieve more accurate results than those
conducting a census on the same topic.

There are two primary defining characteristics of a
survey. One is that a sample is taken from the popula-
tion and the other is that a systematic instrument—
most often a structured questionnaire—is used to
gather data from each sampled member of, or unit in,
the population.

However, the general methods of “surveying” are
used in many ways other than their well-recognized
manifestations in survey research. At the broadest level,
humans are always “sampling” the physical and social
environments in which they live, “gathering” informa-
tion in mostly unstructured ways, and “analyzing” the
information to reach decisions, albeit often imperfectly.
And although survey research is considered a quantita-
tive approach for gathering information, “surveying” is
routinely performed by qualitative researchers, even if
many may not think of themselves as using survey
methods. That is, qualitative research “samples” some
members from a population of interest so as to gather
information from or about them. This includes qualita-
tive research that uses content analysis, focus groups,
observational methods, ethnographic methods, and
other quasi-scientific information-gathering approaches.

XXXV
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Whether the samples drawn for qualitative research are
representative, and whether the information-gathering
means are reliable, is not the primary issue here.
Instead, the issue is that qualitative research relies on
“survey methods” even if many who practice it have
had no rigorous training in those methods. Also, there
are many fields of inquiry in the behavioral sciences
that utilize survey methods even if they do not recog-
nize or acknowledge that is what is being done. For
example, many psychologists draw samples and use
questionnaires to gather data for their studies, even if
they do not think of themselves as survey researchers or
have not had rigorous training in survey methods. The
same holds for many political scientists, economists,
sociologists, criminologists, and other social scientists,
as well as many public health researchers.

Accuracy Versus Error
in Survey Research

The goal of a good survey is to utilize available
resources so as to gather the most accurate informa-
tion possible. No survey researcher should (or can)
claim that a survey is entirely without error, that is,
that it is perfectly accurate or valid. Instead, what sur-
vey researchers realistically can strive for is to gather
as accurate information as possible with available
resources—information that has the smallest amount
of “total survey error.” Ideally this will result in an
amount of error that is “negligible,” that is, ignorable,
for the decision-making purposes that the survey is to
serve. For example, the senior executives of a corpo-
ration do not need to know exactly what proportion of
the population is likely to purchase their new product.
Rather, they can make a confident decision about
whether to proceed with introducing the product on
the basis of survey estimates that are accurate within
a tolerable (negligible) level of “error.”

Broadly speaking, error in surveys takes two
forms: variance and bias. Variance refers to all sources
of imprecision that may affect survey data. Variance is
a random form of error, which can be likened to
“noise,” and there are many approaches that can be
used to reduce its size or to measure its size. Bias is a
constant form of error and thus is directional: positive
or negative. In some cases, bias leads to survey data
that underestimate what is being measured, whereas
in other cases, bias leads to overestimates. On occa-
sion, different types of biases cancel out their own
separate effects on survey estimates, but often it is

very difficult for researchers to know when this has
occurred. There are many methods that researchers
can use to try to avoid bias, as well as many that can
estimate the presence, size, and nature of bias. But all
of these methods add costs to survey projects, and in
many cases these added costs are great indeed.

In designing a survey, researchers should strive to
allocate available resources so as to reduce the impact
of likely errors, measure the size of the errors, or both,
and then take that knowledge into account when draw-
ing conclusions with the data generated by the survey.
To accomplish this, researchers must be well aware of
the various survey methods that can be used, and then
they must select the ones that are most likely to
achieve the most beneficial balance of both these
goals. This requires survey researchers to constantly
make trade-offs in choosing the “best” methods for
their particular survey project. Allocating too many
resources for one type of method will limit what can
be allocated for other methods. If the first method
addresses a source of error that is smaller in size than
what will result from another source of error, then the
allocation choice will have proven counterproductive
in addressing total survey error concerns.

There are numerous types of possible errors that
can occur with any survey, and it is the purpose of sur-
vey methods to address, and ideally avoid, all of these
errors. It has been found useful to categorize these
possible errors into a limited number of “types,’
which logically follow the chronology of planning,
conducting, and analyzing a survey. The following
sequence of questions summarizes this typology:

1. What is the population that must be studied, and
how well will this population be “covered” (repre-
sented) by the frame (i.e., list) from which the sam-
ple will be drawn? This concerns coverage error.

2. How large will be the sample of frame members
chosen for measurement, and what sampling design
will be deployed to select these members? This
concerns sampling error.

3. Among all the sampled members of the population,
how will a high response rate be achieved, and will
the nonresponders differ from responders in non-
negligible ways on the variables of interest? This
concerns nONresponse error.

4. What variables will be measured, and by what
means will accurate data be gathered from the
responding sample? This concerns specification
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error, question-related measurement error, inter-
viewer-related measurement error, respondent-
related measurement error,
measurement error.

and mode-related

5. How will the data be processed, weighted, and ana-
lyzed? This concerns adjustment error and process-
ing error.

Rationale for the Encyclopedia
of Survey Research Methods

There is a considerable amount of existing literature
on survey research and the methods that are used to
conduct surveys. This exists in book form, in hand-
book chapters, in journal articles, in published con-
ference proceedings, as well as an expanding body
of otherwise unpublished works available via the
Internet. The field is growing rapidly, both in the
scope of what is known about survey methods and
the importance this knowledge plays. However, to
date, there has not existed a compendium to which
interested parties, especially those without advanced
knowledge of survey methods, can turn to learn
about the great many topics that comprise the field of
survey methodology.

The purpose of the ESRM is to fill that gap by being
comprehensive in its coverage of the field, although
not exhaustive in its explanation of any one topic. By
providing more than 600 entries about important top-
ics across the entirety of survey methodology, the
encyclopedia serves as a “first place” to turn for those
who need to learn about an aspect of survey methodol-
ogy. The text of the entries in the encyclopedia will
provide all the information that many users will need
and desire. However, for those who want more infor-
mation about a particular topic, the cross-referencing
associated with nearly all of the entries provides these
readers with guidance on where else to turn in the
encyclopedia for additional information. And, for
those who need still more information on a topic,
essentially every entry provides a road map to addi-
tional readings.

Content and Organization
of the Encyclopedia
The ESRM provides information about nearly all types

of survey methods and survey errors. The more than 600
entries in the encyclopedia fall out across the following

categories, which are listed in full detail in the Reader’s
Guide:

Ethics. These entries address a wide range of ethical
matters that affect survey research, such as confiden-
tiality, anonymity, debriefing, informed consent,
voluntary participation, disclosure, and deception.
Although addressing ethical issues complicates the
methods that survey researchers must use and adds to
the costs of surveys, it is critical that the survey
research profession earn and maintain credibility and
respect through observing strong ethical principles.

Measurement. The measurement entries focus on all
nonoperational aspects of data collection, from con-
ceptualization of the questionnaire through data col-
lection and the effects that respondents have on data
quality. This includes a wide range of entries covering
question-related topics (such as closed-ended ques-
tion, double-negatives, graphical language, mutually
exclusive, question stem, and self-reported measure),
interviewer-related topics (such as conversational
interviewing, interviewer neutrality, nondirective
probing, and standardized survey interviewing),
respondent-related topics (such as acquiescence
response bias, comprehension, telescoping, nondiffer-
entiation, primacy effect, and satisficing), and mode-
related topics.

Nonresponse. The entries on the topic of nonresponse
are among the most important in the encyclopedia, as
many scholars and practitioners regard nonresponse
as the most daunting challenge facing survey research.
This set of entries includes ones related to unit nonre-
sponse, item nonresponse, and response outcomes and
rates. These entries include incentives, leverage-
saliency theory, completion rate, differential attrition,
nonignorable nonresponse, missing data, refusal con-
version, and tailoring.

Operations. These entries focus on a wide range of
operational and technical topics related to the various
modes of data collection, but predominantly surveys
that are conducted in person (such as computer-assisted
personal interviewing, control sheet, field work, and
residence rules) and via the telephone (such as answer-
ing machine messages, calling rules, Federal Trade
Commission (FTC) regulations, number portability,
and predictive dialing). This grouping also includes
operational entries related to surveys that gather data
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via interviewers (such as interviewer training, inter-
viewer monitoring, and interviewer debriefing)

Political and Election Polling. This group includes
survey methods that are specific to election-related
and other types of political polling. These entries
include measurement topics (such as approval ratings,
convention bounce, leaning voters, and probable elec-
torate), media-related topics (such as election night
projections, horse race journalism, and precision jour-
nalism) and types of election or political surveys
(such as deliberative polls, exit polls, pre-primary
polls, and tracking polls).

Public Opinion. The entries in the public opinion
grouping focus on a wide range of theoretical matters
that affect the understanding of public opinion, with
special attention to the methodological issues that are
related to each theoretical concept. This set of entries
includes agenda setting, knowledge gap, spiral of
silence, third-person effect, and trust in government.

Sampling, Coverage, and Weighting. This group cov-
ers a large and broad set of entries, many of which are
interrelated to sampling, coverage, and weighting,
such as address-based sampling, cell phone sampling,
coverage error, designated respondent, finite popula-
tion, interpenetrated design, Neyman allocation, post-
stratification, quota sampling, replacement, sample
size, undercoverage, and zero-number banks.

Survey Industry. The entries in the survey industry
grouping include ones describing major survey pro-
fessional organizations (such as AAPOR, CMOR, and
CASRO), major academic-based survey organizations
and government-based survey agencies (such as
NORGC, ISR, Bureau of Labor Statistics, and Statistics
Canada), major figures in the history of survey
research (such as Elmo Roper, Leslie Kish, Morris
Hansen, and George Gallup), major U.S. government
surveys (such as the Behavioral Risk Factor
Surveillance System, the Current Population Survey,
and the National Health Interview Survey), and major
survey research periodicals (such as Public Opinion
Quarterly, the Journal of Olfficial Statistics, and the
International Journal of Public Opinion Research).

Survey Statistics. The survey statistics grouping covers a
diverse spectrum of statistical concepts and procedures
that survey researchers use to help analyze and interpret

the data that surveys generate. These include balanced
repeated replication, control group, design-based esti-
mation, hot-deck imputation, margin of error, outliers,
perturbation methods, random assignment, sampling
variance, test-retest reliability, and Type I error.

Despite the efforts of the editor, the members of the
Editorial Board, and the many contributors who sug-
gested new topics for inclusion, not every topic that
someone interested in survey methods may seek
knowledge about is included in this first edition of the
ESRM. An encyclopedia such as this is bound to dis-
appoint some who rightly believe that an important
topic is missing. The editor and publisher can only
hope that no key topic in the field is missing and that
few other truly important topics are missing. When
there is an opportunity for a second edition, those gaps
can be corrected.

Readers will also find some degree of overlap in
some of the topic areas. This is believed to be prefer-
able because readers generally will be better helped
by encountering too much information on a topic than
too little. Similarly, some related topics have been
written by contributors who are not fully in agreement
with each other about the broader topic area. This too
is viewed to be beneficial to readers, as it demon-
strates where uncertainties and ambiguities in the field
exist in the understanding and the valuing of a specific
survey method.

How the Encyclopedia Was Created

A remarkably large number of people made this work
possible by contributing to it in many different ways.
This includes the editor, our Editorial Board mem-
bers, editorial and administrative staff at both Sage
Publications and The Nielsen Company, and the more
than 320 individuals throughout the world who con-
tributed the more than 640 entries that appear in these
two volumes.

Due in part to my nearly 30 years of experience as
a survey researcher, both as an academic and in the
private sector, I was approached by Sage in late 2004
and invited to serve as editor of the encyclopedia. At
that time I was employed as chief research methodol-
ogist for The Nielsen Company. Sage also asked if
Nielsen might serve as ‘“corporate sponsor” for the
encyclopedia. I approached Nielsen’s chief research
officer and readily secured his support for my involve-
ment and the company’s endorsement of the venture.
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Work on the encyclopedia followed a logical
process, whereby (a) the list of entries was assembled;
(b) contributors for each entry were identified; (c)
individual entries were submitted to the Web-based
Sage Reference Tracking (SRT) system; (d) draft con-
tributions were reviewed, edited, and revised as
needed; and (e) revised entries were finalized by
members of the Editorial Board and me. Sage editors
performed additional editing, passed the text along to
Sage’s production departments, and then I did the
final review of the page proofs. Mistakes that remain
are mine, and with such a daunting project to manage,
there are bound to be at least a few. For these I apolo-
gize to the affected contributors and readers.

To build the list of entries, I started by reviewing a
comprehensive glossary of methodological survey
terms that was assembled for one of my previous
publications. Some of these topics were kept and oth-
ers dropped. Using my own knowledge and experi-
ence, I added to this draft list and found that I had
approximately 400 topics. I grouped the entries on
the list into the categories that were used to organize
the Reader’s Guide (see groupings described previ-
ously). For each of these categories I had chosen
Editorial Board members with expertise in that sub-
ject area. I circulated the draft list of entries in each
category to the Editorial Board member(s) assigned
to that category and asked for their input of additional
entry titles. This process raised the number of entries
on the list to approximately 550. The Editorial Board
members and I identified contributors to invite for the
majority of these entries. Using Sage’s versatile and
comprehensive SRT system, email invitations were
sent. The vast majority of first invitations were
accepted. In some cases, coauthors were proposed by
the first author. In many cases where the original invi-
tee could not accept, he or she recommended some-
one else with expertise in the topic area and that
person was invited.

For those entries for which I was unsure whom to
invite, I posted a series of emails onto two listserves,
inviting qualified contributors to volunteer for the
unassigned entries: the American Association for
Public Opinion Research listserve, AAPORnet, and
the Survey Research Methods Section of the
American Statistical Association listserve, SRMSnet.
These postings were disseminated further by users of
those listserves to their colleagues and to other list-
serves. This approach, which originally I had not
anticipated doing, turned out to be a windfall for the

ESRM, as it brought out a wide array of international
experts in survey research who would not otherwise
have had an opportunity to contribute due to my own
limitations in heretofore not knowing them well or at
all. I cannot thank enough the members of AAPOR
and SRMS-ASA, as well the contributors not affili-
ated with either organization, for their generous
efforts to benefit the ESRM.

A final source of additional entry titles came from
contributors themselves. As they were writing their
entries and reviewing the list of entries on the SRT,
they would contact me with recommendations for new
entries to be added. As these recommendations came
in, the Editorial Board and I made a case-by-case
decision about whether the suggestion fit the scope of
the ESRM, and in most cases it did.
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ESRM contributors and I are proud to strive for.

Paul J. Lavrakas, Ph.D.
Stamford, Connecticut



ABC News/WASHINGTON
Post PolLL

ABC News and The Washington Post initiated their
polling partnership on February 19, 1981, announcing
an 18-month agreement to jointly produce news sur-
veys on current issues and trends. More than 25 years,
475 surveys, and 500,000 individual interviews later,
the partnership has proved an enduring one. Their first
shared survey—known as the ABC/Post poll to view-
ers of ABC News, and the Post/ABC survey to read-
ers of the Post—focused on newly elected President
Ronald Reagan’s tax- and budget-cutting plans. While
their work over the years has covered attitudes on
a broad range of social issues, ABC and the Post have
focused their joint polling primarily on politics and
elections.

The two organizations consult to develop survey
subjects, oversee methodology and research, and write
questionnaires; each independently analyzes and reports
the resulting data. Sampling, field work, and tabulation
for nearly all ABC/Post polls have been managed from
the start by the former Chilton Research Services, sub-
sequently acquired by the multi-national research firm
Taylor Nelson Softes.

In addition to full-length, multi-night surveys, ABC
and the Post have shared other polls designed to meet
news demands, including one-night surveys (e.g.,
immediately after the terrorist attacks of September 11,

2001); daily pre-election tracking polls, in which the
Post joined ABC as of 2000; and a weekly consumer
confidence survey, in which the Post in 2005 joined an
ABC effort ongoing since 1985.

The Post has been polling on its own since 1975,
ABC since 1979. Their partnership was created by
Dick Wald, senior vice president of ABC News, and
his friend Ben Bradlee, the Post’s editor. Wald
pitched the idea at lunch. Bradlee said, “Okay. You
have a deal,” he recalled. “We just shook hands.
There was no contract, no paper, no anything else.”

Jeffrey Alderman was longtime director of the
survey for ABC, replaced in 1998 by Gary Langer.
Barry Sussman directed for the Post, replaced in 1987
by Richard Morin, who in turn was succeeded in
2006 by Jonathan Cohen, then ABC’s assistant poll-
ing director.

The news organizations also conduct polls on their
own and with other partners. In 2005, ABC won the
first news Emmy Award to cite a public opinion poll,
for its second national survey in Iraq, on which it
partnered with the BBC, the German network ARD,
and USA Today. ABC also won the 2006 lowa/Gallup
award and 2006 National Council on Public Polls
award for its polling in Iraq and Afghanistan; the Post
won the 2007 Iowa/Gallup award for its survey focus-
ing on black men in America, a poll it conducted with
the Henry J. Kaiser Family Foundation and Harvard
University.

Their joint polling nonetheless has been the most
consistent feature of both organizations’ efforts to
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cover the beat of public opinion. A search of the
Factiva news archive for the 20 years through mid-
2007 found 11,266 media references to ABC/Post
polls, far surpassing references to any of the other
ongoing news-sponsored public opinion surveys.

Gary Langer

See also Media Polls; New York Times/CBS News Poll

Access LINES

An access line is a telecommunications link or tele-
phone line connecting the central office or local
switching center of a telephone company to the end
user. Access lines are sometimes referred to as local
routing numbers (LRNs), wireline loops, or switched
access lines, and they do not include telephone num-
bers used for wireless services. Access lines provide
access to a residence or business over twisted-pair
copper wire, coaxial cable, or optical fiber. The
Federal Communications Commission reported that
as of December 31, 2005, there were approximately
175.5 million switched access lines in the United
States. Access lines are normally assigned in prefixes
or 1000-blocks classified by Telcordia as POTS
(“Plain Old Telephone Service”), and most frames
used for generating telephone samples are restricted
to POTS prefixes and 1000-blocks.

Approximately two thirds of all access lines con-
nect to a residence, which suggests that two thirds of
working numbers in a telephone sample should be
residential. Many business access lines are in dedi-
cated prefixes or banks and do not appear in a list-
assisted random-digit dialing (RDD) telephone sam-
ple. However, since a single business will frequently
have multiple access lines, such as rollover lines,
direct inward dial lines, fax lines, and modem lines,
those access lines that are not in dedicated banks will
appear in an RDD sample, substantially increasing the
number of ineligible units.

A household also may have more than one access
line. Over the years some households added additional
access lines for children or home businesses. The
increased use of home computers and residential fax
machines in the 1990s further increased the number of
residences with two or more access lines. Because
multiple lines meant multiple probabilities of selection

for a household, telephone surveys have regularly
included a series of questions designed to determine
the number of access lines or telephone numbers in
a household. Between 1988 and 2001, the percentage
of households with one or more nonprimary lines
grew from approximately 2% to 26%. Dedicated
computer lines have caused problems for telephone
survey researchers, since these lines typically ring
but are never answered, resulting in unknown eligi-
bility status. Consequently, survey questions designed
to determine the number of access lines have had to
be adjusted to determine the number of lines that
would ever be answered. Since 2001, the number of
residential access lines has been declining. Many
households have given up second lines and moved
from dial-up Internet service to broadband service.
Other households have opted to substitute wireless
service for wireline service for some or all of their
access lines. Current estimates suggest that, in 2007,
13% of households had only wireless telephone
service.

Although an access line usually connects to a busi-
ness or a residence, it may also connect to a pay
phone, fax machine, or modem. Access lines can be
used to obtain directory assistance, connect to Internet
service providers, and order special programming
from a cable or satellite service provider. An access
line may not always connect to a specific location or
device. Call forwarding allows a telephone call to be
redirected to a mobile telephone or other telephone
number where the desired called party is located. An
access line can also be ported to another access line.
Local number portability is the ability of subscribers
to keep their existing telephone numbers when chang-
ing from one service provider to another. Porting
requires two 10-digit numbers or access lines for each
telephone number that is switched. One is the original
subscriber number and the other is the number associ-
ated with the switch belonging to the new carrier.
Finally, nascent Voice over Internet Protocol (VolP)
technologies and “virtual” phone numbers allow an
access line to connect to either a telephone or com-
puter that may or may not be located at the physical
address associated with that access line or switch.

Linda Piekarski

See also Call Forwarding; Cell Phone Only Household;
Eligibility; Federal Communications Commission (FCC)
Regulations; Hit Rate; Number Portability; Prefix
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ACQUIESCENCE RESPONSE BiAs

Acquiescence response bias is the tendency for survey
respondents to agree with statements regardless of
their content.

Acquiescence response bias could influence any
question in which the response options involve con-
firming a statement, but it may be particularly problem-
atic with agree—disagree questions. Although many
guides on writing survey questions recommend avoid-
ing agree—disagree questions, such questions are ubiqui-
tous in survey instruments. An agree—disagree question
asks respondents to report whether they agree or dis-
agree with a statement. For example, respondents might
be asked whether they agree or disagree with the state-
ment, It is important for the president to be a person of
high moral character. Acquiescence response bias is
problematic because the interpretation of an “agree”
response is very different if respondents are asked
whether they agree or disagree with the posited state-
ment than if they are asked whether they agree or dis-
agree with the statement, “It is not important for the
president to be a person of high moral character.”

There are a number of explanations for acquies-
cence response bias. One explanation is that acquie-
scence response bias occurs partly due to social
norms to be polite. Consistent with this, acquiescence
response bias is stronger among cultures that put a high
value on politeness and deference. Satisficing theory
also provides an account for acquiescence response
bias. Satisficing theory suggests that although survey
researchers hope respondents will answer questions
carefully and thoughtfully, respondents may not always
be able or motivated to do so. Instead, they may shift
their response strategies to minimize effort while pro-
viding a satisfactory response to the survey question
(known as satisficing). One such strategy involves
agreeing with assertions made by the interviewer.
Satisficing theory also posits that satisficing is more
likely when respondents’ ability and motivation is low
and when question difficulty is high. Thus, acquies-
cence response bias is likely to be strongest among
respondents low in ability and motivation and for ques-
tions that are more difficult, a perspective that is sup-
ported by research studying acquiescence response bias.

There are also a number of strategies researchers
use to avoid or control for acquiescence response bias.
One such strategy is to include multiple items to

measure a construct of interest, approximately half of
which are worded so that the ‘“agree” response indi-
cates one position and the other half worded so that the
“agree” response indicates the opposite position. For
example, respondents might be asked whether they
agree or disagree with the statement, “It is important
for the president to be a person of high moral charac-
ter,” and then later asked whether they agree or dis-
agree with the statement, “It is not important for the
president to be a person of high moral character.” If
respondents exhibit acquiescence response bias and
agree with both statements, their answers to these two
questions cancel each other out.

There are at least three problems with this approach.
First, it requires that survey researchers use a large
number of redundant questions. This strategy is ineffi-
cient and it may be frustrating to respondents. Second,
if researchers average responses across questions, this
strategy results in “acquiescers” being given scores in
the middle of the dimension, and it is not clear that this
is appropriate or valid. Finally, as in the case discussed
earlier, it sometimes results in respondents being asked
whether they agree or disagree with a negative state-
ment (e.g., “It is not important ...”). This may be
confusing to respondents, as disagreeing with this state-
ment involves a double negative (respondents are
reporting that they disagree that it is not important).
This is a particular concern because not all languages
treat double negatives in the same way, and agree—
disagree questions about negative statements may
therefore be particularly confusing for respondents for
whom English is not their primary language or if ques-
tions are translated into other languages.

Another strategy for dealing with acquiescence
response bias in agree—disagree questions involves
rewriting all questions so that each question requires
respondents to report directly about the dimension of
interest. For example, the previous series of questions
about the importance of the president’s moral charac-
ter could be rewritten to read, “How important do
you believe it is for the president to have a strong
moral character: extremely important, very important,
somewhat important, a little important, or not at all
important?” This strategy also allows researchers to
follow experts’ recommendations to avoid agree—
disagree questions.

Allyson Holbrook

See also Likert Scale; Response Bias; Satisficing
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ADAPTIVE SAMPLING

Adaptive sampling is a sampling technique that is
implemented while a survey is being fielded—that is,
the sampling design is modified in real time as data col-
lection continues—based on what has been learned from
previous sampling that has been completed. Its purpose
is to improve the selection of elements during the
remainder of the sampling, thereby improving the repre-
sentativeness of the data that the entire sample yields.

Background

The purpose of sampling is to learn about one or more
characteristics of a population of interest by investi-
gating a subset, which is referred to as a sample, of
that population. Typical population quantities of inter-
est include the population mean, total, and proportion.
For example, a population quantity of interest might
be the total number of people living in New York
City, their average income, and so on. From the sam-
ple collected, estimates of the population quantities of
interest are obtained. The manner in which the sample
is taken is called a sampling design, and for a sam-
pling design various estimators exist. There is a multi-
tude of sampling designs and associated estimators.

Many factors may be considered in determining the
sampling design and estimator used. The main objec-
tive is to use a sampling design and estimator that
yield the most precise and accurate estimates utiliz-
ing the resources available. In conventional sampling
designs and estimators, the sample is taken without
regard to the unit values observed. That is, the obser-
vations obtained during sampling are not used in any
manner to alter or improve upon future sample
selections.

In adaptive sampling, on the other hand, the sam-
pling selections depend on the observations obtained
during the survey. In this sense, adaptive sampling
designs are adaptive in that, while sampling, the
remaining units to be sampled may change according
to previously observed units. For design-based sam-
pling, adaptive sampling could be a more efficient
design to improve the inference and also increase the
sampling yield. For model-based sampling, it has
been shown that the optimal sampling strategy should
be an adaptive one in general under a given popula-
tion model.

Adaptive sampling designs have been used in vari-
ous disciplines, including the ecological, epidemiolog-
ical, environmental, geographical, and social sciences.

Adaptive Cluster Sampling

Adaptive cluster sampling (ACS) is a subclass of
adaptive sampling designs. There has been consider-
able research within the field of adaptive sampling,
utilizing ACS designs and their associated estimators.
There are variations of ACS, such as stratified ACS,
systematic ACS, ACS without replacement of clus-
ters, and so on. The ACS designs are often more effi-
cient than their conventional counterparts on clustered,
or patched, populations. Typically this type of sam-
pling design—ACS—is not only more efficient but
also more useful for obtaining observations of interest
for rare, hard-to-find, or elusive clustered populations.
For example, there are various species of animals
known to travel in groups and that are rare, such as
whales. Through ACS, more whales may be captured
in the sample than through conventional sampling tech-
niques using a comparable final sample size of geo-
graphic locations. For surveys focused on elusive or
hidden populations, such as individuals who are intra-
venous drug users, or HIV-positive individuals, ACS
can aid greatly in increasing the number of individuals
in the survey who meet the desired characteristics.
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Figure 1 A final sample using ACS design with an initial

a population of size N =56

Before a sampling commences, the condition to
adaptively add units into the sample must be defined.
Then an initial sample is drawn by some conventional
sampling design. For example, for the original ACS,
an initial sample is selected by simple random sam-
pling with or without replacement. For stratified ACS,
an initial sample is selected by stratified sampling;
and for systematic ACS, an initial sample is selected
by systematic sampling. With ACS, after the initial
sample has been selected, units “in the neighbor-
hood” of units in the sample that meet the predefined
condition are added to the sample. If any of the adap-
tively added units meet the desired condition, then
units in their neighborhood are added, and this pro-
cess continues until no adaptively added units meet
the predefined condition.

A neighborhood must be defined such that if unit i
is in the neighborhood of unit j, then j is in the neigh-
borhood of unit . In addition to this restriction, a neigh-
borhood can be defined in many ways, such as by
spatial proximity, social relationship, and so on. All
units within the neighborhood of one another that meet
the predefined condition are called a network. Units
that are in the neighborhood of units meeting the
predefined condition but do not meet the predefined
condition are called edge units. A network plus its
associated edge units are called a cluster; thus the
name adaptive cluster sampling. Only after the entire
cluster has been observed is the size of a network con-
taining units meeting the condition known. Often
researchers do not desire to sample edge units, as they
do not meet the predefined condition; unfortunately,
which unit will be on the “edge” of a network remains
unknown until after the unit has been observed. In
addition, units not meeting the condition, including

simple random sample without replacement of size n =4 from

edge units, are networks of size 1. Figure 1 is an exam-
ple of a final sample from an ACS, with an initial sim-
ple random sample without replacement taken from
a forest partitioned into N =56. The objective is to
estimate the number of wolves in the forest. The condi-
tion to adaptively add neighboring units is finding one
or more wolves in the unit sampled. The neighborhood
is spatial and defined as north, south, east, and west.
The initial sample is of size n =4, represented by the
dark bordered units. The units with a dotted border are
adaptive added units. The adjacent units with the
values 2, 6, 3 form a network of size 3. The units with
a dotted border and a value of zero are edge units. The
edge units plus the latter network of size 3 form a clus-
ter. The edge units and the other units in the sample
with a value of zero are networks of size 1.

In ACS, networks are selected with unequal pro-
bability. In typical unequal probability sampling, the
probability of units included in the sample is deter-
mined before sampling begins. The typical estimators
in ACS can be viewed as a weighted sum of net-
works, where the size of the network and whether the
network was intersected in the initial sample is used
to calculate the weights. Networks that are also edge
units can enter into the final sample by being inter-
sected in the initial sample or by being adaptively
added, whereas other networks must be intersected in
the initial sample. For the latter reason, the typical
estimators do not incorporate edge units not inter-
sected in the initial sample. Some estimators have
been derived using the Rao-Blackwell theorem, which
can incorporate edge units in the final sample but not
in the initial sample.

For various reasons, when taking an ACS, it is
often not feasible to sample the entire cluster; for
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example, because there are too many units to sample,
cost-related issues, nonresponse, and so on. For this
reason there has been research on estimation of the
population quantities of interest in ACS when the
entire cluster cannot be sampled, such as a restricted
ACS design. A restricted ACS design is similar to
a typical ACS design except that sampling stops after
a predetermined number of units have been observed
in the sample, regardless whether or not an entire net-
work has been sampled. Biased and unbiased estima-
tors have been derived for a restricted ACS design.

Adaptive Web Sampling

Recent research within adaptive sampling is the
development of a new class of adaptive sampling
designs called adaptive web sampling (AWS). The
class of AWS designs is useful for sampling in net-
work and spatial settings. A major distinction between
ACS and AWS is that in ACS, units in the neighbor-
hood of a sampled unit meeting a predefined con-
dition are to be automatically adaptively added,
whereas in AWS this is not so. In AWS it is possible
to assign a probability to adding units adaptively in
the neighborhood of units meeting a predefined condi-
tion. In the latter sense, AWS may be viewed as more
flexible than ACS.

Arthur Lance Dryver

See also Design-Based Estimation; Model-Based Estimation;
Probability of Selection; Sample; Sample Design;
Sampling Without Replacement
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ADD-A-DIGIT SAMPLING

Add-a-digit sampling is a method of creating a sample
of telephone numbers to reach the general public
within some geopolitical area of interest. This method
is related to directory sampling in that the first step
involves drawing a random sample of residential
directory-listed telephone numbers from a telephone
directory that covers the geographic area of interest.
In add-a-digit sampling, the selected directory-listed
telephone numbers are not called. Rather, they form
the seeds for the list of numbers that will be called.
For each directory-listed telephone number drawn
from the telephone directory, the last digit of the tele-
phone number is modified by adding one to the last
digit. The resulting number is treated as one of the
telephone numbers to be sampled. This is the simplest
form of add-a-digit sampling. When it was originally
devised in the 1970s, it was an important advance-
ment over directory-listed sampling in that the result-
ing sample of telephone numbers included not only
listed numbers but also some numbers that were
unlisted residential telephone numbers.

Another practice is to take a seed number and gener-
ate several sample telephone numbers by adding 1, 2,
3, 4,5, and so on to the last digit of the telephone
number. However, in the application of this technique,
it was found that the higher the value of the digit added
to the last digit of the seed telephone number, the less
likely the resulting telephone number would be a resi-
dential number. Still another method involves drawing
the seed telephone numbers and replacing the last two
digits with a two-digit random number.

Add-a-digit sampling originated as a method for
including residential telephone numbers that are not
listed in the telephone directory in the sample. These
unlisted numbers are given a zero probability of selec-
tion in a directory-listed sample. In add-a-digit sam-
pling, some unlisted telephone numbers will be
included in the sample, but it is generally not possible
to establish that all unlisted residential telephone num-
bers have a nonzero probability of selection. Moreover,
it is difficult to determine the selection probability of
each telephone number in the population, because the
listed and unlisted telephone numbers may exhibit
different distributions in the population of telephone
numbers. For example, one might encounter 500 con-
secutive telephone numbers that are all unlisted num-
bers. Because of these and other limitations, add-a-digit
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sampling is rarely used today. It has been replaced by
list-assisted random-digit dialing.

Michael P. Battaglia

See also Directory Sampling; Random-Digit Dialing (RDD);
Telephone Surveys
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ADDRESS-BASED SAMPLING

Address-based sampling (ABS) involves the selection
of a random sample of addresses from a frame listing
of residential addresses. The technique was developed
in response to concerns about random-digit dialed
(RDD) telephone surveys conducted in the United
States because of declining landline frame coverage
brought on by an increase in cell phone only house-
holds and diminishing geographic specificity as a result
of telephone number portability. The development and
maintenance of large, computerized address databases
can provide researchers with a relatively inexpensive
alternative to RDD for drawing household samples. In
the United States, address files made available by the
U.S. Postal Service (USPS) contain all delivery
addresses serviced by the USPS, with the exception of
general delivery. Each delivery point is a separate
record that conforms to all USPS addressing standards,
making the files easy to work with for sampling
purposes.

Initial evaluations of the USPS address frame
focused on using the information to reduce the costs
associated with enumeration of primarily urban house-
holds in area probability surveys or in replacing tradi-
tional counting and listing methods altogether. These
studies showed that for a survey of the general popu-
lation, the USPS address frame offers coverage of
approximately 97% of U.S. households. The frame’s
standardized format also facilitates geocoding of
addresses and linkage to other external data sources,
such as the U.S. Census Zip Code Tabulation Areas

data. These data can be used to stratify the frame for
sampling target populations.

Use of ABS in conjunction with the USPS address
frame does have some drawbacks. Researchers cannot
obtain the address frame directly from the USPS
but must purchase the information through private list
vendors. The quality and completeness of the address
information obtained from these vendors can vary sig-
nificantly based on (a) how frequently the company
updates the listings, (b) the degree to which the listings
are augmented with information from other available
databases, and (c) if the company purges records based
on requests from householders not to release their
information. Moreover, vendors differ in their experi-
ence with and ability to draw probability samples from
the USPS list. This can be problematic for researchers
who do not wish to draw their own samples and tend
to rely upon vendor expertise for this task.

Another drawback is that coverage in rural areas
tends to be somewhat lower than in urban areas.
Additionally, in some rural areas, the USPS files con-
tain simplified (i.e., city, state, and zip code only) list-
ings rather than full street addresses. The percentage of
these types of addresses in the database is declining,
however, as local governments adopt emergency 911
protocols, which require that all households be identi-
fied with a street address. Therefore, over time, simpli-
fied address designations are expected to be replaced
by full street address information. Another potential
issue is that the USPS address frame contains post
office (P.O.) boxes and multi-drop addresses (i.e., mul-
tiple persons associated with the same address), which
may be problematic for both in-person and telephone
surveys in which a street address is required to locate
the household or to identify a telephone number associ-
ated with the household. Such addresses may be less
problematic for mail surveys, where the initial goal is
to ensure that the mailed questionnaire is delivered to
the sampled household.

Households with multiple mailing addresses (e.g.,
a street address and a residential P.O. box) may also
induce selection multiplicities. Research suggests that
in some localities a fairly large percentage of house-
holds with residential P.O. boxes may also have mail
delivered to a street address. Inclusion of P.O. boxes
may be necessary, however, to ensure coverage of all
households.

Some of the first tests of ABS as an alternative to
RDD for general population surveys were conducted
by the Centers for Disease Control and Prevention for
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use on the Behavioral Risk Factor Surveillance System
(BRFSS), a large RDD health survey. Two rounds of
testing during 2005 and 2006 were conducted with
households sampled from the USPS address frame, first
using mail surveys, then later utilizing mail surveys
with telephone survey follow-up of nonrespondents
(a mixed-mode approach). In both instances, the mail
survey and mixed-mode approaches produced signifi-
cantly higher response rates than those obtained in the
RDD surveys in states where the RDD response rate
was below 40%. The ABS approach also provided
access to households with only cell phones, and to
a smaller degree, to households with no telephone cov-
erage in percentages that corresponded with other
national estimates for the proportional size of these
groups. Moreover, the mail survey cost less to conduct
than the RDD survey; the mixed-mode approach was
cost neutral.

While ABS appears to be an effective sampling
frame for conducting mail surveys of the general popu-
lation, its true potential may be in facilitating mixed-
mode surveys. Cross-referencing USPS addresses with
other public databases yields telephone numbers for
half to two thirds of the addresses. Moreover, ABS
may facilitate use of other more cost-effective data col-
lection modes, such as Internet or Web surveys or
interactive voice response (IVR). Households could be
sampled through ABS, then provided a link to a Web
site, given the telephone number for an IVR survey,
mailed a hard-copy questionnaire, or any combination
of these approaches. Resources permitting, face-to-face
surveys could also be added to this mix, particularly
since use of the USPS address frame was initially
tested as a means of identifying households for such
surveys. ABS has the potential, therefore, to serve as
a sampling base for a wide variety of single or multi-
mode survey designs.

Michael W. Link

See also Area Probability Sample; Cell Phone Only
Household; Multi-Stage Sample; Number Portability;
Random-Digit Dialing (RDD)
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ADVANCE CONTACT

Advance contact is any communication to a sampled
respondent prior to requesting cooperation and/or
presenting the respondent with the actual survey task
in order to raise the likelihood (i.e., increase the
response propensity) of the potential respondent coop-
erating with the survey. As explained by Leverage-
Saliency Theory, a respondent’s decision to partici-
pate in research is influenced by several factors,
including his or her knowledge of and interest in the
survey research topic and/or the survey’s sponsor. A
researcher can improve the likelihood of a respondent
agreeing to participate through efforts to better inform
the respondent about the research topic and sponsor
through the use of advance contact. Factors in consid-
ering the use of advance contacts are (a) the goals of
the advance contact and (b) the mode of contact.

The goals of advance contact should be to educate
and motivate the respondent to the survey topic and
the sponsor in order to improve the likelihood of
cooperation with the survey task. The cost and addi-
tional effort of advance contact should be balanced
against the cost effects of reducing the need for
refusal conversion and lessening nonresponse. The
first goal of educating respondents is to help them
better understand or identify with the topic and/or the
sponsor of the research through increasing awareness
and positive attitudes toward both. Respondents are
more likely to participate when they identify with the
research topic or sponsor. Additionally, it is an oppor-
tunity to inform the respondent of survey dates,
modes of survey participation (e.g., “Watch your U.S.
mail for our questionnaire that will be arriving in
a first-class [color and size description of mailer]
around [anticipated arrival date]”), and contact infor-
mation to answer questions or concerns (e.g., ‘“Feel
free to contact us toll-free at [contact number] or via
the Web at [Web site address]”). The second goal is
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to motivate the respondent to participate in the
research. This can be done through persuasive mes-
sages and appeals to the respondent, such as “Please
participate so that your views are represented and rep-
resent your community,” “This research will help
direct money to health care programs in your area,”
and “This is your chance to make a difference,” and
so on. Additionally, advance contact is an opportunity
to offer or mention incentives (if offered) that the
respondent will receive. Research has shown signifi-
cant improvements in response rate by combining
noncontingent cash incentives with advance contact,
though the researcher must balance this with research
cost and impact to sample representation.

Once the goals of the advance contact have been
established, the mode(s) of contact should be selected.
The research may select from one or a combination
of direct (mail, phone, and email) and indirect (paid
advertising, community partnerships, and promotions
or special events) modes of advance contact.

A direct mode of advance contact can be via mail
or email. A mailed letter or postcard or email (if such
an address is available, e.g., when sampling from
a membership list) can be used prior to the actual ques-
tionnaire being sent or administered to the respondent.
Advance mailing can also be a series of contacts that
take the form of promotional brochures or flyers that
highlight different aspects of the research and/or spon-
sor. An example used by Nielsen Media Research is
the use of mailed brochures highlighting the measure-
ment of the size of the audience for “great moments
in television history” (e.g., the first appearance of the
Beatles on The Ed Sullivan Show) prior to a request to
participate in a television viewing survey. Although
not used often, a “warm-up” telephone contact (includ-
ing leaving answering machine messages) also can be
used for advance contact.

An indirect mode of advance contact takes the
approach of a marketing or public awareness campaign
using various forms of communication, including paid
advertising in the mass media, community partnerships,
and promotions and special community events. Paid
(or donated) advertising media can take the form of
location-specific media (e.g., billboards, bus or train
shelters and benches, flyers) and print and electronic
mass media (Internet, magazine, newspaper, radio, and
television) such as a public service announcement.
Researchers can utilize community partnerships with
neighborhood associations or clubs, churches, synago-
gues, schools, and so on and use a word-of-mouth

campaign to spread awareness of research and gain the
sponsorship or approval of community leaders. Finally,
advance contact can take the form of promotions and
special events, such as a booth at a community fair
or festival.

Charles D. Shuttles
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Total Design Method (TDM)
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ADVANCE LETTER

Advance letters (sometimes referred to as “prenotifi-
cation” letters) are a means of providing potential
respondents with positive and timely notice of an
impending survey request. The letters often address
issues related to the purpose, topic, and sponsor of the
survey and a confidentiality promise. In some surveys,
advance letters include a token cash incentive. Letters
should be sent by first-class mail and timed to arrive
only days to a week ahead of the actual survey con-
tact. They also may be accompanied by other infor-
mational materials, such as study-related pamphlets,
which are typically designed to address questions
about survey participation frequently asked by res-
pondents and, in the case of ongoing or longitudinal
surveys, provide highlighted results from previous
administrations of the survey.
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Long used in survey research efforts, advance let-
ters require only that a mailable address be associated
with the sampled unit, regardless of whether that unit
is a dwelling, telephone number, or name on a listing.
Advance letters are used in conjunction with nearly
all survey modes, including face-to-face, telephone,
mail, and some Web-based surveys. For example,
with random-digit dialed (RDD) telephone surveys,
sampled telephone numbers are often cross-referenced
with electronic telephone directories and other com-
mercially available databases to identify addresses. In
a typical RDD sample, addresses can usually be iden-
tified for 50-60% of the eligible telephone numbers.
Unfortunately, advance letters cannot be used with
survey designs when an identifiable address cannot be
determined, such as when respondents in the United
States are sampled from a frame of cellular telephone
numbers or email addresses. Typically, such frames
do not include mailable address information.

In terms of content, most of the research literature
and best practice recommendations suggest that an
advance letter be brief, straightforward, simple, and
honest, providing general information about the survey
topic without too much detail, especially if the topic is
sensitive. The letter should build anticipation rather than
provide details or conditions for participation in the sur-
vey. Highlighting government sponsorship (e.g., state),
emphasizing confidentiality of the data, expressing
advance appreciation, and supplying a toll-free tele-
phone number are typically seen as desirable features.
Advance letters can also be used to adjust a variety of
other influences known to affect survey participation,
including use of official stationery of the sponsoring
organization to convey legitimacy; having the letter
signed by a person in authority; personalizing the name
(when available) and address of the sample household
and salutation of the letter to convey the importance
of the survey; and providing basic information about
the nature of the survey questionnaire to educate the
household with regard to the task being requested.
Additionally, by alerting a household in advance to an
upcoming survey request, the letter can be consistent
with the norms of politeness that most unannounced
contacts from “salespersons” (or even criminals or
scam artists) often violate. Furthermore, advance letters
can have a positive effect on the interviewers conduct-
ing surveys, enhancing their own confidence in seeking
a household’s participation in a survey.

Postcards are sometimes used in place of actual
letters and are considerably less expensive to produce.

They also appear, however, less formal and “official”
than a letter might; they are more difficult to personal-
ize; they can include less information about the survey
than might be included in a letter; and no incentive
can be sent with them (nor should one even be
mentioned).

Some researchers have argued that it takes only
a few seconds to look at a postcard, flip it over, and
lay it aside—too short a time for the information to
register in the respondent’s long-term memory. In
addition to being able to enhance a letter over a post-
card with more visual and trust-inducing elements,
a letter’s envelope has to be opened, the letter
extracted, reviewed, and then posted, stored, or dis-
posed of, thus increasing the likelihood of the house-
holder’s registering it in long-term memory.

Effectiveness and Cost

The effectiveness of advance letters varies with such
factors as the length of the letter, the organization on
the letterhead, the time lag between mailing and sur-
vey contact, and the person to whom the letter is
addressed. Particularly germane to the last point,
studies indicate that, in about half of households, all
the mail is sorted by a single individual, and that
60% discard some mail without opening it, but that
this rarely happens to letters addressed to specific
household members. Advance letters tend, therefore,
to be less effective if their length dissuades people
from reading them, if they are not opened and read,
if they are read too long prior to contact to recall,
and if their sponsorship discounts the value of what
is read.

Advance letters can also be accompanied by
an incentive (monetary or nonmonetary) to further
encourage survey participation. Prepaid cash incen-
tives tend to have the greatest impact on survey par-
ticipation. Letters can be used, however, to offer
a promised incentive, that is, one that is to be pro-
vided after completion of a specified task, such as
completing an interview. If a noncontingent (pre-paid)
incentive is sent in the advance letter, its value should
be less than the value of any incentive that is used
later in the survey. Past research shows that even $1
or $2 sent in an advance letter will markedly increase
the cooperation rate when actual survey contact is
made.

The promise of advance letters is that they can
increase survey participation, conversely reducing the
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potential size of nonresponse-related total survey
error. For instance, when used in conjunction with
RDD telephone surveys, advance letters often have
been found to increase response rates by at least
5 percentage points and some times by twice that
much. Advance letters can, however, have a heteroge-
neous impact on subgroups, disproportionately rais-
ing participation rates among some groups but not
others. This is a problem with many of the techniques
developed to reduce nonresponse, particularly those
that focus on or are applicable only with a subset of
sample members. For instance, in the case of RDD
surveys, advance letters can only be used with the
subset of respondents for whom an address can be
identified; these are disproportionately those respon-
dents who are more likely than average to cooperate
in the first place. Likewise, studies have shown that
some subgroups are less likely to remember seeing
an advance letter sent to their home, in particular,
racial minorities, those ages 18 to 34, and those in
households with three or more adults. Because survey
bias is a function of both the level of nonresponse
and the differences between respondents and nonre-
spondents on measures of importance to the particu-
lar survey, improving response rates alone is not
enough to guarantee improvement in data quality.
Case in point: if efforts to improve participation
levels actually exacerbate the distinctions between
those who tend to participate in a survey and those
who do not, the gains in data quality from reducing
nonresponse could actually be offset (or worse, over-
taken) by a widening gap between participants and
nonparticipants. Researchers should focus, therefore,
on reducing overall nonresponse error rather than on
simply raising response rates.

In terms of costs, advance letters have been shown
in some instances to “pay for themselves.” Some stud-
ies have shown that the differential cost of obtaining
a fixed number of completed interviews from address-
matched samples was more than twice as high when
advance letters were not used, compared to when they
were used. In an era of declining survey participation,
the fact that this nonresponse-reducing technique often
is cost neutral (or nearly so) is welcomed by researchers
who are increasingly under pressure to minimize survey
costs.

A final consideration: it is impossible to state with
certainty that this technique would be effective in
reducing nonresponse error in all survey contexts.
Researchers are encouraged, therefore, to evaluate the

use of advance letters thoroughly within their particu-
lar research context to determine whether the gains
from the reduction of nonresponse error outweigh the
costs or potential for survey bias.

Michael Link
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Nonresponse Error
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AGENDA SETTING

Agenda setting refers to the media effects processes
that lead to what are perceived as the most important
problems and issues facing a society. It is an impor-
tant component of public opinion, and thus measuring
it accurately is important to public policy deliberation
and formation and to public opinion research.

The power to set the public agenda—determining
the most important problems for discussion and
action—is an essential part of any democratic system.
This is so because agenda control is a fundamental
lever of power and it is necessary to achieve citizen
desires. If democracy is to be a meaningful concept, it
must include the right of citizens to have their pre-
ferred agenda of topics taken up by policymakers.
Leaders who ignore the topics that citizens consider
important are not representing the people adequately.
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concepts

Popularized in the mass communication and public
opinion literature, agenda setting has for many years
been nearly synonymous with studying public issues
in a public opinion context. In the study of public
opinion, agenda setting refers to a type of media
effect that occurs when the priorities of the media
come to be the priorities of the public. Broadly speak-
ing, the agenda-setting process has three parts:

1. Public agenda setting examines the link between
issues portrayed in the mass media and the issue
priorities of the public.

2. Policy agenda setting studies are those examin-
ing the activities of public officials or legislatures,
and sometimes the link between them and media
content.

3. Media agenda setting examines the antecedents of
media content that relate to issue definition, selec-
tion, and emphasis. This can typically include the
individual and organizational factors that influence
decision making in newsrooms and media organiza-
tions generally.

Agenda setting deals fundamentally with the impor-
tance or salience of public issues as measured in the
popular public opinion polls. Issues are defined simi-
larly to what the polls measure—the economy, trust in
government, the environment, and so on—and this
ensures comparability to the polling data. The innova-
tion of conceptualizing all the complexity and contro-
versy of a public issue in an abstract manner makes it
possible to study issues over long periods of time. But
it also tends to produce studies that are quite removed
from the very things that made the issues controversial
and interesting. Removing details also removes most
conflict from the issue. What is left is really just the
topic or shell of the issue, with very little content.

Most of the early agenda-setting research focused
on the correspondence of aggregate media data and
aggregated public opinion data. The rank-order corre-
lations among the two sets of agendas measured the
agenda-setting effect. This trend continues to the pres-
ent day. While it is important to try to understand
the connections between media and social priorities,
agenda-setting research as it is presently constituted
does not do a very good job of explaining how social
priorities are really determined. This is so because
most agenda-setting research focuses on media as the

prime mover in the process and not on the factors that
influence the production of media content. Real-world
cues are for the most part absent from most agenda-
setting studies. Fortunately, new techniques in the anal-
ysis of survey data can help revitalize this research tra-
dition. For example, it is becoming easier now to add
the respondent’s geographical location to survey data.
Once one knows the respondent’s location, it is possi-
ble to append a variety of corresponding contextual
or community-level data such as local unemployment
rates, taxation levels, housing prices, neighborhood
crime rates, and so on. Such contextual data analyzed
along with public opinion data using multi-level mod-
eling can help make agenda-setting studies more realis-
tic and inclusive of real-world variables that affect
public opinion. Local information about media markets
and newspaper circulation areas can also be used in
the same way. The key point is that it is important in
analysis of agenda-setting effects to make certain that
media attention to the problem—and not background
conditions—is the real cause.

Background

A famous case study of agenda setting that was devel-
oped by Christopher Bosso illustrates this concern
with identifying the correct independent and control
variables in agenda-setting research. In the case of the
Ethiopian famine in 1984, the problem had been at
a severe level for some time. Some BBC journalists
traveling in Africa filmed sympathetic reports of
starving Ethiopians and interested a major American
television network in them because of the personal
interest of one news anchor. American television
news aired the British footage and attracted tremen-
dous interest and more coverage by the other net-
works and eventually the world. The Ethiopian
famine became the subject of worldwide headlines
and media attention, from which followed a number
of very high-profile food relief efforts and other inno-
vations in fundraising in a global attempt to solve the
problem. Of course, the problem had existed long
before the media spotlight focused on the problem
and continued long after the media tired of the story
and moved on. While the audience might conclude
that the problem was solved, it was not. But the
abrupt spike of interest, as measured by public opin-
ion polls, and subsequent decline and its lack of corre-
lation with the real-world conditions is a classic
example of media agenda setting as a unique force,
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operating by its own logic and according to its own
principles. In this case, media acted as a giant search-
light, highlighting an issue for a while, creating con-
siderable interest, and then growing bored of the story
and moving on to new problems. The attention of the
public often follows. In this case, real-world conditions
were not sufficient to explain the public agenda. In fact,
the problem is incomprehensible without understanding
the media processes.

Political scientist Anthony Downs described this
process as the “issue-attention cycle.” This model
describes a series of stages that certain kinds of long-
term chronic problems may go through. The process
begins with a pre-problem stage in which the issue
exists and experts are aware of it but it has not had
much media attention. In stage 2, there is an “alarmed
discovery” of the problem accompanied by intense
optimism about solving the problem once and for all.
This optimism cools considerably by stage 3, in which
the true dimensions and costs of the problem become
well understood by the public, particularly the nature
of the trade-offs and sacrifices that would be required.
As Downs explained, a majority of people are likely
benefiting from existing conditions and may feel
threatened by the kind of fundamental changes that
might be needed to overcome many long-standing
issues. In the fourth stage there is a general decline of
public interest in the problem, accompanied by feel-
ings of discouragement, fear, or boredom. The issue
finally settles into a kind of permanent post-problem
fifth stage, in which public interest stabilizes at a level
well below the peak interest period but higher than
it was at the beginning of the cycle. According to
Downs’s account of the process, sometimes issues sta-
bilize at a level higher than the previous pre-problem
stage, but they typically do not regain center stage
again for any prolonged period of time.

Not all types of issues are suitable for the cycle of
attention described by Downs. Issues likely to receive
this type of treatment are those that do not affect the
majority of people. The problem is typically caused by
power or status arrangements that provide benefits to
the majority of people. The final characteristic is that
the problem has little or no inherently exciting qualities.
In other words, many common social problems such as
poverty, racism, transportation, crime, addiction, and
unemployment are candidates for this treatment.

As late as the 1980s, the agenda-setting model in
mass communication largely meant empirical general-
izations based on survey data and content analysis

and a set of process variables that included “need
for orientation,” time lags, topic interest, and media
exposure. In the late 1980s, an innovative research
program by political psychologists Shanto lyengar
and Donald Kinder used cognitive concepts to rein-
vent the agenda-setting model, primarily relying
mainly on careful experimental methods, although
some of their evidence also involved survey data.
This work put the agenda-setting model on a firm the-
oretical footing grounded in social cognitive theory.
This led the way to substantial innovation in process
terms, as well as work on media priming and media
framing, emphasizing different aspects of public issues
and the ways they are discussed in public discourse and
understood by the public.

In recent years, Maxwell McCombs and his stu-
dents have continued to develop the agenda-setting
model, primarily through efforts to extend the origi-
nal conceptualization and methods to what they call
“second-level agenda setting” or sometimes ‘‘attri-
bute agenda setting.” This extension of the McCombs
agenda-setting tradition attempts to fold the work of
media priming and elements of issue framing into his
original version of agenda setting. Theoretical benefits
of such a project are unclear.

A final consideration is the impact of new media
and personalized systems of communication on the
future of agenda setting. This is an important consider-
ation, because agenda setting dates from the mass com-
munication era. One distinctive feature of the mass
communication system during the past decade has been
the proliferation of channels through which news flows
and that audiences use to become informed. The rich
variety of outlets, including multiple channels of cable
and satellite television, newspapers, and online sources,
makes studying the news agenda no longer the simple
process that it used to be. In his original 1972 study,
McCombs could analyze the newspaper reports in one
city and represent the media agenda to which that com-
munity had been exposed. This is impossible today,
given the wide range of available communication out-
lets. In addition to increased diversity of channels of
communication, a person’s media use can be readily
customized to an unprecedented degree.

Looking Forward

Studying agenda setting in the new information
environment where ‘“Search Is Everything” will be
increasingly challenging. One way to address this
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issue is to focus more research attention on the politi-
cal economy of search engines that are delivering
news to many people and the agenda-setting power
of their methods to determine who sees what news.
Search engines operate via proprietary algorithms
that they apply to the portion of the Internet that they
are able to map and index. When a user enters a topic
into a search engine, the search engine returns a prior-
itized list—an agenda—of results. Unfortunately,
how this agenda is set is anything but transparent. In
fact, search results vary, sometimes dramatically,
from search engine to search engine based on the
nature of the formulae used to find the results and
prioritize them. Most search engines collect fees from
clients who want their search terms to appear higher
on the prioritized order of results. Some disclose that
a given site’s result is a “sponsored link,” but this is
not a universal practice. In other words, commercial
interests often buy the answer to a given search.
Search results can also be influenced without anyone
making a payment directly to a search engine.
Results are “gamed” by firms known as optimizers,
which collect fees in exchange for figuring out ways
to move certain results higher on the list. They do
this through painstaking attempts to learn key ele-
ments of the algorithms used to determine the agenda
order and then making sure their clients’ sites meet
these criteria.

In an information environment that increasingly
depends on search technology, the political economy
of search is an understudied but key component of
what the public knows and thinks is important: the
public agenda. In today’s fracturing media environ-
ment, consumers and citizens rely increasingly on
standing orders for customized information that meets
certain specifications. How that information is searched
and delivered will be an increasingly significant issue
for political and commercial interests as well as public
opinion researchers seeking to understand the public’s
priorities. A challenge to survey researchers will be to
understand this process and use it to design studies that
incorporate an up-to-date understanding of the media
system. This can help assure the relevance of the
agenda-setting model for years to come.

Gerald M. Kosicki
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Public Opinion Research
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AIDED RECALL

Aided recall is a question-asking strategy in which
survey respondents are provided with a number of
cues to facilitate their memory of particular responses
that are of relevance to the purpose of the study.
Typically such cues involve asking respondents sepa-
rate questions that amount to a list of subcategories of
some larger phenomenon. The purpose of listing each
category and asking about it separately is to assist the
respondent by providing cues that will facilitate mem-
ory regarding that particular category.

Applications

This question technique is most appropriate when the
researcher is most concerned about completeness and
accuracy and more worried about underreporting
answers than in overreporting. Aided recall question
strategies structure the range of possible answers com-
pletely and simplify the task for the respondent. They
also simplify the investigator’s work in gathering and
analyzing the data, since no recording or coding of
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open-ended protocols is required, according to
Seymour Sudman and Norman Bradburn in their clas-
sic volume, Asking Questions.

While it might seem most natural to ask respon-
dents to self-nominate events to be recalled or criteria
that they will use in decision making, they may easily
forget or overlook relevant answers. This can occur
for many reasons. The respondent might not take the
time to think the answer through carefully and com-
pletely. The respondent might think that certain poten-
tial aspects of his or her answer are not relevant or
appropriate and so are omitted. Respondents might not
want to take the time needed to respond to the ques-
tions or could be hurried along by an interviewer.
Difficult or time-consuming tasks might encourage
respondents to satisfice—that is, to report what comes
to mind as the first acceptable answer or use other
mental shortcuts—rather than optimizing their answers
by making them as complete and thoughtful as possi-
ble. When forgetting seems particularly likely, aided
recall questions should be used, as recommended by
Sudman and Bradburn.

Aided recall questions are common in the survey
literature. An example will help to clarify the strategy,
as will a contrast to unaided recall. To ask respon-
dents about where they typically obtain public affairs
information, one might simply ask a broad, open-
ended question and attempt to code the responses
until the respondent had been thoroughly probed and
had nothing else to say. This would be an example of
unaided recall. The respondent would be given no
clues to limit or steer the scope of the inquiry and
would have to conduct a thorough information search
of his or her own memory to think of possible answers
as well as to screen them in terms of appropriateness.
If the respondent answered by mentioning radio, tele-
vision, and newspapers, the interviewer might probe
further by asking if there were any other sources.
Uncertain of how detailed to make the answer, at that
time the respondent might mention magazines. The
person might not have thought that online sources of
information were appropriate or may simply not think
of them at the time. Another possibility is that an addi-
tional interviewer probe might have elicited online
sources.

A variation on this general topic domain using an
aided recall strategy might ask about what sources the
respondent used for public affairs information in the
past week and then might proceed to list a number of
such sources. By listing each source explicitly and

asking whether or not the respondent used it, the
survey designer is enhancing completeness and
prompting the respondent to think of the meaning of
the topic in the same way. In this way there is less
opportunity for the respondent to overlook possible
categories, but he or she may feel under more pres-
sure to agree to more categories for fear of appearing
uninformed. Sources that might be mentioned in the
answer include daily and weekly newspapers, news
magazines, local and national on-air television, cable-
only television networks such as CNN, CNBC, and
FOX, and the various channels of C-SPAN. They
might also include various popular online sources of
news such as Yahoo.com, MSN.com, Google News,
and The New York Times Web site, as well as inter-
personal channels of communication such as friends,
coworkers, and family members. In addition to all of
these clearly specified information channels, one
should also probe for other responses not listed.

Simpler variations on aided recall include listing
some examples of the kind of general responses that
are anticipated or showing respondents a card contain-
ing a list of possible responses and asking them to
indicate which ones apply to their situation. This infor-
mation ensures that respondents do not forget to con-
sider items of particular importance to the purposes of
the question. To ensure the meaningfulness of such
questions, the list of items from which respondents
choose must be complete. Such completeness can be
guided by theoretical concerns and literature and veri-
fied by pretesting. Such questions can only be as valid
as the completeness of the list. The order in which
items on the list are presented to the respondents also
is an important issue; ideally this should be varied sys-
tematically or randomly across respondents. Very long
lists should be avoided, as they can make respondents
feel that they need to respond positively to at least
some of the items. Sudman and Bradburn suggest that
when lists become long, questionnaire designers
should consider a system of screening questions.

In general, the aided recall question strategy will
yield higher estimates of what is measured compared to
unaided recall items. However, the list tends to convey
to the respondent at least implicit expectations for posi-
tive responses to something on the list. While aided
recall questions are helpful when underreporting is
likely to be an issue, they can lead to overreporting.
They are thus inappropriate in situations in which
overreporting is likely to be a problem, or at least they
need to be used with other tools that will help limit
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overreporting, such as screening questions. Roger
Tourangeau, Lance Rips, and Ken Rasinski’s book, The
Psychology of the Survey Response, provides extensive
relevant discussions of the theoretical issues related to
these problems of memory and the survey response.

Gerald M. Kosicki

See also Aided Recognition; Cognitive Aspects of Survey
Methodology (CASM); Satisficing; Show Card;
Unaided Recall
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Sudman, S., & Bradburn, N. M. (1982). Asking questions:
A practical guide to questionnaire design. San Francisco:
Jossey-Bass.

Tourangeau, R., Rips, L. J., & Rasinski, K. (2000). The
psychology of survey response. New York: Cambridge
University Press.

AIDED RECOGNITION

Within the context of survey research, aided recog-
nition is a form of aided recall in which a survey
respondent is asked if she or he was aware of some-
thing prior to being asked about it in the survey ques-
tionnaire. The stimulus that the respondent is asked
about typically is the name of a company or of a prod-
uct or service. In some cases, other than in telephone
surveys, a picture can be shown as the stimulus. In
telephone, Internet, and in-person surveys, audio can
serve as the stimulus for the respondent.

The common form for measuring aided recognition
is to use a closed-ended survey question along the
following lines:

Before today, have you ever heard of ?

The respondent is asked to simply answer “Yes”
or “No.” Sometimes a respondent is uncertain and
says so to the interviewer. Thus the questionnaire can
be precoded with an “Uncertain/Maybe/etc.” response
that is not read to the respondent but that an inter-
viewer can code if the respondent volunteers such.

Aided recognition is often used in branding studies
as a measure of people’s awareness of a company
brand. Typically this is done by mixing the name of
the brand that is the primary focus of the survey with

the names of competitors in series of separate items.
In this way, the survey can show how recognition
levels compare across brands. It often is prudent to
include at least one “bogus” brand name in the list
of brands asked about to measure the baseline level of
“Yes” saying among respondents, which is a form of
acquiescence response bias. If a series of aided recog-
nition items is asked, it also is prudent to use either
a random start or a random order in presenting the
items in the series to different respondents.

Aided recognition questions must be asked affer any
unaided recall questions are asked on the same topic;
otherwise the aided recognition questions will bias
answers to the unaided recall questions. Subsequent to
the positioning of unaided recall and aided recognition
questions within a questionnaire, branding studies often
include image questions about the brand to get more
information on the valence (positive or negative) associ-
ated with the brand. Logic dictates that any respondent
who is not able to mention the brand under the unaided
recall questions or to recognize the brand under the
aided recognition questions is not asked any of the
image questions.

Paul J. Lavrakas

See also Acquiescence Response Bias; Aided Recall; Bogus
Question; Closed-Ended Question; Precoded Question;
Random Order; Random Start; Unaided Recall

Further Readings

Eastman, S. T. (2000). Research in media promotion.
Mahwah, NJ: Lawrence Erlbaum.

ALGORITHM

Algorithm is a computer science term for a way of
solving a problem, and it also refers to the instructions
given to the computer to solve the problem. The study
of algorithms is central to computer science and is of
great practical importance to survey data analysis
because algorithms are used in statistical programs.
An algorithm can be thought of as any step-by-step
procedure for solving a task. Imagine five playing
cards face down on a table and the task of sorting
them. Picking them up one at a time with the right
hand and placing them in the left hand in their proper
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place would be one way to solve this task. This is an
algorithm, called insertion sort in computer science.

It is worth noting the subtle distinction between
the concept of algorithm and the concept of a method
or of a technique. For example, a method would be
least squares; matrix inversion would be a technique
used therein; and LU decomposition and Strassen’s
algorithm would be alternative algorithms to accom-
plish matrix inversion. A single data analysis method
may use more than one algorithm.

It is impossible to write statistical software without
using algorithms, so the importance of algorithms to
survey data analysis is assured. However, user-friendly
statistical software packages eliminate the need for
end users to construct their own algorithms for most
tasks. Nonetheless, at least a basic understanding of
algorithms can be useful to survey researchers. For
example, maximum likelihood methods can use an
initial estimate as a starting point, and in some cases
failure to converge may be remediated by trivially
altering the initial estimate. Without some familiarity
of the underlying algorithm, a researcher may be stuck
with a nonconverging function.

Another setting where some knowledge of algo-
rithms is useful is shown in Figure 1, which illustrates
two possible depictions of the exact same network
data. The left panel uses the multi-dimensional scaling
algorithm and the right uses simulated annealing. The
data are identical, which may be verified by observ-
ing who is connected to whom, but the appearance
of the graphs is different. Algorithms are important

Two possible depictions of the same network data

here, because interpretation of the network data is
affected by the appearance of the graph, which is
affected in turn by the choice of algorithm. Whereas
in many cases different algorithms will produce the
same result but differ in speed (i.e., computing time),
in this case different algorithms produce different
results.

The term algorithm is sometimes used more
broadly to mean any step-by-step procedure to solve
a given task, whether or not a computer is involved.
For instance, matching historical records from more
than one archival source can be done by hand using
an algorithm. Moreover, it is not only the analysis of
survey data that uses algorithms, but also in many
cases in the collection of the data an algorithm may
be used to select clusters in a complex sample survey
design.

Andrew Noymer

Further Readings

Cormen, T. H., Leiserson, C. E., Rivest, R. L., & Stein, C.
(2001). Introduction to algorithms (2nd ed.). Cambridge:
MIT Press.

Knuth, D. E. (1997). Fundamental algorithms: The art of
computer programming (3rd ed., Vol. 1). Reading,

MA: Addison-Wesley.

Press, W. H., Teukolsky, S. A., Vetterling, W. T., &
Flannery, B. P. (2007). Numerical recipes: The art of
scientific computing (3rd ed.). Cambridge, UK:
Cambridge University Press.
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ALPHA, SIGNIFICANCE LEVEL OF TEsT

Alpha is a threshold value used to judge whether a test
statistic is statistically significant. It is chosen by the
researcher. Alpha represents an acceptable probability
of a Type I error in a statistical test. Because alpha
corresponds to a probability, it can range from O to 1.
In practice, 0.01, 0.05, and 0.1 are the most com-
monly used values for alpha, representing a 1%, 5%,
and 10% chance of a Type I error occurring (i.e.,
rejecting the null hypothesis when it is in fact cor-
rect). If the p-value of a test is equal to or less than
the chosen level of alpha, it is deemed statistically
significant; otherwise it is not.

The typical level of alpha is 0.05, but this is simply
a custom and is not based on any statistical science
theory or criteria other than conventional practice that
has become the accepted standard. Alpha levels of 0.1
are sometimes used, which is a more lenient standard;
alpha levels greater than 0.1 are rarely if ever used.
All things being equal, standard errors will be larger
in smaller data sets, so it may make sense to choose
0.1 for alpha in a smaller data set. Similarly, in large
data sets (hundreds of thousands of observations or
more), it is not uncommon for nearly every test to be
significant at the alpha 0.05 level; therefore the more
stringent level of 0.01 is often used (or even 0.001 in
some instances). In tabular presentation of results, dif-
ferent symbols are often used to denote significance
at different values of alpha (e.g., one asterisk for 0.05,
two asterisks for 0.01, three asterisks for 0.001).
When p-values of tests are reported, it is redundant
also to state significance at a given alpha.

Best practice is to specify alpha before analyzing
data. Specifying alpha after performing an analysis
opens one up to the temptation to tailor significance
levels to fit the results. For example, if a test has a
p-value of 0.07, this is not significant at the customary
0.05 level but it meets what sometimes is referred to as
“marginal” significance at the 0.1 level. If one chooses
a level of alpha after running the model, nothing would
prevent, in this example, an investigator from choosing
0.1 simply because it achieves significance. On the
other hand, if alpha is specified a priori, then the inves-
tigator would have to justify choosing 0.1 as alpha for
reasons other than simply “moving the goalposts.”
Another reason to specify alpha in advance is that sam-
ple size calculations require a value for alpha (or for
the confidence level, which is just 1 minus alpha).

Note that if 20 statistical models are run, for exam-
ple, then one should expect one of them to produce
a significant result when alpha is set at 0.05, merely by
chance. When multiple tests are performed, investiga-
tors sometimes use corrections, such as the Bonferroni
correction, to adjust for this. In and of itself, specifying
a stringent alpha (e.g., 0.01 or 0.001) is not a guarantee
of anything. In particular, if a statistical model is mis-
specified, alpha does not change that.

Only models in which a given alpha is satisfied tend
to reach consumers, who tend to be exposed to scientific
studies via referred journal articles. This phenomenon
is known as “publication bias.” The reader of a study
may find it persuasive because the p-value is smaller
than alpha. The persuasion derives from the small likeli-
hood (alpha) of the data having arisen by chance if the
null hypothesis is correct (the null hypothesis is there-
fore rejected). But even at a small level of alpha, any
given result may be likely by sheer chance if enough
models have been run, whether or not these models are
reported to the reader. Even an arbitrarily small alpha
is meaningless as a probability-based measure if many
models are run and only the successful ones revealed. A
small level of alpha, taken by itself, is therefore not an
indicator that a given piece of research is persuasive.

Statistical models are sometimes used for purely
descriptive purposes, and in such contexts no level of
alpha need be specified.

Andrew Noymer

See also Null Hypothesis; Probability; p-Value; Standard
Error; Type I Error

Further Readings

Benjamini, Y., & Hochberg, Y. (1995). Controlling the false
discovery rate—a practical and powerful approach to
multiple testing. Journal of the Royal Statistical Society:
Series B (Statistical Methodology), 57, 289-300.

Neyman, J., & Pearson, E. S. (1967). The testing of
statistical hypotheses in relation to probabilities a priori.
In J. Neyman & E. S. Pearson, Joint Statistical Papers of
J. Neyman and E. S. Pearson (pp. 186-202). London:
Cambridge University Press.

ALTERNATIVE HYPOTHESIS

An alternative hypothesis is one in which a difference
(or an effect) between two or more variables is
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anticipated by the researchers; that is, the observed
pattern of the data is not due to a chance occurrence.
This follows from the tenets of science, in which
empirical evidence must be found to refute the null
hypothesis before one can claim support for an alter-
native hypothesis (i.e., there is in fact a reliable differ-
ence or effect in whatever is being studied). The
concept of the alternative hypothesis is a central part
of formal hypothesis testing.

Alternative hypotheses can be nondirectional or
directional. If nondirectional, an alternative hypothe-
sis is tested with a two-tailed statistical test and is
stated in words to the effect that “A differs from B.”
If directional, an alternative hypothesis is tested with
a one-tailed statistical test and is stated in words to
the effect that “A is greater than B” or “B is greater
than A.” (The null hypothesis is stated in words to
the effect that “A equals B.”)

An example in survey research would be a split-
half experiment that is used to test whether the order
of two question sequences within a questionnaire
affects the answers given to the items in one of the
sequences, for example, in crime surveys where both
fear of crime and criminal victimization experience
are measured. In this example, a researcher could ven-
ture a directional alternative hypothesis that greater
levels of fear would be reported if the fear items fol-
lowed the victimization items, compared to if they
preceded the victimization items. Half the respondents
would be randomly assigned to receive one order
(fear items, then victimization items), and the other
half would receive the other order (victimization
items, then fear items). The null hypothesis would
be that the order of these question sequences makes
no difference in the answers given to the fear-of-
crime items. Thus, if the null hypothesis is true, the
researcher would not expect to observe any reliable
(i.e., statistically significant) difference in levels of
fear reported under the two question-ordering condi-
tions. In contrast, if the directional alternative hypoth-
esis is true (i.e., if results indicate significantly greater
fear being reported when the fear items follow the
victimization items than when they precede them),
then the null hypothesis is rejected and support is
accorded to the alternate hypothesis.

Another way of understanding the alternative and
null hypotheses in survey research is to think about the
crime survey example and the confidence intervals that
can be calculated around the fear-of-crime measures in
the two conditions. The null hypothesis would be that

the 95% confidence intervals for the fear measures
under the two question orders would overlap and thus
not be reliably (significantly) different from each other
at the .05 (alpha) level. A directional alternative hypoth-
esis that states that reported fear of crime would be
higher when the victimization items precede the fear
items would be that (a) the confidence intervals would
not overlap and that (b) the lower limit of the confi-
dence interval for the fear items when the victimization
items precede them would exceed the upper limit of the
confidence interval for the fear items when the victimi-
zation items follow them.

Supporting an alternative hypothesis when it is in
fact false is termed a Type I error. Failing to support
an alternative hypothesis when it is in fact true is
termed a Type I error.

Paul J. Lavrakas

See also Alpha, Significance Level of Test; Confidence
Interval; Experimental Design; Null Hypothesis; p-Value;
Split-Half; Statistical Power; Type I Error; Type II Error
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Babbie, E. (2006). The practice of social research (11th ed.).
Belmont, CA: Wadsworth/Cengage Learning.

AMERICAN ASSOCIATION FOR PuBLIC
OprINION REeseaRcH (AAPOR)

The American Association for Public Opinion
Research (AAPOR) is the principal professional asso-
ciation for survey researchers in the United States.
Organized shortly after World War II, AAPOR devel-
ops and promotes ethical principles to guide survey
research, advances its methodology, and attempts to
further an understanding of appropriate practice both
for researchers and the general public. Its ethical code
and its enforcement have evolved with changing tech-
nology and new applications of survey research.

Founding of AAPOR

The redeployment of U.S. industrial power to the pro-
duction of consumer goods after World War II stimu-
lated interest in a wide variety of survey applications,
particularly market and media research. The economy
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needed mass media to sell the output of mass produc-
tion, and survey research made the marketing process
efficient.

Harry Field, who had founded the National Opinion
Research Center (NORC) at the University of Denver
in 1941, saw the war’s end as an opportunity to assem-
ble the diverse strands of survey research. He orga-
nized a national conference to open on July 29, 1946.
The site was Central City, Colorado, 42 miles of wind-
ing mountain road from downtown Denver and 8 hours
by reciprocating-engine airliner from New York
City. Field invited 264 practitioners, and 73 attended.
Don Cahalan, who coordinated the event, classified
the attendees: 19 from media, 18 academics, 13 com-
mercial researchers, 11 from nonprofits, 7 government
employees, 3 from advertising agencies, and 2 others.

A key session on technical and ethical standards in
public opinion research was led by George Gallup,
Clyde Hart of the Office of Price Administration, Julian
Woodward of Elmo Roper’s organization, and Field. In
a paper that Paul Sheatsley would later describe as
“remarkably prescient,” Woodward foresaw expanded
use of polls to provide feedback for elected officials
and to test public knowledge. Competition among polls
would create pressure to minimize costs, but because
such polls would play an important role in public ser-
vice by providing a continuing referendum on policy
and consumer issues, they would require standards of
quality that would “justify the responsibilities which
will increasingly be theirs.”

After 3 days of discussion, the conference decided
that a second meeting should be held in 1947. Harry
Field was to lead it, but he died in a plane crash in
France only a month later. Clyde Hart became direc-
tor of NORC and organizer of the second conference.

For the second meeting, Hart and the sponsor-
ing committee chose Williamstown, Massachusetts, in
the northwest corner of the state. Julian Woodward
assembled a program that drew 194 participants.

While the Central City meeting had envisioned an
international confederation of existing survey research
organizations, the Williamstown meeting took the
unexpected step of forming a membership organization
instead. A constitution was drafted, and the name
“American Association for Public Opinion Research”
was approved after assurances were made that an inter-
national organization would be formed the next day.
Since that time, AAPOR and the World Association
for Public Information Research (or WAPOR) have
combined their meetings in even-numbered years.

Clyde Hart was elected by acclamation, and, in
a secret ballot, Elmo Wilson, research director for
CBS, was named vice president. Wilson’s election as
president the following year began the AAPOR tradi-
tion of alternating the presidency between the com-
mercial and academic sectors. A 1951 revision of the
constitution provided for the vice president to ascend
automatically to the presidency.

Mission of AAPOR

One function of a professional association is to codify
the profession’s self-definition by setting standards of
ethics and technical competence. When AAPOR was
founded, the main technical debate was between the
advocates of quota sampling and those who preferred
probability sampling. It quickly became clear that set-
ting rules of scientific orthodoxy was not practical,
but there was support for setting moral standards, par-
ticularly regarding transparency in research methods.

The other key aspect of professionalism is advance-
ment of the profession’s body of knowledge. The con-
stitution adopted at Williamstown provided for the
“dissemination of opinion research methods, techni-
ques and findings through annual conferences and an
official journal and other publications.” Public Opinion
Quarterly had been started in 1937 at Princeton
University, and AAPOR designated it the official jour-
nal of the association, paying a fee to have its confer-
ence proceedings published there. In 1968, the journal
was acquired by Columbia University, and title was
transferred to AAPOR in 1985.

Evolution and Application
of the AAPOR Code

Several years passed without the association having to
face a specific case or controversy. That ended in
1955, when Walter Reuther, president of the United
Auto Workers, filed a complaint alleging biased ques-
tions in a survey of General Motors employees. The
Standards Committee of AAPOR shied away from
dealing with the issue and sent a summary of the case
to the membership so that “each is free to make his
own evaluation.”

Sidney Hollander, in his 1992 history of the
Standards Committee, found the next critical point to
occur in 1957, when members became concerned
about a conflict between their duty to maintain the
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confidentiality of survey respondents and possible
demands for their names as legal evidence. Researchers
would have a stronger case if respondent anonymity
could be specified as a professional standard.

That need opened the door to the development of
a formal code. Different versions were presented to
the 1958 and 1959 meetings without success; finally
a code was adopted at the 1960 annual meeting with
responsibility for enforcement assigned to the Executive
Council.

The standards became more specific in 1967 with
the adoption of disclosure requirements—key pieces
of information that should be revealed about any poll,
for example, sample size, dates of interviewing, ques-
tion wording, method of data collection, and identity
of the sponsor of the survey. A test case arose in 1974
when survey findings supporting the Nixon adminis-
tration were released without identifying the sponsor,
which turned out to be the Republican National
Committee. No action was taken because AAPOR
lacked defined procedures for enforcing its rules.

That flaw was repaired under the leadership of
California pollster Mervin Field during his tenure as
Standards chair in 1974-1975. A detailed procedure
was worked out to provide formal hearings, right of
reply, and protection of the anonymity of accusers. In
its first application, the procedure led to a finding that
Opinion Research Corporation, in a survey report
used to oppose establishment of a federal consumer
advocacy agency, had made interpretations unsup-
ported by the publicly released data.

One effect was to give journalists a tool to extract
information from reluctant pollsters. Survey research-
ers could not hide behind confidentiality obligations
to their clients if to do so would conceal a violation
of good practice. The code, which every member
signs, contains this language: “If we become aware of
the appearance in public of serious inaccuracies or
distortions regarding our research, we shall publicly
disclose what is required to correct these inaccuracies
or distortions. ...”

A person need not be a member of AAPOR to
lodge a complaint, nor does AAPOR limit its investi-
gations to members. From 1975 to 1997, the organiza-
tion used publicity as a sanction in the form of a press
release issued after a council finding. The organiza-
tion fell relatively silent after 1997, continuing to
investigate complaints of code violations but impos-
ing sanctions by private letter of censure with no pub-
lic announcement.

Much of the recent effort at enforcing standards
has been directed at pseudo-polls used to cover gener-
ation of marketing leads, develop voter lists, or dis-
seminate political falsehoods. The organization also
turned its attention to education and promotion, hiring
its first full-time public relations specialist in 2007.

Annual AAPOR Conference

The annual conference has traditionally included a
plenary session on a current topic of broad interest, an
address by the current president, formal paper presenta-
tions organized by topic with discussants, round table
discussions, teaching sessions, and informal network-
ing. In the early days, conference organizers favored
university settings for the sake of economy, but as the
organization grew, resort hotels became the standard
choice. Further growth, with conference attendance
approaching 1,000, drew the meetings to metropolitan
areas. By the early 21st century, AAPOR had become
an organization of more than 2,000 members with
annual revenue of nearly $1 million.

Philip Meyer

See also Anonymity; Confidentiality; Disclosure; Ethical
Principles; Gallup, George; National Opinion Research
Center (NORC); Probability Sampling; Pseudo-Polls;
Public Opinion Quarterly (POQ); Quota Sampling;
Roper, Elmo; Sheatsley, Paul; World Association for
Public Opinion Research (WAPOR)

Further Readings

American Association for Public Opinion Research:
http://www.aapor.org

Cahalan, D. (1992). Origins: The central city conference.

In P. Sheatsley & W. Mitofsky (Eds.), A meeting place:
The history of the American Association for Public
Opinion Research (pp. 25-40). Lenexa, KS: American
Association for Public Opinion Research.

Hollander, S. (1992). Survey standards. In P. Sheatsley &
W. Mitofsky (Eds.), A meeting place: The history of the
American Association for Public Opinion Research
(pp. 65-103). Lenexa, KS: American Association for
Public Opinion Research.

Phillips Davison, W. (1992). AAPOR and the printed word.
In P. Sheatsley & W. Mitofsky (Eds.), A meeting place:
The history of the American Association for Public
Opinion Research (pp. 241-248). Lenexa, KS: American
Association for Public Opinion Research.

Sheatsley, P. (1992). The founding of AAPOR. In P. Sheatsley
& W. Mitofsky (Eds.), A meeting place: The history of the



22 American Community Survey (ACS)

American Association for Public Opinion Research
(pp- 41-62). Lenexa, KS: American Association for
Public Opinion Research.

AMERICAN COMMUNITY
Survey (ACS)

The American Community Survey (ACS) is an ongo-
ing national survey conducted by the U.S. Census
Bureau. Part of the federal decennial census program,
the ACS was designed to replace the long form or sam-
ple portion of the decennial census, starting in 2010.
By conducting monthly surveys of a sample of the
U.S. population, the ACS collects economic, social,
and housing information continuously rather than every
10 years. The ACS does not replace the decennial enu-
meration, which is constitutionally mandated for appor-
tioning congressional seats. It is expected that the ACS
program will improve the quality of the decennial cen-
sus, because the elimination of long-form questions
should increase response and allow more focused non-
response follow-up.

Eventually, the ACS will supply data for the same
geographic levels that have traditionally been available
from the census long form, including sub-county areas
such as census tracts and block groups. The ACS sam-
ple sizes are not large enough to support annual releases
for all geographic areas. For smaller areas, the ACS
data are averaged over multiple years. Annual data are
available for populations of 65,000 or more. Annual
estimates from the 2005 ACS were released in 2006.
Three-year averages will be released for areas with
20,000 or more people, and 5-year averages will be
available for the remaining areas. Three-year averaged
data will be available starting in 2008, and the 5-year
averaged data will first be available in 2010. After
2010, data for all geographic data will be updated annu-
ally, using the rolling 3- or 5-year averages for the
smaller areas.

The Census Bureau has conducted ACS tests in
select counties since the mid-1990s. In 2005, the
housing unit sample was expanded to its full size,
which includes all U.S. counties and equivalents, the
District of Columbia, and Puerto Rico. The ACS was
expanded to include group quarters facilities in 2006.
As an ongoing program, funding for the American
Community Survey must be approved by Congress
annually as part of the federal budget process. Current

ACS implementation plans could change in the future
if funding is not approved.

Content

Recent versions of the ACS questionnaires have
included the same general subjects as the 2000 long
form, asking more than 20 housing questions and
more than 30 population questions about each house-
hold member. The population questions include the
six basic demographic questions from the 2000 census
short form (name, relationship to householder, age,
sex, Hispanic identity, and race). ACS questions cover
subjects such as ancestry, language use, education,
occupation, veteran status, income, and housing costs.
The content remained the same for the 2005 and 2006
surveys and is planned to remain the same for 2007.

The content of the American Community Survey
is determined through a formal process managed
by the Census Bureau and the federal Office of
Management and Budget (OMB). The Census Bureau
and OMB restrict ACS content to include only ques-
tions that are necessary for a specified federal pur-
pose, such as a regulation that requires use of the
subject data. Because the ACS is a continuous survey,
changes to the survey can result in inconsistent data
trends. Content changes are minimized and cannot be
made more than once per year. Content modifications
require extensive testing. Census Bureau staff and
other subject experts review content test results and
make recommendations to the OMB, which makes
final content decisions.

Sample Designh and Selection

The American Community Survey is stratified so that
housing units and group quarters facilities are sampled
separately. On average, sample rates for both popula-
tions are targeted to be 2.5% per year. Approximately
250,000 housing unit addresses are selected in each
month, or 3 million per year. The ACS selects addresses
from the Census Bureau’s Master Address File (MAF).
The MAF is a list of housing units and group quarters
facilities in the United States. Because the completeness
of the sample frame is so important to the ACS sample
process, the MAF file is reviewed and updated on an
ongoing basis. To update the MAF, the Census Bureau
uses information from the U.S. Postal Service and from
local governments.
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For each ACS sample year, there are two phases
for selecting the addresses. The first phase takes place
a few months prior to the sample year, and a supple-
mental phase takes place early in the sample year.
The supplemental phase allows for the inclusion of
addresses that have been added since the first phase.
The ACS allocates addresses to subframes to ensure
that no address can be chosen more than once during
a 5-year period.

The ACS intends to provide reliable data for local
areas of varying sizes. The ACS staff must also
intensely protect the confidentiality of respondents. In
order to meet the reliability and confidentiality stan-
dards and still report data for very small areas, the
Census Bureau employs differential sample rates. In
this process, the sample is stratified so that addresses
in smaller geographic areas have a higher probability
of selection than those in larger areas.

Data Collection and Processing

ACS surveys are administered using three collection
modes: mail, telephone, and in person. Addresses that
are determined to be incomplete are also assigned for
in-person collection. The large majority of households
are contacted first through the mail. The mail-out pro-
cess begins with a pre-survey letter that notifies the
recipients that they will receive a survey. Next the
complete survey packet is sent, including a cover
letter, the questionnaire, instructional guidance, and
a return envelope. A reminder postcard is sent to all
mail recipients several days after the survey packet.
After a number of weeks, if questionnaires are not
returned, the Census Bureau will send another survey
packet. The ACS typically has maintained very high
mail-back response rates.

Respondents who return incomplete surveys or do
not mail back surveys after a designated amount of
time will be contacted by telephone. Using a com-
puter-assisted telephone interview (CATI) process,
Census Bureau interviewers will attempt to complete
the survey on the phone.

Surveys that are not completed by mail or telephone
will become eligible for in-person data collection
through a computer-assisted personal interview process
(CAPI). Because of the high costs of in-person data
collection and the difficulty in reaching persons who
have not responded during other phases, not all of these
nonresponse cases will be chosen for personal inter-
view. The ACS selects a subsample of nonrespondents

for the CAPI phase. The responses from the nonre-
sponse follow-up are weighted up to account for the
nonrespondents who are not contacted.

Currently, standard ACS questionnaires are pro-
duced in English and in Spanish. English forms are
mailed to homes in the United States, and Spanish
forms are mailed to homes in Puerto Rico. ACS ques-
tionnaires include phone numbers that recipients can
call for assistance in filling out the questionnaire.
English forms include these phone assistance instruc-
tions in both English and Spanish. Persons in the
United States may request the Spanish language form.

Sources of Survey Error in the ACS

A sample-based survey, the ACS will have sampling
and nonsampling error. Sampling error is the random
error that occurs when the survey is conducted for
a sample of the universe rather than for all members
of the universe. Sampling errors are often described
using standard errors and margins of error. ACS data
are published with margins of error at the 90% confi-
dence level.

The ACS is also subject to nonresponse error
through both unit and item nonresponse. Unit non-
response occurs when recipients do not return their
ACS forms or mail back blank forms. [ltem non-
response occurs when certain questions are not
answered. Compared to other surveys, the ACS has
maintained relatively low levels of both unit and item
nonresponse. One reason for the high response rates is
that, like decennial census, persons who are selected
for the ACS are required by law to participate.
Another contributing factor to the high response rates
relates to fact that the ACS is an ongoing operation.
Unlike the decennial census and other less frequent
surveys, the ACS maintains a regular staff of profes-
sional interviewers who receive in-depth training on
how to gain cooperation and collect information dur-
ing the telephone and in-persons phases.

General ACS Considerations

Users will find that there a number of things to keep
in mind when using ACS data, especially when mak-
ing comparisons to decennial census data. Users need
to adjust to the multi-year averages as well as to the
higher rates of sampling error. While the 2000 census
long form was sent to 1 in 6 housing units, the ACS
will be sent to about 1 in 8 households in a 5-year
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period. Thus, to provide the more frequent data
updates, there has been a trade-off in the size of the
samples. When comparing data, only statistically sig-
nificant changes should be considered. The Census
Bureau publishes instructions for users on how to
apply statistical tests when trying to measure change
over time.

Because the ACS is conducted monthly, annual
ACS data essentially reflect an average throughout
the year. In contrast, the decennial census reflected
a particular point in time (traditionally April of the
census year). This consideration is particularly impor-
tant when comparing data for areas that have seasonal
population fluctuations, such as college towns or
resort areas.

The ACS also employs different residency rules
than the decennial census. While the decennial census
counts people in their usual place of residence (where
they spend the majority of the year), the ACS includes
people who have lived in the sample residence for
most of the past 2 months.

Questions about concepts such as income and
mobility are also conducted differently with the ACS.
While the decennial census asks for income amounts
for the prior year; the ACS asks for income over the
past 12 months. In the 2000 census, respondents were
asked if they lived in the housing unit on April 1,
1995. The ACS question asks whether the resident
lived in the unit 1 year ago.

The ACS is designed to provide information about
the characteristics of U.S. populations, but it is not
designed to provide annual updates to the decennial
census total population or housing unit counts. The
official responsibility for updating population estimates
falls under the Census Bureau’s Population Division,
which produces annual estimates of the total population
and population by age, sex, race, and Hispanic identity.
The estimates are produced for the nation, states, and
for all U.S. counties and county equivalents. To esti-
mate the population, the Census Bureau uses the com-
ponents-of-change approach, which estimates change
from the 2000 decennial census base counts. The com-
ponents of population change are births, deaths, and
migration. To estimate the components of change, the
Census Bureau uses sources such as birth records, death
certificates, and Internal Revenue Service (IRS) data.
Using weighting procedures, the ACS data are con-
trolled to the population (by age, sex, race, Hispanic
identity) and housing unit estimates from the Census
Bureau’s annual population estimate program.

For the 2005 ACS, group quarters were not sam-
pled because of budget restrictions. Thus, the pub-
lished data contain only the household population.
Some data users did not understand these universe
differences and made direct comparisons to decennial
data that represented the total population.

Although there are a number of considerations for
ACS data users, when used properly, the ACS supplies
reliable and timely information to help users make
better decisions. Many of these issues should be worked
out over time as more information is released and data
users become more familiar with the data limitations.

Christine Pierce

See also Census; Computer Assisted Personal Interviewing
(CAPI); Computer-Assisted Telephone Interviewing
(CATI); Nonresponse; Sampling Error; U.S. Bureau of
the Census
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AMERICAN STATISTICAL ASSOCIATION
SECTION ON SURVEY RESEARCH
MEetHODS (ASA-SRMS)

The Section on Survey Research Methods (SRMS) is
a formal section of the American Statistical Association
(ASA) that is devoted to encouraging research and the
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advancement of knowledge in all aspects of survey
research. The goals of the SRMS are to promote the
improvement of survey practice and the understanding
of survey methods in both theoretical and applied
research. In 2006, the SRMS was the third-largest sec-
tion in the ASA, with approximately 1,300 members.
All sections of the ASA require that their members first
join the ASA.

The SRMS has a relatively short history. In 1974,
a group of members of the ASA recognized a need to
coordinate and facilitate the study of survey research
distinct from other statistical activities. To accomplish
this goal, they formed a subsection within the existing
Social Statistics Section of the ASA specifically for
this purpose. The subsection evolved quickly. It peti-
tioned the ASA to become a full section in 1976, and
the petition was approved in 1977 by a vote of the
ASA membership. The SRMS began operation as
a full section of the ASA in January 1978. In 1990,
Irene Hess describes these events and the researchers
who helped create the SRMS in an article in The
American Statistician.

Since its inception as a subsection, the SRMS has
identified and fostered research in some areas of spe-
cial interest to its members. These areas include
(a) foundations of sampling; (b) design and execution
of sample surveys; (c) nonsampling errors; (d) data col-
lection methods; (e) questionnaire design, evaluation,
and testing; (f) analysis and presentation of survey
data; (g) education of the public and students on the
importance of scientific survey research; (h) publica-
tion and dissemination of survey research findings;
(1) ethics related to the conduct of survey research;
(j) appropriate methods of dealing with respondents
and potential respondents; and (k) standards for survey
practice.

Disseminating information on survey methods is
one of the main functions of the SRMS. The SRMS
has been active in a number of ways to disseminate
information on survey research methods to a wide
audience within the ASA, in the scientific community,
and among the public. One approach has been to
stimulate the preparation of articles and reports deal-
ing with survey methodology under its auspices.
Another approach has been to foster liaisons with per-
sons and organizations publishing papers and mono-
graphs on topics of interest in survey methodology. A
third approach has been to sponsor topic-oriented
workshops, short courses, and conferences of interest
to survey researchers.

One of the first such efforts was undertaken in
1976 when the SRMS was still a subsection. A bro-
chure called What Is a Survey? was developed and
quickly became a key piece of the dissemination
effort. The brochure was published several times and
was translated into several languages. The brochure
was later developed into a series covering specific
topics and is still widely used. It is currently available
on the SRMS Web site.

The SRMS has also been very active in sponsoring
international conferences on specific survey research
methods. The first international conference that led
directly to an edited monograph was the International
Symposium on Survey Methods, cosponsored by
ASA Ottawa Chapter, Statistics Canada, and Carleton
University in 1980. In 1986, the international confer-
ences sponsored by the SRMS became a continuing
series. An international conference has been held every
2 years or so, and nearly all of these conferences
resulted in edited monographs of the invited papers.
The topics of the conferences have included Panel
Samples, Telephone Sampling, Survey Measurement
and Process Quality, Business Surveys, Computer
Assisted Data Collection, Nonresponse, and Methods
for Testing and Evaluating Survey Questionnaires.
Nearly all of these conferences were cosponsored
by the American Association of Public Opinion
Research and the International Association of Survey
Statisticians.

At many of the international conferences and the
annual Joint Statistical meetings, short courses and
tutorials are sponsored by the SRMS. The short
courses are presented by survey researchers who are
experts in the field and many have recently published
books. Topics of the short courses have covered
a wide range of methods issues, from questionnaire
design to variance estimation with complex samples.

In a more recent and highly effective dissemina-
tion effort, the SRMS has scanned all the papers that
were prepared for the Proceedings of the Survey
Research Methods Section of the American Statistical
Association. Access to all Proceedings papers pub-
lished by the SRMS going back to 1978 can be
obtained without charge from the SRMS Web site.
This has been found to be a great benefit to the SRMS
members and the survey research community at large.

The SRMS also established and distributes a news-
letter for its members. The newsletter provides a forum
for keeping SRMS members aware of the activities
and concerns of the section as well as informing
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members of upcoming events, training opportunities,
and awards.

Another approach that the SRMS has used to pro-
mote interest in survey methods is to award scholar-
ships to students and to honor those who have made
important contributions to survey research. For exam-
ple, the SRMS offers Student Travel Awards to sev-
eral doctoral students to support their attendance at the
ASA annual meeting and attendance at an SRMS short
course. In conjunction with other sections of the ASA,
the SRMS annually has a competition open to students
and postgraduates in survey methodology and related
fields, and the winners are given awards to support
their attendance at the ASA annual meeting.

Pat Dean Brick

See also American Association for Public Opinion
Research (AAPOR)
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ANALYSIS OF VARIANCE (ANOVA)

Analysis of variance (ANOVA) is a statistical tech-
nique that is used to compare groups on possible
differences in the average (mean) of a quantitative
(interval or ratio, continuous) measure. Variables that
allocate respondents to different groups are called fac-
tors; an ANOVA can involve one factor (a one-way
design) or multiple factors (a multi-way or factorial
design). The term analysis of variance refers to the
partitioning of the total variation in the outcome vari-
able into parts explained by the factor(s)—related to
differences between groups, so-called explained or
between variation—and a part that remains after tak-
ing the factor(s) into account, the so-called unex-
plained, residual, or within variation.

Consider a one-factor example in which the target
population contains respondents from four different
ethnic backgrounds (e.g., Chinese, Japanese, Korean,

Vietnamese) and the research question is whether
these ethnic groups have different average incomes.
The null and alternative hypotheses for this example
tested with the ANOVA are Hyp: 1y =, =13 =1,
and Hu: not all p; equal, where p; (j=1,...,4)
denote the population mean incomes for the ethnic
groups. The test statistic, denoted by F' and following
an F-distribution, is based on the ratio of the between
variation (the variation between the sample group
means) and the residual (within groups) variation. A
statistically significant result is obtained if the former
is large compared to the latter. The conclusion that
can be drawn from a significant result is that the mean
incomes for the ethnic groups are not all four equal.
Of note, no causal conclusions can be made, since this
is a nonexperimental study.

In a factorial design, for instance, by the inclusion
of gender as a second factor in the previous example
hypotheses about main and interaction effects can be
tested. A significant main effect of gender implies that
the marginal mean incomes of men and women (irre-
spective of the four ethnic groups) differ. A signi-
ficant interaction effect of gender and ethnicity on
income implies that the differences in mean income
between men and women are different among the four
ethnic groups.

Some important assumptions underlying the
ANOVA are independence of observations and
approximately normally distributed residuals, as well
as approximately equal residual variances in the
subgroups.

Note that the practical conclusions that can be
drawn from an ANOVA are somewhat limited. The
null hypothesis “all means are equal” is evaluated
against the rather uninformative alternative hypothesis
stating nothing more than “not all means are equal.”
Rejecting the null hypothesis in an ANOVA does not
inform the researcher about which pairs of means dif-
fer from each other. Therefore, an ANOVA is often
followed by pair-wise comparisons to further investi-
gate where group differences are found. Since several
tests are performed in such a case, the alpha level
used per comparison is usually corrected to protect
for an increased Type I error probability (post-hoc
corrections). Several correction methods are devel-
oped, but unfortunately it is not always clear which
method should be preferred. Another approach for
further investigation of differences between specific
means or investigation of a specific structure in the
group means is contrast testing.
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A second limitation of ANOVA is that directional
testing is not possible. An exception is when the
ANOVA is applied to a two-mean hypothesis; the
ANOVA is then equivalent to the independent sam-
ples t test. However, it is regularly seen that research-
ers have specific expectations or theories in terms
of the order of the population means. For instance,
in a four-group ANOVA the actual hypothesis the
researcher is interested in may be: p; < [, < 3 < L.

Irene Klugkist

See also Alpha, Significance Level of Test; Factorial
Design; F-Test; Interval Measure; Level of
Measurement; Mean; Null Hypothesis; p-Value;
Ratio Measure; Significance Level; Subgroup
Analysis; #-Test; Type I Error; Variance
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ANONYMITY

Anonymity is defined somewhat differently in survey
research than in its more general use. According to
the American Heritage Dictionary, anonymity is the
quality or state of being unknown or unacknowledged.
However, in survey research, the concept is more
complex and open to interpretation by the various
organizations that conduct surveys.

In the form closest to the standard definition, ano-
nymity refers to data collected from respondents who
are completely unknown to anyone associated with
the survey. That is, only the respondent knows that
he or she participated in the survey, and the survey
researcher can not identify the participants. More
often, anonymity refers to data collected in surveys in
which the respondents are de-identified and all possi-
ble identifying characteristics are separated from the
publicly available data. Many survey research organi-
zations provide data and data summaries to indivi-
duals outside their organizations. These data are

considered anonymous if those outside the survey
organization cannot identify the survey participants.

However, for many surveys defined as anonymous,
the survey organization could, if needed, identify the
respondents. For example, in a survey that uses pure
random-digit dial procedures, limited information
about the respondent is available to the survey organi-
zation. Through the use of various databases, the
organization could possibly determine the household
associated with the telephone number. Survey organi-
zations would rarely do that.

Survey researchers have developed a number of pro-
cedures for designing anonymous surveys. For example,
many surveys conducted in classrooms or other gathered
events use unnumbered questionnaires and do not con-
tain questions that could identify respondents. For some
classroom surveys, identifying information is collected
on a sheet separate from the questionnaire.

A procedure sometimes used in postal surveys is to
include a return postcard along with return envelope.
The unnumbered questionnaire is returned in the
envelope, and the postcard is sent separately to let the
researchers know that the questionnaire has been
returned.

Survey researchers have developed many techni-
ques for conducting completely anonymous surveys.
For example, Internet surveys offer multiple methods
for anonymous participation. Some surveys may not
require authentication to access the survey. Invitations
are sent to potential participants but with no control
over who participates nor how often. A more sophisti-
cated recruitment method is to completely separate
the database used for authentication from the database
that contains the survey responses. Another method is
for one organization to send the recruiting requests
and a second to collect the data.

A similar method can be used for telephone sur-
veys. The telephone numbers can be stored in a data-
base that has no direct link to the survey responses.
This method can be used with random-digit dial tele-
phone number samples to further separate the identi-
fying information from the survey responses.

However, the procedures for ensuring anonymity
can conflict with other important survey quality con-
trol procedures. For example, sending unnumbered
paper questionnaires with postcards in postal surveys
allows respondents to return the questionnaires but
not the postcard. As a result, follow-up requests can-
not be limited to nonrespondents only. Respondents
who did not return the postcards may believe their
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first questionnaire did not reach the survey organiza-
tion and respond a second time.

A similar problem that leads to inappropriate
follow-up requests occurs with Internet surveys that
do not use authentication. These surveys are open to
anyone with Internet access. While some limitations
can be applied to prevent unauthorized access, they
are minimally effective. The survey data and results
are harmed if those not selected for the sample are
included in the survey data or respondents participate
more than once.

Many survey organizations conduct random checks
on survey interviewers to determine whether the inter-
view was conducted and/or was conducted correctly.
Survey procedures that ensure anonymity simulta-
neously prevent these important procedures for verifi-
cation and monitoring survey quality.

Anonymity is important for the success of surveys
under certain conditions. Anonymity can help to pro-
tect privacy so that respondents can reveal informa-
tion that cannot be identified to them. When the
survey poses exceptional risks for participants, ano-
nymity may improve cooperation. When a survey
asks especially sensitive questions, anonymity will
likely improve reporting of stigmatizing behaviors or
unpopular attitudes and opinions. Surveys of sexual
behaviors, illegal drug use, excessive alcohol use, ille-
gal activities such as tax evasion, and other possibly
stigmatizing activities can benefit from providing ano-
nymity to the respondents.

Some participants would be reluctant to discuss atti-
tudes and opinions on such topics as race, politics, and
religion unless they believed their responses could not
be identified to them. Similarly, respondents have a
reduced impetus to provide socially desirable responses
in anonymous surveys. For example, respondents may
be more willing to admit to negative attitudes toward
minority groups if the survey is anonymous.

For these surveys, the risk of exposure or harm to
respondents needs to be balanced against the loss of
quality control procedures needed to ensure survey
integrity. Little empirical evidence is available to
indicate the overall importance of anonymity to sur-
vey cooperation and survey quality, but survey
researchers regularly attempt to use procedures that
can ensure anonymity in data collection.

John Kennedy

See also Confidentiality; Ethical Principles; Verification

ANSWERING MACHINE MESSAGES

Telephone answering machines are devices that auto-
matically answer telephone calls and record messages
left by callers when the party called is unable to
answer. Within households such devices are often used
as “virtual secretaries” to screen unwanted calls or to
facilitate communication while away from home. The
first automated answering machines became available
in the late 1930s in Europe, and the first commercial
answering machine was sold in the United States in
1960. It was not, however, until the advent of digital
technology in the early 1980s that ownership of
telephone answering machines became widespread.
Ownership in the United States has increased signifi-
cantly since then, with more than 70% of households
owning a telephone answering machine in 2006.
Compared with people who do not have answering
machines, owners of these devices typically have
higher levels of education and incomes and are more
likely to live in households of two or more adults.

Increased ownership of telephone answering
machines and their use to screen calls pose a threat to
the representativeness of samples in telephone sur-
veys, particularly those based on random-digit dialed
designs. More than half of the people who own
answering machines say that they or someone else in
their household uses the device to screen incoming
telephone calls on at least an occasional basis.
Households that screen calls are likely to have high
family incomes, to be located in suburban or urban
areas, and to include young adults with high levels of
education. Yet, despite the increased use of answering
machines for call screening, many researchers found
that households with answering machines can be
reached by telephone for survey calls, albeit often
after multiple attempts. Fewer than 5% of households
appear to screen all of their telephone calls with an
answering machine, and when reached, answering
machine owners tend to be just as willing to complete
surveys as are those without answering machines.
Contact with households with answering machines
tends to be most successful when calls are made on
Saturdays before noon, on Sundays, or on weekdays
after 6:00 p.m.

People are not uniform, however, in how they use
telephone answering machines. People with on-the-
go lifestyles tend to use telephone answering machines
to stay in contact and facilitate communication. This
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finding led some researchers to hypothesize that scripted
messages left on such devices may prepare the house-
hold for a later call or even encourage a prospective
respondent to return the call free of charge to complete
the interview. If successful, such an approach would
help to reduce the level of nonresponse in telephone
surveys.

However, empirical research on the effectiveness of
leaving messages on answering machines to improve
survey participation is mixed. For surveys that involve
a list of sample members whose names are known,
leaving messages can be effective at improving survey
participation. Such messages appear to work best if the
message is tailored to include the sample member’s
name. Several random-digit dialed telephone surveys
conducted in the early 1990s also showed that leaving
messages on telephone answering machines could sig-
nificantly improve response rates by 3 to 4 percentage
points. However, more recent studies conducted at the
state and national levels using random-digit dialed
sample designs found no difference in the contact or
completion rates of households that were left a message
and those that were not. The strategy does not appear
effective for two reasons. First, the percentage of
households with which this technique can be used is
limited, since messages can be left only at households
with answering machines that are set to receive mes-
sages. Although telephone answering machines are
in more than 70% of households, not all of these
machines are ready to receive messages every time
a survey call is made. Second, only a small percentage
of respondents within households hear the message and
are positively influenced to participate in the survey. It
may be that people in households with multiple adults
or teenagers sort through and listen to telephone mes-
sages in much the same way they sort through mail:
one person tends to sort and screen for the rest of the
household. It is likely that one person (perhaps simply
the first person home each day) will listen to all of the
telephone messages and relay to others in the house-
hold what is deemed to be important information.
Unsolicited calls from researchers are probably not at
the top of that priority list. As a result, with the excep-
tion of the person who sorts the messages, probably
few other adults in the household hear them.

In addition, leaving messages on telephone answer-
ing machines has real costs. Leaving messages takes
interviewer time, both to listen to the greeting on the
answering machine and message and to leave the
notice about the survey. This added time increases

costs and does not appear to produce positive returns
in the form of either lower nonresponse rates or less
interviewer labor.

Michael W. Link
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APPROVAL RATINGS

Approval ratings are a particularly versatile class of
survey questions that measure public evaluations of
a politician, institution, policy, or public figure as well
as judgments on public issues. This type of question
was first developed by the Gallup Organization in the
late 1930s to measure public support for the U.S.
president. Today, the presidential job approval ques-
tion is believed to be the single most frequently asked
question in political surveys. Many members of the
political community, journalists, and academics con-
sider the job approval question to be among the most
reliable and useful barometer of a president’s public
standing.

Basic Question Format

While versions of the job approval question were
asked by George Gallup in the late 1930s, the modern
form of the presidential approval question was finally
adopted by Gallup in the mid-1940s, according to the
Gallup Organization. Since then, the Gallup wording
remains unchanged, giving journalists and academics
an historic record of public evaluations of their presi-
dents for more than 60 years.
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The basic form reads: Do you approve or disap-
prove of the way (name of president) is handling his
job as president? Some polling organizations use
slightly different wording, but most have adopted
the Gallup language, in part so they can compare
the results with Gallup’s historic data without
having to worry about the effect of wording differ-
ences. A variation of the question is frequently used
to measure a president’s performance in specific
domains, as with this trend question asked by The
Los Angeles Times: Do you approve or disapprove
of the way George W. Bush is handling the war on
terrorism?

The question’s basic format is easily altered to
evaluate the performance of other public officials or
institutions, such as Congress, individual members of
a president’s cabinet, or state and local officials, as
well as other prominent leaders. It also is a useful
measure of public attitudes toward government pro-
grams or policies and frequently is used to measure
attitudes toward a range of nonpolitical issues, such
as this question by USA Today and Gallup: Do you
approve or disapprove of marriage between blacks
and whites?

Polling organizations often include language that
measures the intensity of approval or disapproval, as
with this approval question asked in 2005 by the Pew
Center for the People and the Press: There is now
a new Medicare law that includes some coverage of
prescription drug costs. Overall, would you say you
strongly approve, approve, disapprove, or strongly
disapprove of the way Medicare will now cover pre-
scription drug costs? These strength-of-support mea-
sures allow survey respondents to indicate a degree of
approval or disapproval, and thus are more sensitive
to change in public attitudes. For example, declining
public support for elected officials is often first seen
as a decline among those who strongly approve of
him or her and a comparable increase in those who
somewhat support the official, with little or no decline
in the overall support.

Presidential Approval Ratings

President George W. Bush has the distinction of hav-
ing the highest as well as one of the lowest overall
job approval ratings in Gallup polls of any president
in the modern era. In an ABC survey conducted 4
weeks after the terrorist attacks of September 11,
2001, Bush recorded a 92% job approval rating, the

highest job performance rating ever achieved by an
American president in a major national poll. Other
polling organizations also recorded historic highs for
Bush in this time period. Coincidentally, Bush’s
father, George H. W. Bush, achieved the second-
highest job approval rating in Gallup surveys, 89%, in
February 1991, after the quick Allied victory in the
Gulf War. Both numbers stand as striking illustrations
of the power of the presidential job rating to measure
rally effects in American politics, that is, the tendency
of the public to rally behind their leader in times
of national crisis. In a survey conducted by The
Washington Post and ABC News the week before the
9/11 terrorist attacks, George W. Bush’s job approval
rating stood at 55%, 35 percentage points below his
approval rating in a Post/ABC survey 2 weeks after
the attacks.

As these numbers suggest, times of war and
national crisis have produced sharp spikes in presiden-
tial approval. Other presidents with high job approval
ratings in Gallup polls include Franklin Delano
Roosevelt, who had an 84% approval rating in
January 1942, after the Japanese attacked Pearl
Harbor and Germany declared war on the United
States. Harry S Truman had an overall job approval
rating of 87% in June 1945, after the end of World
War II in Europe and just before Japan surrendered.
(The Gallup question, however, was slightly different
in that it asked whether people approved or disap-
proved of the way Roosevelt is handling his job as
President today. The word foday was dropped three
years later.)

Truman also has the distinction of being the presi-
dent with the lowest job approval rating ever recorded
by Gallup: 22% in February 1952, a consequence of
public dissatisfaction with the Korean War. At the cli-
max of the Watergate scandal in the summer of 1974,
Richard Nixon’s approval rating was 24%, while
George W. Bush matched Nixon’s low in a Reuters-
Zogby survey in October 2007. Scandal does not
automatically send a president’s job approval rating
plummeting. Most political observers expected that
President Bill Clinton’s job approval rating would
collapse after details of his affair with White House
intern Monica Lewinsky were revealed. In fact, his
approval rating dropped insignificantly, if at all, in
most public polls and quickly rebounded; whatever
his failings as a person, the public continued to give
Clinton high marks for his on-the-job performance as
president.
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Retrospective Judgments

Approval questions sometimes are used to measure
the public’s retrospective judgments. USA Today and
Gallup asked this question in 1995 on the 50th anni-
versary of the end of World War II: As you may
know, the United States dropped atomic bombs on
Hiroshima and Nagasaki in August 1945 near the end
of World War II. Looking back, would you say you
approve or disapprove of using the atomic bomb on
Japanese cities in 19457 Such a format has provided
an interesting view of the American public’s retro-
spective judgment of its presidents. When Gallup
asked the public in 2002 if they approved or disap-
proved of the job done by each of the presidents in the
post—-World War II era, President John F. Kennedy
topped the list with 83% approval, followed by
Ronald Reagan (73%), and Jimmy Carter (60%).

The retrospective approval question is regularly
asked by Gallup. The results over time suggest that an
elected official’s job approval rating can change sig-
nificantly even after he or she leaves office. In 2002,
Gallup found that 69% of the public approved, in ret-
rospect, of the job that George H. W. Bush had done
as president. But in 2006, the elder Bush’s job rat-
ing had declined from 69%, third-highest behind
Kennedy and Reagan, to 56%. Conversely, President
Clinton’s retrospective job approval rating increased
from 51% in 2002 to 61% four years later.

Question Order Effects

Pollsters have found that job approval questions
can be particularly sensitive to question order effects.
For example, the overall job approval rating of
Congress can be significantly different if the question
is asked in a survey before or after a series of ques-
tions that ask people to evaluate how effective law-
makers were in dealing with a set of controversial
issues. Presidential approval ratings tend to be higher
when the question is asked first in a survey compared
to when they are asked later in the survey after vari-
ous policy issues and evaluations. That is why the
presidential job approval rating and other approval
questions typically are asked near or at the beginning
of a survey.

Richard Morin

See also Likert Scale; Question Order Effects
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AREA FRAME

An area frame is a collection of well-defined land
units that is used to draw survey samples. Common
land units composing an area frame include states,
provinces, counties, zip code areas, or blocks. An area
frame could be a list, map, aerial photograph, satellite
image, or any other collection of land units. Area
frames play an important part in area probability sam-
ples, multi-stage samples, cluster samples, and multi-
ple frame samples. They are often used when a list of
ultimate sampling units does not exist, other frames
have coverage problems, a geographically clustered
sample is desired, or a geographic area is the ultimate
sampling unit.

Plot and Grid Area Frames

There are two types of area frames: grid frames and
plot frames. The distinction between a grid and plot
frame is based on the analytical goal of the survey
rather than the structure of the frame. Plot frames
contain ultimate sampling units that are observed in
their entirety, whereas grid frames contain land units
that will be further divided and sampled at further
stages.

Plot frames are often used in agricultural and envi-
ronmental surveys in which measurements are taken
on a piece of land. For example, consider a survey
designed to estimate pollutants in a stream. After
obtaining a map of the stream, one could partition the
stream into 3-foot-by-3-foot square plots. If a sample
of plots is selected and the pollutants in each sample
plot are measured, then the map of 3-foot-by-3-foot
square plots is a plot frame, because the entire plot is
enumerated.

Sometimes is it desirable to select a sample of
units within geographic areas. In grid frames, geo-
graphic clusters of sample units compose the frame.
The geographic clusters are first sampled. Then a sam-
ple is selected from units within the sampled clusters.
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Use of Area Frame in
Multi-Stage Sampling

Grid area frames play a central role in multi-stage
sampling. At every stage of selection except the final
stage, a different area frame is used. For example,
consider a survey designed to estimate the median
income of all households in a city. In the United
States, one possible area frame for the first stage of
sample is a list of all census tracts. After selecting
a set of tracts, one could construct a second area
frame of all census blocks within the selected tracts.
Blocks that are not in selected counties are not con-
sidered a part of the sampling frame because they do
not have a chance of selection.

Before selecting the final stage of households in
sample blocks, a list of households within the blocks
needs to be built. Field staff often perform this role
by listing all households within the selected blocks;
although the list of addresses could be obtained from
an administrative list. In the final stage of sampling,
the list of housing units is an example of a list frame
rather than an area frame. However, sometimes geo-
graphically clustered lists built from a field enumera-
tion are referred to as an area frame.

Reasons to Use Area Frames

When a satisfactory list frame is not available, an area
frame may be the best alternative. For example, con-
sider a survey of homeless adults in a large city. In the
absence of a list of homeless people in the city, one
could construct an area frame of city blocks that would
cover the entire population. In such a case one might
also want to use a second frame of people staying in
a homeless shelter to supplement the area frame.

Sometimes area frames are used to enhance an
imperfect frame. For example, a national survey of
households might use a frame of telephone numbers
supplemented by an area frame. The sample drawn
from the telephone list will not cover households
without telephone service. However, constructing the
entire survey from an area frame may be too expen-
sive. Thus some surveys use an area frame to enhance
a frame with known coverage deficiencies.

For surveys involving personal interviews, geo-
graphic clustering provides a way to reduce field
costs. For example, it is more efficient to interview
four different households in the same city block than
four different households spread out in a large area.

Selecting a multi-stage sample from area frames is
the most common way to obtain a geographically
clustered sample.

Finally, plot area frames are used when the geo-
graphic area is of interest. For example, area frames
are widely used in measuring the coverage of address
lists. To do so, a sample of geographic areas is
selected from a plot area frame. Then, field staff lists
all the addresses in the sample areas, which are then
compared to the list frame to measure coverage.

Area Frame Construction

In many cases it is possible to enhance an area frame
with a wealth of auxiliary data that can be used in
stratification, allocation, and sampling. Accurate esti-
mates of the estimated measure of each geographic
unit’s size is of particular importance in the case of
area probability sampling.

Area frames should cover the entire population and
partition it into mutually exclusive geographic units.
Indeed, the best frames have well-defined boundaries
because poorly defined boundaries are likely to lead
to coverage problems. For surveys that make esti-
mates based on political boundaries such as counties
or cities, some tradeoff usually has to be made
between visible geographic boundaries and ““invisible”
political boundaries.

Besides being clearly defined with visible bound-
aries, area frames should be up-to-date and accurate.
Changes in the political geography such as city
annexations as well as changes in the physical geogra-
phy such as changing rivers, tree rows, and roads
should be reflected in the area frame boundaries. Out-
of-date boundaries can cause confusion in the field,
increasing cost, coverage bias, and coverage variance.

Last, each unit in the area frame should be unique.
For example, an area frame of counties must also
include the state name, otherwise there would be no
way of differentiating Montgomery County, Alabama,
from Montgomery County, Maryland.

Timothy Kennel

See also Area Probability Sample; Auxiliary Variable;
Cluster Sample; Coverage; Multiple-Frame Sampling
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AREA PROBABILITY SAMPLE

An area probability sample is one in which geographic
areas are sampled with known probability. While an
area probability sample design could conceivably pro-
vide for selecting areas that are themselves the units
being studied, in survey research an area probability
sample is usually one in which areas are selected as
part of a clustered or multi-stage design. In such
designs, households, individuals, businesses, or other
organizations are studied, and they are sampled within
the geographical areas selected for the sample. An
example of a survey that uses area probability sam-
pling in the United States is the Current Population
Survey (CPS).

Terminology

There are several terms that are used in relation to
area probability sampling that are not frequently used
except in area probability and other multi-stage sam-
pling designs. In area probability samples, the units
formed for selection at the first stage are called pri-
mary sampling units (PSUs) and those for the second
stage of selection are called secondary sampling units
(SSUs). The units that are actually selected at these
stages are called, respectively, primary and secondary
selections. If there are more than three stages, the
units for the third stage may be called tertiary selec-
tion units or third-stage selection units. The final unit
to be selected is called the ultimate sampling unit.

PSUs, SSUs, and perhaps other units are often
selected using probability proportional to size (PPS)
methods. In these cases, each selection unit is
assigned a measure of size (MOS). The MOS usually
represents the size of the study population found in
the unit. The MOS may be known or estimated or
may be a function such as the square root of the popu-
lation total or a composite (e.g., the sum of the total
number of males plus 1.5 times the total number of
females).

Reasons for Using
Area Probability Designs

Many considerations can affect the choice of an area
probability design for a study. One reason to use this
approach could be that there is no available satisfac-
tory list of the study population that can serve as
a sampling frame. In other cases, the researchers may
desire to use data about the areas as correlates in anal-
ysis of other data collected from persons or establish-
ments. Often the choice is driven by the fact that the
data being collected are best obtained (or can only be
obtained) through personal contact with, or observa-
tion of, members of the population being studied. For
example, (a) questionnaire items may require that the
respondent be presented with visual cues as can be
done in face-to-face interviewing; (b) the study
requires that medical specimens be taken or anthropo-
metric measurements be made; (c) the data collection
involves observing behaviors, situations, or the physi-
cal environment.

If personal contact is required, cost considerations
may make a clustered or multi-stage area probability
sample design the most efficient, if not the only feasi-
ble design. For instance, if the survey is to collect data
through personal contact with 3,000 adults in the
United States, a simple random sample (or other
unclustered design), even if possible, would be pro-
hibitively expensive. An example of a more afford-
able design would be collecting data on 30 adults in
each of 100 relatively compact areas such as metro-
politan areas, counties, cities, towns, or similar admin-
istrative areas.

Disadvantages of
Area Probability Samples

There are two major disadvantages to using an area
probability sample: (1) the increase in variance, often
called a design effect (deff) that comes from the use of
multi-stage or clustered designs, and (2) the increased
cost that is mostly associated with using in-person data
collection (although not all studies with area probabil-
ity sample designs use in-person data collection).

The design effect due to clustering arises from the
fact that the units of observation in the study, be they
individuals, households, or businesses, are not selected
independently, but rather their selection is conditional
on the cluster (in this case a geographic area) in which
they are found being selected. In area probability
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sampling, the design effect of clustering can be small
for some variables (estimates of gender and age, and
some attitudinal measures), moderate for others (eco-
nomic variables), and substantial for others (estimates
of the prevalence of racial or ethnic groups).

The increased cost can come from having to have
interviewers visit homes or businesses, but it can also
come from the sampling process itself if part of the
sampling frame must be developed by having field
workers travel to selected areas and compile lists of
addresses.

Procedures for Designhing and
Selecting Area Probability Samples

The first step in designing an area probability is defin-
ing the study population in geographic terms (e.g.,
adults living in the United States; students attending
charter schools in the state of New York; or registered
voters in the Mexican state of Zacatecas). The second
step is to find or develop a sampling frame or frames,
since the process often involves finding or developing
a frame for each stage of selection. The frames should
comprise lists of the sampling units at each stage,
with all the information needed to stratify and imple-
ment the selection plan. The initial list may not corre-
spond exactly to the sampling units that will be
defined, but it should contain the information needed
to create the frame once the sampling units are
defined. For example, a list of counties or cities could
be used to compile a frame of PSUs, some of which
would include multiple counties or cities.

Since the size of the sampling units is important
for selecting the sample in most area probability
designs, data about the size of each PSU should be
available. In addition, geography and economic and
demographic measures may be needed. In most coun-
tries there will be lists available from government
agencies that will serve as a frame for the PSUs.
Constructing frames for the subsequent stages of
selection may require more work, and depending on
study needs, will call for creativity.

The next several steps involve defining sampling
units and the strata within which they are to be sam-
pled. What geographic areas will comprise the PSUs,
SSUs, and other sampling units? Attention should be
paid to the size of the units. As a rule of thumb, an
area probability sample should have a minimum of 30
to 50 PSUs; a hundred or more are preferred for large

studies. If the PSUs are too large, the sample may not
be able to include a desirable number of selections.
On the other hand, small PSUs may be more homoge-
neous than desired. A good approach is to have PSUs
large enough that sampling the SSUs and subsequent
units can introduce heterogeneity into the sample
within each PSU.

After defining the PSUs, at least in general terms,
strata are defined. Part of the stratification process
involves defining “certainty selections,” that is, PSUs
that are large enough that they are certain to be
selected. Each certainty PSU becomes its own stra-
tum. One can think of certainty selections in terms of
a sampling interval for systematic selection. To this
end, define the interval (/) as the sum of the MOS for
all PSUs in the population (MOSTOT) divided by the
number of PSUs to be selected (n_PSU):

I=MOSTOT /nPSU.

Thus, any PSU with an MOS at least as large as /
would be certain to be selected. If there are certainty
selections, then it is advisable to set the cutoff for des-
ignating a PSU as a certainty selection as a fraction of
I (perhaps 0.8 times I). The reason for this is that
once the certainty PSUs are removed from the popula-
tion, the sum of the MOS becomes smaller, and possi-
bly additional PSUs will become large enough to be
certainty selections: the sum of the remaining MOS
can be designated MOSTOT#* and the number of
PSUs to be selected after the certainty selections are
made as n_PSU_noncert. If one calculates a new sam-
pling interval I* =MOSTOT"/n_PSU _noncert, it is
possible that there will be new certainty selections the
MOS for which is equal to or greater than /*. Setting
the certainty cutoff as a fraction of / usually avoids
the problem of having to go through several iterations
of removing certainty PSUs from the pool.

Once all certainty selections have been defined, the
other PSUs on the frame are grouped into strata. As
for any study, the strata should be related to study
objectives, especially if subgroups of the population
are to be oversampled. Area probability samples are
often stratified geographically. The number of strata
for the first stage is limited by the number of primary
selections to be made. To estimate sampling variance,
each stratum should be allocated at least two primary
selections. Some deeply stratified designs call for one
selection per stratum, but in such a design, strata will
have to be combined for variance estimation.
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The process just described for PSUs is then
repeated for SSUs, third-stage units, and so on. It is
only necessary to define SSUs within PSUs that are
actually selected for the sample. SSUs within cer-
tainty PSUs are treated as primary selections for esti-
mating sampling error (the certainty PSUs are treated
as strata). The selection of units within PSUs depends
on the purposes of the study. Oversampling may be
accomplished through the use of stratification or giv-
ing extra weight when creating the MOS to the
group(s) to be oversampled. If no oversampling is
desired, it is possible, by using PPS at all stages, to
have nearly equal probabilities of selection for the
ultimate sampling units.

The sampling frames at the final or next-to-final
stages often require substantial field labor. For exam-
ple, field workers may have to visit the sampled areas
and make lists, based on visual inspection, of dwell-
ing units or businesses. In addition to taking the cost
of listing into account, area probability sample
designs must be flexible in case MOS at the later
stages are substantially incorrect—whole blocks may
have been destroyed by natural disasters or to make
way for new construction, or the new construction
may have taken place and the area contains many
more dwellings or businesses than were anticipated. If
an area has grown substantially, it may have to be
subdivided before listing—essentially adding another
stage of sampling.

Hypothetical Example
of an Area Probability Design

In the United States, many large ongoing surveys
operated or funded by the federal government use
area probability designs. These include surveys of
households or individuals as well as studies of busi-
nesses and other establishments. The subject areas of
these surveys range from labor force participation to
health status to energy consumption and other topics.
Rather than try to examine the details of such sample
designs, what follows is a hypothetical (generic)
example of a sample design for a survey in which
adults living in households comprise the target popu-
lation and in-person data collection is required.
Although there could be more stages of sampling, this
example deals with four: (1) at the first stage, PSUs
will be defined as “large” geographic areas; (2) in the
second stage, somewhat smaller geographic areas will

be defined as SSUs; (3) the third-stage units will be
households identified within the SSUs; and (4) the
fourth-stage (in this case ultimate) units will be adults
identified within households.

If the survey were conducted in the United States,
the PSUs very likely would be defined as metropoli-
tan areas or counties. (Larger units, such as states,
would probably be inefficient for most surveys.) The
sampling frame, a list of all PSUs, would be stratified,
possibly using a combination of variables such as
region of the country, population density, economic
and demographic characteristics. The stratifying vari-
ables would depend in part on whether the design was
a general purpose one (to be used for many, perhaps
unrelated studies) or a more specific one (such as for
a study of a particular ethnic group).

SSUs in the United States might comprise areas
defined for the U.S. Decennial Census, such as tracts,
block groups, or blocks. The sampling frame for the
SSUs would probably be electronic or other lists of
these units obtained from the U.S. Census Bureau.
The frame of SSUs should be stratified within each
PSU; often the stratifying variables are similar to
those used in sampling PSUs.

To create sampling frames of households within
the SSUs, lists of dwellings or addresses are com-
piled, possibly by having field workers record the
addresses on forms or enter them on portable compu-
ters. It is also possible to define sets of addresses
based on postal delivery files or other administrative
lists. These lists (whether created by study staff or
obtained from postal or other administrative records)
may be incomplete; thus, procedures need to be
devised so that dwellings not on the list have a chance
of being selected. One such method is the half-open
interval method, in which unlisted units within a cer-
tain interval are given a known chance of selection.

The list of addresses or dwellings comprises the
sampling frame for selecting households. However, at
this point the study usually introduces two-phase sam-
pling, since the list must be screened to determine if
the dwellings identified on the list contain eligible
households. This screening might be done on all units
listed or on a subsample. For this example, we will
assume that all listed units are screened. Examples of
addresses that would not be eligible for this hypotheti-
cal survey include apparent dwellings that are actually
businesses; vacant or uninhabitable structures; dwell-
ings for which the group of people living there do
not meet the definition of a household (for example
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a halfway house for recovering alcoholics or inmates
close to being released from prison); or dwellings that
do not contain an adult.

For this hypothetical example, the study will
attempt to conduct interviews at all dwellings that
contain households with adults; this is a likely sce-
nario since it can reduce nonresponse if the interview
is attempted at the same time as the household is
screened. At this point, the design might call for
attempting to interview (or otherwise collect data
about) all adults in the household or for random selec-
tion of one adult to be interviewed.

John Hall
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ATTENUATION

Attenuation is a statistical concept that refers to
underestimating the correlation between two different
measures because of measurement error. Because no
test or other measurement of any construct has perfect
reliability, the validity of the scores between predictor

and criterion will decrease. Hence, when correlating
scores from two survey instruments, the obtained cor-
relation may be substantively lower if the score reli-
abilities from both instruments are suspect. Therefore,
Charles Spearman proposed the following ‘““correction
for attenuation” formula, estimating the correlation
between two measures if the scores on both had per-
fect reliability:
Fyy
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In this formula, ry,. is the correlation between the
predictor (x) and the criterion (y) corrected for attenu-
ation; ry, is the correlation between the predictor and
criterion scores; ry, is the reliability of the predictor
scores; and ry, represents the reliability of the crite-
rion scores.

Suppose the correlation between scores on self-
esteem and anger scales is .30. If the reliability (e.g.,
Cronbach’s alpha) of the scores from the self-esteem
inventory is .80 and the reliability of the scores from
the anger inventory is .90, then the correction for
attenuation would be equal to the following:
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Because the reliabilities of the scores from the self-
esteem and anger scales are high, there is little correc-
tion. However, suppose the score reliabilities for the
anger and self-esteem inventories are extremely low
(e.g., .40). The correction for attenuation would esca-
late to .75. If the square root of the product of the reli-
abilities were less than .30, then the correction for
attenuation would be greater than 1.0!

However, rather than correcting for score unreli-
ability in both measures, there are times in which one
would correct for score unreliability for either the pre-
dictor or criterion variables. For example, suppose the
correlation between scores from a job interview (x)
and from a personnel test (y) is equal to .25, and
assume that the reliability of the personnel test is .70.
If one corrected only for the score unreliability of the
criterion, then the following equation would be used:
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In this case, the correction for attenuation would
equal .30. One could also use a similar equation for
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correcting the predictor variable. For example, sup-
pose the correlation between scores from a personnel
test (x) and the number of interviews completed in
a week (y) is equal to .20 and the score reliability of
the personnel test is .60. The correction for attenua-
tion would equal .26, using the following equation for
correcting only for the score reliability of the predic-
tor variable:

Iy
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Paul Muchinsky summarized the recommendations
for applying the correction for attenuation. First, the
corrected correlations should neither be tested for sta-
tistical significance nor should they be compared with
uncorrected validity coefficients. Second, the correc-
tion for attenuation does not increase predictive valid-
ity of test scores. Donald Zimmerman and Richard
Williams indicated that the correction for attenuation
is useful given high score reliabilities and large sam-
ple sizes. Although the correction for attenuation
has been used in a variety of situations (e.g., meta-
analysis), various statisticians have suggested caution
in interpreting its results.

N. Clayton Silver

See also Correlation; Cronbach’s Alpha; Reliability; Validity
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ATTITUDE MEASUREMENT

Researchers from a variety of disciplines use survey
questionnaires to measure attitudes. For example,
political scientists study how people evaluate policy
alternatives or political actors. Sociologists study how
one’s attitudes toward a social group are influenced
by one’s personal background. Several different meth-
ods, including multi-item measures, are used to mea-
sure attitudes.

Question Format

People hold attitudes toward particular things, or atfi-
tude objects. In question format, an attitude object is
presented as the stimulus in an attitude question, and
respondents are asked to respond to this stimulus.
Consider the following question:

Do you approve, disapprove, or neither approve nor
disapprove of the way the president is handling
his job?

The attitude object in this question is the presi-
dent’s handling of his job. The respondents must con-
sider what they know about how the president is
handling his job and decide whether they approve, dis-
approve, or neither approve nor disapprove. Another
possible closed-ended format is to turn the question
into a statement, and ask the respondents whether they
agree or disagree with a declarative statement, for
example, The president is doing a good job. However,
some research indicates that the agree—disagree format
produces “acquiescence bias” or the tendency to agree
with a statement regardless of its content. Yet another
closed-ended format is to ask the respondents to place
themselves on a continuum on which the endpoints
are labeled. For example, one could ask, How do you
feel the president is handling his job? and ask the
respondents to place their opinions on a scale, from
0 being poor to 10 being excellent.

Researchers measuring attitudes must decide how
many scale points to use and how to label them. Five
to seven scale points are sufficient for most attitude
measures. Assigning adjectives to scale points helps
define their meaning, and it is best if these adjectives
are evenly spaced across the continuum.

Sometimes a researcher wants to understand the
preferences of respondents in more depth than a single
closed-ended question will allow. One approach for
this purpose is to ask the question in an open-ended
format such as, If the Democratic Party were a person,
what traits would you use to describe it? Here, the
Democratic Party is the attitude object or stimulus.
An advantage of the open format is that the answers
are not limited to the researchers’ own categories.
The answers to such a question will provide insights
into whether or not the respondent holds positive,
negative, or conflicted attitudes toward the attitude
object (the Democratic Party, in this example).
However, open-ended responses can be very time
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consuming to code and analyze. Alternatively, one
can list a series of attributes and ask the respondent to
rank them. This is easier to analyze but can be cogni-
tively complex if respondents are asked to rank too
many items.

Two other important considerations for the response
options are whether or not to include a “No opinion”
option and/or a middle option. Research suggests that
more respondents will use both of these options when
they are explicitly offered than when it is left up to
respondents to volunteer such responses on their own.
Research has also shown that many respondents are
willing to offer opinions on obscure or fictitious issues,
especially when a “no opinion” option is not offered
as an explicit response choice. However, other research
suggests that an explicit “no opinion” option may
encourage individuals who do have attitudes to not
report them. In some measurement contexts, using
a middle response choice that conveys a position of
noncommitment toward the attitude object makes
sense. However, those who have less intense feelings
or views about an issue are disproportionately influ-
enced by the inclusion of a middle option. For this
reason, the middle option is sometimes omitted, and
attitude strength instead is measured with a separate
question.

Multi-Item Scales

Another way to measure attitude strength is by using
multi-item scales. All scaling procedures require the
creation of a pool of items from which a respondent
is asked to select a final set according to some criteria.
For example, Thurstone scaling first requires a set of
judges to rate or compare several statements on a con-
tinuum from unfavorable to favorable toward the atti-
tude object. The judges’ scores for each statement are
then averaged to align the statements along the atti-
tude continuum. These average scores from the judges
become the scale values for each statement. Next, the
statements are administered to the respondents. The
respondents are asked whether they agree with the
statements. The respondents’ score is then a function
of the scale values for the statements that the respon-
dents agreed with.

Guttman scaling is similar, except that it requires
an assumption about the pattern of responses that is
rarely met in practice. The assumption is that the data
set associated with a Guttman scale has a cumulative
structure, in the following sense: For any two persons

in the observed sample, one of them would exhibit all
the manifestations of the trait that the other person
would, and possibly additional ones. That is, there
would be no two persons in the sample with one per-
son higher than the other in one variable but lower
than the other in another variable.

Thurstone and Guttman approaches require a signi-
ficant amount of developmental work. In contrast,
Likert scales are much easier to construct. Typically,
the researcher selects the statements that correlate the
strongest with the sum of the responses to all the
statements. The final scale is administered by asking
the respondents to respond to the selected statements
using a traditional 5- or 7-point agree—disagree
response scale. The respondent’s attitude is then
represented by the sum of the responses to the indi-
vidual statements or some weighted combination of
responses. Although multi-item scales increase the
reliability of a measure, thereby reducing measure-
ment error, a disadvantage is that they can seem
redundant to some respondents.

Evaluating and Refining
Attitude Measures

All attitude questions should be carefully constructed
regardless of the format that is used to measure them.
The questions should be pretested, using techniques
such as cognitive interviewing to ensure that respon-
dents are interpreting the questions as intended. Split-
half experiments also can be useful for pretesting
alternative versions of a question. It is important to
pretest attitude measures in a realistic situation since
it is known that attitude questions can be sensitive to
the context in which they are asked.

Aaron Maitland
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ATTITUDES

Attitudes are general evaluations that people hold
regarding a particular entity, such as an object, an
issue, or a person. An individual may hold a favorable
or positive attitude toward a particular political candi-
date, for example, and an unfavorable or negative atti-
tude toward another candidate. These attitudes reflect
the individual’s overall summary evaluations of each
candidate.

Attitude measures are commonplace in survey
research conducted by political scientists, psycholo-
gists, sociologists, economists, marketing scholars,
media organizations, political pollsters, and other aca-
demic and commercial practitioners. The ubiquity of
attitude measures in survey research is perhaps not
surprising given that attitudes are often strong predic-
tors of behavior. Knowing a person’s attitude toward
a particular product, policy, or candidate, therefore,
enables one to anticipate whether the person will
purchase the product, actively support or oppose the
policy, or vote for the candidate.

What Is an Attitude?

An attitude is a general, relatively enduring evaluation
of an object. Attitudes are evaluative in the sense that
they reflect the degree of positivity or negativity that
a person feels toward an object. An individual’s atti-
tude toward ice cream, for example, reflects the extent
to which he or she feels positively toward ice cream,
with approach tendencies, or negatively toward ice
cream, with avoidance tendencies. Attitudes are gen-
eral in that they are overall, global evaluations of an
object. That is, a person may recognize various posi-
tive and negative aspects of ice cream, but that per-
son’s attitude toward ice cream is his or her general
assessment of ice cream taken as a whole. Attitudes
are enduring in that they are stored in memory and
they remain at least somewhat stable over time. In

this way, attitudes are different from fleeting, momen-
tary evaluative responses to an object. Finally, attitudes
are specific to particular objects, unlike diffuse evalua-
tive reactions like moods or general dispositions.

Given this conceptualization, attitudes are most
commonly measured by presenting respondents with
a bipolar rating scale that covers the full range of
potential evaluative responses to an object, ranging
from extremely negative to extremely positive, with
a midpoint representing neutrality. Respondents are
asked to select the scale point that best captures their
own overall evaluation of a particular attitude object.

In the National Election Studies, for example,
respondents have often been asked to express their atti-
tudes toward various groups using a “feeling thermo-
meter” ranging from O (very cold or unfavorable) to 100
(very warm or favorable), with a midpoint of 50 repre-
senting neither warmth nor coldness toward a particular
group (e.g., women). By selecting a point on this scale,
respondents reveal their attitudes toward the group.

How Are Attitudes Formed?

At the most general level, attitudes can be formed in
one of three ways. Some attitudes are formed primar-
ily on the basis of our cognitions about an object. For
example, we may believe that a particular brand of
laundry detergent is reasonably priced, removes tough
stains, and is safe for the environment. On the basis
of these and other beliefs, we may come to hold a pos-
itive attitude toward the detergent. This attitude would
be cognitively based.

In contrast, some attitudes are based on few or no
cognitions. Instead, these attitudes are based primarily
on our affective reactions to an object. Instead of
deriving our attitude toward a laundry detergent from
our beliefs about its various attributes, for example,
we may form an attitude toward it on the basis of the
feelings that we associate with the detergent. An
advertisement for the detergent that makes us laugh,
for example, may leave us feeling positive toward the
detergent, even though the advertisement conveyed
no substantive information about the detergent.

Attitudes can also be derived from our past beha-
viors. Sometimes this occurs through self-perception
processes. In much the same way that we often infer
other people’s attitudes from the behaviors they per-
form, we sometimes look to our own behavior to
determine our attitudes. When asked about our attitude
toward a particular laundry detergent, for example, we
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may canvass our memory for relevant information.
One thing that we may recall is our past behavior
regarding the detergent. We may remember, for exam-
ple, that we have purchased the detergent in the past.
On the basis of this behavior, we may infer that we
hold a positive attitude toward the detergent, even if
we know nothing else about the product.

In addition to these self-perception processes, there
is another way in which our past behavior can influ-
ence our attitudes. Instead of inferring our attitudes
from our past behavior, we sometimes modify our
attitudes to bring them into line with behaviors we
have performed. This occurs because, in general, peo-
ple prefer to exhibit consistency. In fact, according to
cognitive dissonance theory, people are very uncom-
fortable when they recognize an inconsistency among
their cognitions, and they are highly motivated to
reduce this discomfort. For example, the knowledge
that we have performed a behavior that is incongruent
with our attitude often produces a state of tension.
Resolving this tension requires that we eliminate the
inconsistency. Because the behavior has already been
performed, it is often easiest to do this by changing
the attitude to bring it into line with the behavior.
And indeed, a large body of evidence suggests that
people often do change their attitudes to make them
more consistent with past behaviors.

Why Do People Hold Attitudes?

Attitudes are ubiquitous—we hold them toward peo-
ple, places, and things, toward concepts and ideas,
and toward the vast array of stimuli in our environ-
ment. Why do we store these evaluations in memory?
Attitudes are believed to serve a number of important
psychological functions. Perhaps the most funda-
mental of these is a “utilitarian” function. Attitudes
enable us to efficiently and effectively obtain rewards
and avoid punishment by summarizing the positive or
negative connotations of an object, guiding our behav-
ior regarding the object. In the absence of attitudes
stored in memory, we would be required to appraise
an object every time we encountered it to assess its
evaluative implications and decide whether to approach
the object or avoid it. This process would overwhelm
our cognitive capacity and would severely limit our
ability to act swiftly and decisively in situations that
require immediate action.

The attitudes we hold sometimes serve other psy-
chological functions as well. For example, some of

our attitudes enable us to affirm central aspects of
our self-concept by expressing our core values.
Support for a particular affirmative action policy
may enable an individual to express the central role
that egalitarianism plays in his or her worldview.
In this case, the policy attitude could be said to
serve a “‘value-expressive’ function. Other attitudes
enable us to enjoy smooth social interactions with
important others, serving a ‘“‘social-adjustive” func-
tion. For example, holding a positive attitude toward
environmental conservation may make it easier for
us to get along with close friends who hold pro-
environment attitudes. Still other attitudes serve an
“ego-defensive” function, helping shield people
from recognizing unpleasant aspects of themselves.
For example, instead of acknowledging our own
unacceptable impulses or feelings of inferiority, we
may project these qualities onto out-groups. In this
case, our negative attitudes toward the members
enable us to distance ourselves from these negative
qualities, protecting our self-image.

What Do Attitudes Do?

Attitudes are tremendously consequential. In fact, their
influence can be detected almost immediately upon
encountering an attitude object. Psychophysiological
evidence reveals that almost instantly, the objects that
we encounter are categorized according to our atti-
tudes toward them—things that we like are differenti-
ated from things that we dislike. This occurs even
when we are not actively attending to the evaluative
connotations of an object.

Once an attitude has been activated, it systemati-
cally influences thought and behavior. For example,
attitudes often bias our judgments and shape our
interpretations of events. This explains how suppor-
ters of two different political candidates can watch
the very same debate and can come away convinced
that his or her own candidate was clearly victorious.
In this case, their pre-existing attitudes toward the
candidates colored their interpretation of the debate
performances.

And of course, attitudes motivate and guide behav-
ior. For example, people’s attitudes toward recycling
are strongly predictive of whether or not they actually
engage in recycling behavior. Attitudes toward partic-
ular consumer products powerfully shape people’s
purchasing decisions. And attitudes toward political
candidates are excellent predictors of voting behavior.
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Indeed, attitudes have been shown to predict behavior
toward a diverse range of objects.

An Important Caveat

It is important to note, however, that attitudes do not
always exert such powerful effects. In fact, attitudes
sometimes appear to have negligible influence on
thought and behavior. Recently, therefore, a central
focus within the attitude literature has been on identi-
fying the conditions under which attitudes do and do
not powerfully regulate cognition and behavior. And
indeed, great strides have been made in this effort.

It has been established, for example, that attitudes
influence thought and behavior for some types of peo-
ple more than others, and in some situations more
than others. More recently, attitude researchers have
determined that some attitudes are inherently more
powerful than others. These attitudes profoundly
influence our perceptions of and thoughts about the
world around us, and they inspire us to act in attitude-
congruent ways. Further, these attitudes tend to be tre-
mendously durable, remaining stable across time and
in the face of counter-attitudinal information. Other
attitudes do not possess any of these qualities—they
exert little influence on thought and behavior, they
fluctuate over time, and they change in response to
persuasive appeals.

The term attitude strength captures this distinction,
and it provides important leverage for understanding
and predicting the impact of attitudes on thought and
behavior. That is, knowing an individual’s attitude
toward a particular object can be tremendously useful
in predicting his or her behavior toward the object,
but it is just as important to know the strength of the
attitude.

Fortunately, several attitudinal properties have
been identified that differentiate strong attitudes from
weak ones, enabling scholars to measure these proper-
ties and draw inferences about the strength of a given
attitude (and therefore about its likely impact on
thought and behavior). For example, strong attitudes
tend to be held with great certainty, based on a size-
able store of knowledge and on a good deal of prior
thought, and considered personally important to the
attitude holder. Thus, measures of attitude certainty,
attitude-relevant knowledge, the extent of prior
thought about the attitude object, and attitude impor-
tance offer valuable insights regarding the strength of
individuals’ attitudes.

Ambivalence is another important component of
attitude strength. Sometimes people simultaneously
experience both positive and negative reactions
toward an object, producing an uncomfortable state of
evaluative tension. Ambivalent attitudes tend to be
weaker than univalent attitudes, so assessing ambiva-
lence toward an attitude object can be very useful.
Furthermore, on bipolar evaluative measures, people
who have highly ambivalent attitudes often select the
scale midpoint, rendering them indistinguishable from
people who are neutral toward an object. Directly ask-
ing people how conflicted or how torn they feel about
the attitude object or asking people for separate reports
of their positivity and negativity toward the attitude
object enable researchers to differentiate among these
two groups of respondents.

Response latencies (i.e., the length of time it takes
a person to answer an attitude question) can also
reveal something about the strength of peoples’ atti-
tudes: attitudes that spring to mind and can be
expressed quickly tend to be stronger than those that
require deliberation. Increasingly, survey researchers
have begun measuring the latency between the con-
clusion of an attitude question and the start of res-
pondents’ attitude response in an effort to capture
differences in attitude accessibility. Because they do
not involve additional survey items, response latencies
have the potential to provide an efficient and cost-
effective index of attitude strength. However, differ-
ences in survey response latency can be due to factors
other than attitude accessibility. Furthermore, attitude
accessibility is only one of several key strength-
related attitude properties, and these properties are not
always highly correlated. Thus, accessibility alone
provides an imperfect index of attitude strength and
whenever feasible, additional strength-related attitude
properties (e.g., importance, certainty) should also be
measured.

Asia A. Eaton and Penny S. Visser
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ATTITUDE STRENGTH

Attitude strength refers to the extent to which an atti-
tude is consequential. Compared to weak attitudes,
strong attitudes are more likely to remain stable over
time, resist influence, affect thought, and guide
behavior.

Researchers have identified several attributes
related to attitude strength. Several frequently studied
attributes are well suited for survey research because
they can be assessed directly using a single self-report
survey item. For example, attitude extremity can be
conceptualized as the absolute value of an attitude
score reported on a bipolar scale that is centered at
zero and ranges from strongly negative to strongly
positive. Attitude importance is the significance people
perceive a given attitude to have for them. Attitude
certainty refers to how sure or how confident people
are that their attitude is valid. Each of these attributes
can be measured with straightforward questions, such
as, To what extent is your attitude about X positive or
negative?; How important is X to you personally?;
and How certain are you about your attitude about X?
Recent research suggests that attitude strength also is
related to the extent that individuals subjectively asso-
ciate an attitude with their personal moral convictions.

Other attributes can be assessed directly, with self-
report survey items, or indirectly, with survey mea-
sures that allow researchers to infer the level of the
attribute without relying on people’s ability to intro-
spect. For example, knowledge is the amount of infor-
mation people associate with an attitude. Knowledge
often is assessed by quizzes or by asking people to
recall and list facts or experiences they relate to the
attitude object. In a similar way, ambivalence, or the
extent that people feel conflicted about a target, can
be measured by asking people to list both positive
and negative thoughts about the attitude object.

Most attitude strength research has assessed the
association between attributes and characteristics of

strong attitudes. Much less is known about how
strength-related attributes relate to each other. Existing
evidence, however, suggests that attitude attributes are
best conceptualized as distinct constructs rather than
as indicators of a single latent construct. Correlations
between attributes typically range from low to only
moderately positive.

Moreover, attributes often have different antecedents
and consequences. For example, attitude importance,
but not attitude certainty, about political policies has
been found to predict whether people voted in the 1996
U.S. presidential election. In contrast, attitude certainty,
but not attitude importance, has been found to predict
whether people were willing to accept a nonpreferred
candidate in the election.

Christopher W. Bauman
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ATTRITION

Unit nonresponse is a problem for any type of survey;
however, unit nonresponse in panel studies can be
a more severe problem than in cross-sectional studies.
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Like cross-sectional studies, panel studies are subject
to nonresponse at the initial wave. In addition,
attrition—which is unit nonresponse after the initial
wave of data collection—can occur at each sub-
sequent wave.

A framework for understanding attrition in panel
studies divides the participation process into three con-
ditional steps: (1) location, (2) contact given location,
and (3) cooperation given contact; this process cycle is
repeated at each wave. Attrition thus occurs because of
a failure to relocate or recontact an eligible sample unit
after the initial wave of data collection, and because of
noncooperation (i.e., a refusal to participate again in
the survey) or the inability to participate again.

The accumulation of attrition over several waves
can substantially reduce the number of sample units,
thereby reducing statistical power for any type of analy-
sis, both cross-sectional and longitudinal. However,
attrition may also introduce nonresponse bias in the
survey estimates. Differential or selective attrition
occurs when the characteristics of the sample units
who drop out of the panel because of attrition differ
systematically from the characteristics of sample
units who are retained in the panel study.

Distinguishing between initial wave nonresponse
and attrition is important because the reasons for attri-
tion may be different from the reasons for nonresponse
in the initial wave of a panel study or in cross-sec-
tional studies, in general. Contrary to cross-sectional
studies where sample units’ judgments about partici-
pating in the survey are largely made during the brief
interactions they have with survey interviewers when
the request is formulated, sample units in panel stud-
ies with repeated survey requests and contacts in
between data collection points have more informa-
tion about the nature of the request being made and
will be influenced by their personal survey experi-
ence in the initial wave or other previous waves. In
addition, in the case of a panel study, and once the
initial wave has been conducted, the interviewers are
better informed than in the initial wave to select the
best approach to successfully locate, contact, and
convince sample units to participate in additional
waves of the panel study.

There are two main strategies that survey research-
ers use to address attrition. The first is to reduce attri-
tion rates by maximizing sample retention; the second
is to develop post-survey adjustments to correct for the
biasing effects of attrition. These two strategies are not
mutually exclusive, and they often are used together.

The main goal of panel management or panel main-
tenance is to maintain participation of all sample mem-
bers in the panel study after the initial wave. The
specific techniques to reduce attrition in panel studies
are focused on locating the sample unit and establish-
ing sufficient rapport with the sample units to secure
their continued participation. Panel studies can keep
contact with the sample units and keep them interested
in participating in the panel study by adopting a good
panel maintenance plan and employing techniques of
tracking and tracing. Acquiring detailed contact infor-
mation, the organization of contact efforts, hiring
skilled interviewers, and retaining staff over time are
important components of a good panel maintenance
plan. Tracking procedures aim to maintain contact with
sample units in the period between waves in order to
update addresses between interviews so that a current
or more recent address is obtained for each sample unit
prior to conducting the interview. Tracking procedures
are adopted in an attempt to find the missing sample
units and are used at the point of data collection when
the interviewer makes his or her first call, discovers the
sample member has moved, and tries to find a new
address or telephone number.

The second approach to addressing attrition is to
calculate adjustment weights to correct for possible
attrition bias after the panel study has been conducted.
Since nonresponse may occur at each successive wave
of data collection, a sequence of nonresponse adjust-
ments must be employed. A common procedure is
first to compute adjustment weights for nonresponse
in the initial wave. At Wave 2, the initial weights are
adjusted to compensate for the sample units that
dropped out because of attrition in Wave 2; at Wave
3, the Wave 2 weights are adjusted to compensate for
the Wave 3 nonrespondents; and so on. Adjustment
weighting is based on the use of auxiliary information
available for both the sample units that are retained
and the sample units that dropped out because of attri-
tion. However, for the second and later waves of
a panel study, the situation to find suitable auxiliary
information is very different than in cross-sectional
studies or in the initial wave because responses from
the prior waves can be used in making the adjust-
ments for nonresponse in subsequent waves.

Femke De Keulenaer
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Aubpio COMPUTER-ASSISTED
SeLr-INTERVIEWING (ACASI)

Audio computer-assisted self-interviewing (ACASI) is
a methodology for collecting data that incorporates
a recorded voice into a traditional computer-assisted
self-interview (CASI). Respondents participating in
an ACASI survey read questions on a computer
screen and hear the text of the questions read to them
through headphones. They then enter their answers
directly into the computer either by using the key-
board or a touch screen, depending on the specific
hardware used. While an interviewer is present during
the interview, she or he does not know how the
respondent answers the survey questions, or even
which questions the respondent is being asked.
Typically the ACASI methodology is incorporated
into a longer computer-assisted personal interview
(CAPI). In these situations, an interviewer may begin
the face-to-face interview by asking questions and
recording the respondent’s answers into the computer
herself or himself. Then in preparation for the ACASI
questions, the interviewer will show the respondent
how to use the computer to enter his or her own
answers. This training may consist solely of the inter-
viewer providing verbal instructions and pointing to
various features of the computer but could also include
a set of practice questions that the respondent com-
pletes prior to beginning to answer the actual survey
questions. Once the respondent is ready to begin
answering the survey questions, the interviewer moves
to a place where she or he can no longer see the com-
puter screen but where she or he will still be able to

answer questions or notice if the respondent appears to
be having difficulties and to offer assistance as needed.

ACASI offers all the benefits of CASI, most nota-
bly: (a) the opportunity for a respondent to input her or
his answers directly into a computer without having to
speak them aloud to the interviewer (or risk having
them overheard by someone else nearby); (b) the abil-
ity to present the questions in a standardized order
across all respondents; (c) the ability to incorporate far
more complex skip routing and question customization
than is possible for a paper-based self-administered
questionnaire; and (d) the opportunity to eliminate
questions left blank, inconsistent responses, and out-of-
range responses. In addition, the audio component
allows semi-literate or fully illiterate respondents to
participate in the interview with all of the same privacy
protections afforded to literate respondents. This is sig-
nificant, because historically, in self-administered sur-
veys it was not uncommon for individuals who could
not read to either be excluded from participation in the
study altogether or to be included but interviewed in
a traditional interviewer-administered manner, resulting
in the potential for significant mode effects.

Evidence from several large-scale field experiments
suggests the ACASI methodology reduces socially
desirable responding compared to both interviewer-
administered and solely text-based self-administration
methods for sensitive topics, including use of illicit
drugs, sexual behaviors, and abortion. ACASI also
allows for increased standardization in the presentation
of the survey questions because a pre-recorded voice is
utilized to administer the survey questions. As a result,
each respondent hears all introductory text, questions,
and response categories read in exactly the same way.
Thus, the natural variation caused by differences in
interviewers’ reading skills, pace, and/or vocal quality
is eliminated.

Rachel Caspar
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AURAL COMMUNICATION

Aural communication involves the transmission of
information through the auditory sensory system—the
system of speaking and hearing. It usually encom-
passes both verbal communication and paralinguistic
communication to convey meaning. Aural communi-
cation can be used to transmit information indepen-
dently or in combination with visual communication.
When conducting surveys, the mode of data collection
determines whether information can be transmitted
aurally, visually, or both. Whether survey information
is transmitted aurally or visually influences how
respondents first perceive and then cognitively pro-
cess information to provide their responses.

Aural communication relies heavily on verbal lan-
guage when information is transmitted through spoken
words. Additionally, paralinguistic or paraverbal com-
munication, in which information is conveyed through
the speaker’s voice, is also an important part of aural
communication. Paralinguistic communication can
convey additional information through voice quality,
tone, pitch, volume, inflection, pronunciation, and
accent that can supplement or modify the meaning of
verbal communication. Paralinguistic communication
is an extremely important part of aural communication,
especially in telephone surveys, where visual commu-
nication is absent.

Since aural and visual communication differ in
how information is presented to survey respondents,
the type of communication impacts how respondents
initially perceive survey information. This initial step
of perception influences how respondents cognitively
process the survey in the remaining four steps
(comprehension, retrieval, judgment formation, and
reporting the answer). Whereas telephone surveys rely
solely on aural communication, both face-to-face and
Internet surveys can utilize aural and visual communi-
cation. Face-to-face surveys rely extensively on aural
communication with the occasional use of visual

communication by utilizing show cards or other visual
aids. In contrast, Web surveys use mostly visual com-
munication but have the potential to incorporate aural
communication through sound files, a practice that is
still fairly uncommon and generally only used to
transmit information to respondents. Paper surveys do
not utilize any aural communication.

The influence that aural communication has on per-
ception and cognitive processing of information can
contribute to effects between modes that rely primarily
on aural communication and modes that rely primarily
on visual communication. For example, aural transmis-
sion of information makes higher demands on memory
capacity than visual transmission because respondents
must remember information communicated to them
without a visual stimulus to remind them. Additionally,
in aural communication, the flow or pace is usually
controlled by the interviewer, so the respondent may
have more pressure to respond quickly rather than
being able to fully process the information at his or her
own pace. Because of these influences of aural com-
munication on processing time and memory, surveyors
often shorten questions and limit the amount of infor-
mation respondents need to remember at one time in
telephone surveys where aural communication cannot
be supplemented by visual communication. However,
this design difference can impact whether data from
telephone surveys can be combined with or compared
to data collected using primarily visual communication,
where longer and more complex questions and sets of
response options are often used.

Leah Melani Christian and Jolene D. Smyth
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AUXILIARY VARIABLE

In survey research, there are times when information
is available on every unit in the population. If a vari-
able that is known for every unit of the population is
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not a variable of interest but is instead employed to
improve the sampling plan or to enhance estimation
of the variables of interest, it is called an auxiliary
variable.

Ratio and Regression Estimation

The term auxiliary variables is most commonly asso-
ciated with the use of such variables, available for all
units in the population, in ratio estimation, regression
estimation, and extensions (calibration estimation).

The ratio estimator is a widely used estimator that
takes advantage of an auxiliary variable to improve
estimation. If x is the auxiliary variable and y is the
variable of interest, let X and Y denote the population
totals for x and y and let X and ¥ denote unbiased
estimators of X and Y. Then the ratio estimator f’R of
Y is given by

fo=Lx
R—X-

Yz improves upon Y provided that the correlation
between x and y exceeds one-half of S,/X divided by
Sy/Y where S, S,, X, and Y are respectively the stan-
dard errors for x and y and the population means for x
and y. The ratio estimator takes advantage of the cor-
relation between x and y to well estimate Y/X by
Y/X and further takes advantage of X being known.

A more flexible estimator than the ratio estimator
also taking advantage of the auxiliary variable x is the
regression estimator:

?RegZ?‘f‘i)(X—X),

where b is the estimated slope of y on x from the sam-
ple data. The regression estimator can be extended to
make use of a vector, X, of auxiliary variables rather
than a single one.

In the case of stratified sampling, the ratio and
regression estimators have a number of variants. In the
case of ratio estimation, the separate ratio estimator
does ratio estimation at the stratum level and then sums
across strata, whereas the combined ratio estimator
estimates X and Y across strata and then takes ratios.

Unequal Probability Sampling

In unequal probability sampling, the auxiliary variable
x is termed a measure of size. The probability of
selecting a unit is proportional to its measure of size.

For example, in a survey of business establishments,
the measure of size might be the number of employ-
ees or the total revenue of the establishment, depend-
ing on the purpose of the survey and the auxiliary
information available. There are numerous sampling
schemes for achieving selection probabilities propor-
tional to the measure of size, one being unequal prob-
ability systematic sampling. Under general conditions,
these schemes are more efficient than equal probabil-
ity sampling when there is substantial variability in
the size of the units in the population.

Stratification

It is often advantageous to divide a population into
homogeneous groups called strata and to select a sam-
ple independently from each stratum. Auxiliary infor-
mation on all population units is needed in order
to form the strata. The auxiliary information can be
a categorical variable (e.g., the county of the unit), in
which case the categories or groups of categories
form the strata. The auxiliary information could also
be continuous, in which case cut points define the
strata. For example, the income of a household or rev-
enue of an establishment could be used to define
strata by specifying the upper and lower limits of
income or revenue for each stratum.

Post-Stratification

If specific auxiliary information is not used in forming
strata or as a measure of size, it can still be used to
adjust the sample weights to improve estimation in
a process called post-stratification.

Michael P. Cohen
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BALANCED QUESTION

A balanced question is one that has a question stem that
presents the respondent with both (all reasonably plausi-
ble) sides of an issue. The issue of “balance” in a sur-
vey question also can apply to the response alternatives
that are presented to respondents. Balanced questions
are generally closed-ended questions, but there is noth-
ing inherently wrong with using open-ended questions
in which the question stem is balanced.

For example, the following closed-ended question
is unbalanced for several reasons and will lead to
invalid (biased) data:

Many people believe that American troops should
be withdrawn from Iraq as soon as possible. Do
you Strongly Agree, Agree, Somewhat Agree, or
Strongly Disagree?

First, the question stem presents only one side of the
issue in that it notes only one position taken by some
people in the general public. Second, the response alter-
natives are not balanced (symmetrical), as there are
three “agree” choices and only one extreme “disagree”
choice. Third, the four response alternatives have no
true midpoint; this is a further aspect of the asymmetri-
cal (unbalanced) nature of the response alternatives.

In contrast, a balanced version of this question
would be as follows:

Some people believe that American troops should
be withdrawn from Iraq as soon as possible,
whereas other people believe that they should

a7

remain in Iraq until the country is more stable.
What is your opinion on whether the troops should
be withdrawn as soon as possible? Do you Strongly
Agree, Somewhat Agree, Somewhat Disagree, or
Strongly Disagree?

This wording is balanced because it poses both sides
of the issue. It also has a symmetrical set of response
alternatives, with two choices for ‘“agree” and two
similarly worded choices for “disagree.” Furthermore,
it has a true midpoint, even though that midpoint does
not have an explicit response alternative associated
with it. If the researchers wanted to add a fifth response
option representing the midpoint, they could add,
“Neither Agree nor Disagree” in the middle.

In writing survey questions, researchers can further
balance them by using randomized variations of the
ordering of the wording in the question stem and in
the ordering of the response choices. In the second
example presented here, one version of the stem could
be worded as shown and a second version could have
the information reversed, as in, Some people believe
that American troops should remain in Iraq until the
country is more stable, whereas other people believe
that they should be withdrawn from Iraq as soon as
possible. The response alternatives could also be ran-
domly assigned to respondents so that some respon-
dents received the four response choices shown in the
second example, and the other half of the respondents
could be presented with this order of response
choices: Strongly Disagree, Somewhat Disagree,
Somewhat Agree, or Strongly Agree.

Paul J. Lavrakas
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BALANCED REPEATED
RepLicaTiON (BRR)

Balanced repeated replication (BRR) is a technique
for computing standard errors of survey estimates. It
is a special form of the replicate weights technique.
The basic form of BRR is for a stratified sample with
two primary sampling units (PSUs) sampled with
replacement in each stratum, although variations have
been constructed for some other sample designs. BRR
is attractive because it requires slightly less computa-
tional effect than the jackknife method for construct-
ing replicate weights and it is valid for a wider range
of statistics. In particular, BRR standard errors are
valid for the median and other quantiles, whereas the
jackknife method can give invalid results.

A sample with two PSUs in each stratum can be
split into halves consisting of one PSU from each stra-
tum. The PSU that is excluded from a half-sample is
given weight zero, and the PSU that is included is
given weight equal to 2 times its sampling weight.
Under sampling with replacement or sampling from an
infinite population, these two halves are independent
stratified samples. Computing a statistic on each half
and taking the square of the difference gives an
unbiased estimate of the variance of the statistic.
Averaging this estimate over many possible ways of
choosing one PSU from each stratum gives a more pre-
cise estimate of the variance.

If the sample has L strata there are 2- ways to take
one PSU from each stratum, but this would be com-
putationally prohibitive even for moderately large L.
The same estimate of the variance of a population
mean or population total can be obtained from a much
smaller set of “splittings” as long as the following
conditions are satisfied:

1. Each PSU is in the first half in exactly 50% of the
splittings.

2. Any pair of PSUs from different strata is in the
same half in exactly 50% of the splittings.

A set of replicates constructed in this way is said
to be in full orthogonal balance. It is clearly neces-
sary for these conditions that the number of splittings,
R, is a multiple of 4.

An important open question in coding theory, the
Hadamard conjecture, implies that a suitable set of
splittings is possible whenever R is a multiple of 4
that is larger than L. Although the Hadamard conjec-
ture is unproven, sets of replicates with full orthogo-
nal balance are known for all values of R that are
likely to be of interest in survey statistics. The con-
struction is especially simple when R is a power of 2,
which results in at most twice as many replicates as
necessary.

All sets of replicates with full orthogonal balance
give the same standard errors as the full set of 2¢
replicates for the estimated population mean or popu-
lation total, and thus it does not matter which set is
chosen. For a statistic other than the mean or total,
on the other hand, different sets of replicates in full
orthogonal balance will typically not give exactly the
same standard error. The difference is usually small,
and analyses often do not report how the set of repli-
cates was constructed.

One disadvantage of the BRR approach is that a
half-sample increases the risk of small-sample compu-
tational difficulties such as zero cells in tables. A var-
iant called Fay’s method multiplies the sampling
weights by 2 —p and p rather than 2 and O, thus
including all observations in all the computations.
Fay’s method retains the wide validity of BRR and
has better small-sample performance. Fay’s method is
usually available in software that supports BRR repli-
cate weights.

The other disadvantage of BRR is that it applies
only to a specialized set of designs. This disadvantage
is more difficult to avoid. There are variants of BRR
that apply to designs for which the number of PSUs
per stratum is fixed and small, but greater than 2.
There are also variants that allow for a few strata to
have extra or missing PSUs due to design imperfec-
tions. Methods for constructing these variants of BRR
are typically not available in standard survey software.

Thomas Lumley
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BANDWAGON AND
UNDERDOG EFFECTS

Bandwagon and underdog effects refer to the reac-
tions that some voters have to the dissemination of
information from trial heat questions in pre-election
polls. Based upon the indication that one candidate is
leading and the other trailing, a bandwagon effect
indicates the tendency for some potential voters with
low involvement in the election campaign to be
attracted to the leader, while the underdog effect
refers to the tendency for other potential voters to be
attracted to the trailing candidate.

Background

Bandwagon and underdog effects were a concern of
the earliest critics of public polls, and the founders of
polling had to defend themselves against such effects
from the start. The use of straw polls was common by
the 1920s, and by 1935 a member of Congress had
introduced an unsuccessful piece of legislation to
limit them by constraining the use of the mails for
surveys. A second piece of legislation was introduced
in the U.S. Senate after the 1936 election, following
on the heels of an editorial in The New York Times
that raised concerns about bandwagon effects among
the public as well as among legislators who saw poll
results on new issues (even while the Times acknow-
ledged such effects could not have been present in
the 1936 election). A subsequent letter to the editor
decried an “underdog” effect instead, and the debate
was off and running.

In 1937, a scholarly article by Claude E. Robinson
presented a defense of the polls that focused on two
claims that he disputed empirically. One claim was
that the release of the polling data depressed turnout;
Robinson argued that turnout had steadily increased
from 1924, when the straw polls came to prominence,
until the 1936 election. And the second claim con-
cerned the bandwagon effect. Robinson argued that it
was too soon to judge that such an effect occurs,
because the data did not show any clear demon-
stration of it; among the multiple instances he cited
was the fact that in 1936 Republican candidate Alf
Landon’s support actually dropped after the release of
the 1936 Literary Digest results showing Landon in
the lead.

George Gallup and S. F. Rae, in 1940, addressed
the issue just before the next presidential election,
again citing empirical data from multiple states and
discussing reactions to presidential candidates and
issues in national surveys. They concluded that there
were no demonstrable effects while holding out the
possibility that additional research might produce evi-
dence in the future. Their approach is interesting in
that it discusses alternative research designs that could
shed light on the phenomenon. One was the possi-
bility of panel designs for surveys, and the other was
the use of experiments, although they warned against
using college students as subjects and of issues of
external validity associated with unrealistic settings or
issues to be evaluated.

The concepts themselves require some definition
and specification in order to understand why research
on their existence was limited and inconclusive for
such a long time, allowing the public pollsters to
defend themselves so well. Even when research
designs became more refined, the magnitude of
effects that could be demonstrated appeared to be
relatively small, not enough to affect most elections
but with the potential for an impact on close ones. In
one sense, both bandwagon and underdog effects
reflect a simple stimulus-response model. A potential
voter has an initial predisposition, either toward a can-
didate or to abstain. After exposure to polling infor-
mation disseminated through the media (newspapers
and radio in the 1930s and all kinds of media now),
the individual’s preference shifts toward one or
another candidate, based upon whether the candidate
is leading or trailing in the polls. So the first implica-
tion of assessing such effects with a survey design is
that there should be measurements of preferences over



50 Bandwagon and Underdog Effects

time, preferably with a panel design as suggested by
Gallup and Rae. But such panel designs have rarely
been present in survey research on underdog and
bandwagon effects.

Limitations

A second consideration is that the likely size of the
effects is small. This is due to the fact that as Election
Day approaches and preferences crystallize, it is the
strongest partisans who are most likely to participate.
And their preferences are the most stable in the electo-
rate. As a result, there is a relatively small proportion
of the likely electorate, as opposed to the entire regis-
tered or voting age population, that could be subject to
such effects. This implies that very large sample sizes
are needed to detect such effects with confidence.

A third consideration is that these two effects do
not occur in isolation, and as a result they may offset
each other because they reflect responses in opposing
directions. This represents another difficulty in search-
ing for their occurrence in single cross-sectional sur-
veys. This in fact was the main point of evidence and
source of refutation of bandwagon and underdog
effects used by the public pollsters in the early
defense of their work. Given the historical record of
accuracy of the major public pollsters, with an aver-
age deviation from the final election outcome of about
2 percentage points (excluding the 1948 election), the
differences between final pre-election poll estimates
at the national level and the popular vote for president
have been very small.

It should also be noted that the full specification of
models that predict candidate preference involve a
large number of factors, a further complication for
isolating published poll results as a cause. For all of
these reasons, researchers interested in these phenom-
ena turned to alternative designs involving variations
on experiments. The experimental approach has a
number of advantages, including isolating exposure to
poll results as the central causal factor when randomi-
zation of subjects to various treatment groups and a
control group is used to make all other things equal.
An experimental design can also assess temporal
order as well, verifying that candidate preference
occurred (or changed) after exposure to the poll
results. A well-designed experimental study will
require many fewer subjects than the sample size for
a survey-based design. At the same time, the kind of
subjects used in many experiments, such as college

undergraduates, can raise questions about the external
validity of the results. And the nature of questioning
and the kinds of stimuli used can as well.

Research

Michael Traugott’s 1992 comprehensive review of
research on bandwagon and underdog effects found
mixed results, probably because the research designs
suffered from many of the limitations previously dis-
cussed. Virtually all of the experiments were conducted
with undergraduate students in a campus setting. They
tend to demonstrate effects of exposure to information
about the relative standing of candidates in polls, but
the subjects were essentially new or beginning voters
who tended not to have strong partisan attachments or
a history of voting.

In one of the few surveys with a panel design, a
1976 study found that perceptions of the electorate’s
reactions to Gerald Ford and Jimmy Carter did have
an effect on respondents’ preferences, especially
among those who were ambivalent about the candi-
dates or uncertain of their own choices. Researchers
who study the presidential nominating process focus
on candidate “momentum” that builds during the pri-
maries and caucuses, a particular form of a bandwa-
gon effect that affects partisans rather than the general
electorate. And a panel study conducted before and
after Super Tuesday during this phase of the 1988
election showed that contagion was a more powerful
explanation for growing support for George H. W.
Bush than a desire to support the winner.

In a more elaborate panel conducted by Paul J.
Lavrakas and his colleagues during the 1988 election
campaign, which also included an imbedded experi-
mental administration of question wordings, both
underdog and bandwagon effects were observed. In a
pre-election survey, a random half of the sample was
given information about the current poll standing of
George H. W. Bush and Michael Dukakis while a
control group was not. There was an interaction of
support levels for each candidate with level of educa-
tion. Among those with less than a high school educa-
tion, there was an increase in uncertainty about their
preferences but no movement toward one candidate
or the other. Among those with a high school educa-
tion, there was no change in certainty about who they
would vote for; but there was an underdog effect
when exposed to the current poll standings showing
Bush ahead of Dukakis. And those with the highest
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levels of education showed no change in certainty or
candidate preference upon exposure to poll results.

A Canadian study with a similar design focused on
two political issues rather than candidate choice, and
it detected bandwagon effects of approximately 5 to
7 percentage points. This is the equivalent of conduct-
ing two experiments simultaneously, using abortion
and Quebec sovereignty as the issues and a statement
about poll results and the nature of change in them as
stimuli; the bandwagon effect was present in each.

In conclusion, with additional attention devoted to
specification of the bandwagon and underdog con-
cepts and a deeper understanding of the conditions
needed to demonstrate their presence, the results of
recent research indicate that bandwagon and underdog
effects can be produced under a variety of conditions.
The strongest support for their presence comes from
carefully designed experiments. While there may be
issues of external validity associated with those con-
ducted in the laboratory, those that are grounded in
representative samples of adults or registered voters
seem more compelling. The renewed interest in this
area of the study of media effects, coupled with more
sophisticated survey methodology, suggests that
further research on this topic will be fruitful.

Michael Traugott
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BEHAVIORAL QUESTION

Behavioral questions are survey questions that ask
about respondents’ factual circumstances. They con-
trast with attitude questions, which ask about respon-
dents’ opinions. Typical behavioral questions target
the respondent’s household composition, sources of
income, purchases, crime victimizations, hospitaliza-
tions, and many other autobiographical details. The
Current Population Survey (CPS), for example, asks:

Have you worked at a job or business at any time
during the past 12 months?

Similarly, the National Crime Survey (NCS) includes
the following behavioral item:

During the last 6 months, did anyone steal things
that belonged to you from inside ANY car or truck,
such as packages or clothing?

Although these examples call for a simple “Yes” or
“No” response, other behavioral items require dates
(When was the last time you...?7), frequencies (How
many times during the last month did you...?),
amounts (How much did you pay for ...7), and other
data. The CPS and NCS examples concern the respon-
dents’ behavior in a loose sense, but other questions
are less about behavior than about existing or past
states of affairs. For example, the following question,
from the National Health Interview Survey (NHIS), is
more difficult to peg as a behavioral matter:

How much do you know about TB—a lot, some, a
little, or nothing?

For questions such as this, “factual question” may be
a better label than “behavioral question.”

Because behavioral questions often probe incidents
in the respondents’ pasts, such as jobs and burglaries,
they place a premium on the respondents’ memory of
these incidents. Inability to recall relevant informa-
tion is thus one factor that affects the accuracy of
responses to such questions. Questions about events
that took place long ago, that are unremarkable, or
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that can be confused with irrelevant ones are all sub-
ject to inaccuracy because of the burden they place on
memory.

People’s difficulty in recalling events, however, can
lead them to adopt other strategies for answering beha-
vioral questions. In deciding when an event happened,
for example, respondents may estimate the time of
occurrence using the date of a better-remembered
neighboring event (“The burglary happened just after
Thanksgiving; so it occurred about December 1). In
deciding how frequently a type of event happened,
respondents may base their answer on generic informa-
tion (“I usually go grocery shopping five times a
month”), or they may remember a few incidents and
extrapolate to the rest (“I went grocery shopping twice
last week, so I probably went eight times last month”).
These strategies can potentially compensate for recall
problems, but they can also introduce error. In general,
the accuracy of an answer to a behavioral question will
depend jointly, and in potentially complex ways, on
both recall and estimation.

Answers to behavioral questions, like those to atti-
tude questions, can depend on details of question
wording. Linguistic factors, including choice of words,
grammatical complexity, and pragmatics, can affect
respondents’ understanding of the question and, in
turn, the accuracy of their answers. Because behavioral
questions sometimes probe frequencies or amounts,
they can depend on the respondents’ interpretation of
adverbs of quantification, such as usually, normally, or
typically (How often do you usually/normally/typically
go grocery shopping each month?) or quantifiers of
amounts, such as a lot, some, or a little (as in the
NHIS example). Similarly, answers to these questions
are a function of respondents’ interpretation of the
response alternatives. Respondents may assume, for
example, that the response options reflect features of
the population under study and base their response
choice on this assumption.

Lance J. Rips

See also Measurement Error; Respondent-Related Error;
Satisficing; Telescoping

Further Readings

Schwarz, N., & Sudman, S. (1994). Autobiographical
memory and the validity of retrospective reports.
New York: Springer-Verlag.

Sudman, S., Bradburn, N. M., & Schwarz, N. (1996).
Thinking about answers: The application of cognitive
processes to survey methodology. San Francisco:
Jossey-Bass.

Tourangeau, R., Rips, L. J., & Rasinski, K. (2000).

The psychology of survey responding. Cambridge,
UK: Cambridge University Press.

BeHAVIORAL Risk FACTOR
SURVEILLANCE SYSTEM (BRFSS)

The Behavioral Risk Factor Surveillance System
(BRFSS) was developed in 1984 as a state-based sys-
tem designed to measure behavioral risk factors asso-
ciated with chronic diseases and some infectious
diseases. The BRFSS is the world’s largest ongoing,
random-digit dialing telephone survey on health of
adults ages 18 years or older. The survey is adminis-
tered by the health departments in the 50 U.S. states,
the District of Columbia, Puerto Rico, Guam, and the
Virgin Islands. The target population is noninstitutiona-
lized adults ages 18 years or older; however, BRFSS
has also been used to collect information about chil-
dren in the households. A large number of interviews
(estimated at 350,000) are conducted annually, facili-
tating the development of local, state, and national esti-
mates of health conditions and risk behaviors.

Participating areas use a standard core questionnaire
of about 75 questions. In addition, states can elect to
add their own questions or one or more optional stan-
dardized modules. In 2006, BRFSS offered 20 of these
optional modules, which vary in number of questions
and topic and averaged about six questions per module.
The number of state-added questions also varies each
year, with some states adding as many as 50. All infor-
mation is self-reported. The core interview takes about
20 minutes to complete.

BREFSS data are collected by each state or territory
with support from the Centers for Disease Control
and Prevention (CDC). CDC helps to coordinate
activities by the states and CDC-based programs,
monitors and enforces standardized data collection
protocols, ensures the validity and reliability of the
data, assists the states in developing new methods and
approaches to data collection, and provides BRFSS
data files for public use. Because the states are
responsible for conducting the survey, multiple con-
tractors are involved. Standardization is achieved
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through the use of common training and interviewing
protocols.

A stratified sample design is used, which facilitates
production of estimates for 54 states and territories and
for selected local areas. The Selected Metropolitan/
Micropolitan Area Risk Trends (SMART-BREFSS) proj-
ect uses BRFSS to develop estimates for selected metro-
politan and micropolitan statistical areas (MMSAs) with
500 or more respondents. Data from the core survey in
each state and territory are combined to produce national
estimates.

BRESS data are also used for rapid response sur-
veillance during health emergencies. In the wake of
the September 11, 2001, terrorist attacks in New York
and Washington, D.C., BRFSS was used to monitor
the mental health status of residents in the most
affected areas. During the 2004-05 influenza season,
when the supply of available influenza vaccine to the
United States was cut nearly in half, the BRFSS was
used to monitor influenza vaccination coverage during
the season, providing national, state, and local health
officials with critical information needed to make vac-
cine redistribution decisions and to inform public
health messages encouraging vaccination among peo-
ple in high-priority groups.

Procedures for maximizing response rates include
online standardized interviewer training (required for
all BRFSS interviewers), thorough pretesting of the
survey questions, toll-free telephone numbers for parti-
cipants, automated review of key quality indicators
(e.g., response rates, refusal rates, percentage of key
items with missing data, distribution of respondents by
sex and age), and flexible calling schedules. BRFSS is
conducted in English and Spanish.

New methodological approaches are tested exten-
sively and regularly to ensure that the BRFSS con-
tinues to thrive as one of the leading public health
surveillance systems in the world in the face of
mounting technological, social, and legal barriers to
telephone surveys. This research aims to (a) expand
the utility of the surveillance system by developing
special surveillance projects, including rapid response
surveillance, follow-up surveys, and stand-alone sur-
veillance; (b) identify, monitor, and address potential
threats to the validity and reliability of BRFSS data
(e.g., changes in telecommunications technologies,
legal and privacy restrictions, and changes in social
behaviors that might affect survey participation); and
(c) develop and conduct innovative pilot studies
designed to improve BRFSS’s methods and to shape

the future direction of the system (e.g., multiple
modes of survey administration, address-based sam-
pling, and on-phone interpreters to expand the number
of languages in which BRFSS is offered). In addition,
BREFSS is exploring the possibility of incorporating
households that have only cell phones into the BRFSS
sample and collecting physical measures from selected
respondents to improve the accuracy of the survey
estimates.

Strengths of the BRFSS include the high quality
of state and local data, which are available for public
health planning. The large state sample sizes, averaging
6,000 completed interviews per state annually, permit
analysis of data on population subgroups within a state
and development of local estimates for some areas.
Data have been collected for many years, so trend data
exist for each state or territory and for the nation.
BRFSS also facilitates surveillance capacity building
within a state or territory. BRESS provides a basis on
which states can develop and expand their data collec-
tion and analysis capabilities. The current BRESS pro-
gram extends beyond data collection to include a series
of committees, workgroups, and conferences that are
built around the surveillance effort to help to integrate
national, state, and local programs.

Michael Link

Further Readings
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Mokdad, A., Stroup, D., & Giles, W. (2003). Public health
surveillance for behavioral risk factors in a changing
environment: Recommendations from the behavioral risk
factor surveillance team. MMWR Recommendations and
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BeHAVIOR CODING

Behavior coding concerns the systematic assignment
of codes to the overt behavior of interviewer and
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respondent in survey interviews. The method was
developed by Charles Cannell and his colleagues at
the University of Michigan in the 1970s. Behavior
coding is a major tool used to evaluate interviewer
performance and questionnaire design. Behavior cod-
ing is sometimes referred to as ““interaction analysis,”
although interaction analysis is usually more specifi-
cally used in the sense of applying behavior coding to
study the course of the interaction between inter-
viewer and respondent.

The three main uses of behavior coding are (1) eval-
uating interviewer performance, (2) pretesting question-
naires, and (3) studying the course of the interaction
between interviewer and respondent.

Evaluating Interviewer Performance

The use of behavior coding to evaluate interviewer
performance primarily concerns how the interviewer
reads scripted questions from the questionnaire. Typical
codes include “Reads question correctly,” ‘“Reads
question with minor change,” “Reads question with
major change,” “Question incorrectly skipped,” and
“Suggestive probe.” Usually the number of different
codes for the purpose of evaluating interviewer perfor-
mance ranges from five to 15.

Evaluating interviewer performance is usually part
of the main field work. To this end, the interviews from
the actual survey are audio-recorded. A sufficiently
large sample of interviews from each interviewer is
drawn (preferably 20 or more of each interviewer) and
subjected to behavioral coding. Results may be in the
form of “Interviewer X reads 17% of the questions
with major change.” These results are used to give the
interviewer feedback, retrain him or her, or even with-
draw him or her from the study.

Pretesting Questionnaires

If a particular question is often read incorrectly, this
may be due to interviewer error, but it may also be a
result of the wording of the question itself. Perhaps
the question has a complex formulation or contains
words that are easily misunderstood by the respon-
dent. To prevent such misunderstandings, the inter-
viewer may deliberately change the formulation of
the question.

To gain more insight into the quality of the ques-
tions, the behavior of the respondent should be coded
too. Typical codes for respondent behavior include

“Asks repetition of the question,” “Asks for clarifica-
tion,” “Provides uncodeable response” (e.g., “I watch
television most of the days,” instead of an exact num-
ber), or “Expresses doubt” (e.g., “About six I think,
I’'m not sure”). Most behavior coding studies use codes
both for the respondent and the interviewer. The num-
ber of different codes may range between 10 and 20.

Unlike evaluating interviewer performance, pre-
testing questionnaires by means of behavioral coding
requires a pilot study conducted prior to the main data
collection. Such a pilot study should reflect the main
study as closely as possible with respect to inter-
viewers and respondents. At least 50 interviews are
necessary, and even more if particular questions are
asked less often because of skip patterns.

Compared to other methods of pretesting question-
naires, such as cognitive interviewing or focus groups,
pretesting by means of behavior coding is relatively
expensive. Moreover, it primarily points to problems
rather than causes of problems. However, the results
of behavior coding are more trustworthy, because the
data are collected in a situation that mirrors the data
collection of the main study. Moreover, problems that
appear in the actual behavior of interviewer and res-
pondent are real problems, whereas in other cases, for
example in cognitive interviewing, respondents may
report pseudo-problems with a question just to please
the interviewer.

Interviewer-Respondent Interaction

If one codes both the behavior of interviewer and
respondent and takes the order of the coded utterances
into account, it becomes possible to study the course of
the interaction. For example, one may observe from a
pretesting study that a particular question yields a dis-
proportionately high number of suggestive probes from
the interviewer. Such an observation does not yield
much insight into the causes of this high number.
However, if one has ordered sequences of codes avail-
able, one may observe that these suggestive probes
almost invariantly occur after an uncodeable response
to that question. After studying the type of uncodeable
response and the available response alternatives in more
detail, the researcher may decide to adjust the formula-
tion of the response alternatives in order to decrease the
number of uncodeable responses, which in turn should
decrease the number of suggestive probes.

In contrast, if the researcher merely looked at the
sheer number of suggestive probings, he or she might
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have decided to adjust the interviewer training and
warn the interviewers not to be suggestive, especially
when asking the offending question. This may help a
bit, but does not take away the cause of the problem.

As the previous example shows, interviewer—
respondent interaction studies are focused on causes
of particular behavior, that is, the preceding behavior
of the other person. Because the researcher does not
want to overlook particular causes, each and every
utterance in the interaction is usually coded and
described with some code. Hence, the number of dif-
ferent codes used in these studies can be quite high
and exceeds 100 in some studies.

Behavior Coding Procedures
Recording Procedures

In a few cases, interviews are coded “live” (during
the interview itself), sometimes by an observer, some-
times even by the interviewer herself. A main reason
for live coding is that one does not need permission
of the respondent to audio-record the interview.
Another advantage is that results are quickly avail-
able, which can be especially useful in case of pretest-
ing questionnaires.

In most studies, however, the interview is first
audio-recorded. More recently, in the case of compu-
ter-assisted interviewing, the interview is recorded by
the computer or laptop itself, thus eliminating the
need for a separate tape recorder. Coding audio-
recorded interviews is much more reliable than live
coding, because the coder can listen repeatedly to
ambiguous fragments.

If interviews are audio-recorded, they are some-
times first transcribed before coding. Transcripts yield
more details than the codes alone. For example, if a
particular question is often coded as “Read with
major change,” the availability of transcripts allows
the researcher to look at the kind of mistakes made by
the interviewer. Transcripts also make semi-automatic
coding possible; a computer program can decide, for
example, whether or not questions are read exactly
as worded.

Full Versus Selective Coding

In interviewer-monitoring studies, it may be suffi-
cient to code the utterances of the interviewer only;
moreover, the researcher may confine himself to

particular interviewer utterances, like question read-
ing, probing, or providing clarification. Other types of
utterances—for example, repeating the respondent’s
answer—are neglected. In pretesting studies, it is
sometimes decided to code only behavior of the
respondent. Also, in interaction studies, the researcher
may use a form of such “selective” coding, neglect-
ing all utterances after the answer of the respondent
(e.g., if the respondent continues to elucidate the
answer, this would not be coded). Alternatively, each
and every utterance is coded. Especially in the case of
interaction studies, this is the most common strategy.

All these procedural decisions have time and cost
implications. Selective live coding is the fastest and
cheapest, while full audio-recorded coding using tran-
scriptions is the most tedious and costly but also
yields the most information.

Wil Dijkstra

See also Cognitive Interviewing; Interviewer Monitoring;
Questionnaire Design
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BENEFICENCE

The National Research Act (Public Law 93348)
of 1974 created the National Commission for the
Protection of Human Subjects of Biomedical and
Behavioral Research, which, among other duties, was
charged with the responsibility of identifying, articu-
lating, and fully explaining those basic ethical princi-
ples that should underlie the conduct of biomedical
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and behavioral research involving human subjects
throughout the United States. The commission’s find-
ings have been detailed in a 1979 document typically
referred to as “The Belmont Report” in recognition
of the Smithsonian Institute satellite site where it was
drafted, the Belmont Conference Center in Elkridge,
Maryland. The Belmont Report identified three basic
ethical principals for the conduct of research, and one
of these is beneficence. (The other identified princi-
ples are justice and respect for persons.) The Belmont
Report clearly states that the principle of beneficence
has its roots in the long-standing ethical guidelines of
the medical profession’s Hippocratic Oath generally
and, in particular, its maxims instructing physicians to
“never do harm” while acting “according to [one’s]
ability and [one’s] judgment.”

From these ideas, three more fully articulated
notions have been derived. First is the principle that
researchers are obligated, not merely encouraged or
expected, to take all reasonable steps to avoid inflicting
foreseeable harm upon research participants. Second is
that researchers are obligated to work toward maximiz-
ing the benefits that research subjects might experience
from participation in a research program. This does
not mean that it is required that a research program
provide direct benefits to its research subjects, how-
ever. Similarly, investigators are obligated to attempt
to maximize anticipated longer-term benefits that
society or people in general might realize as a conse-
quence of the study. Finally, beneficence incorporates
the idea that exposing research participants to risk is
justifiable. The reality that research is a human enter-
prise, one that relies upon the individual abilities and
judgments of researchers acting within the frameworks
of existing knowledge and cultural norms, is recog-
nized. As such, it is ethically acceptable and permissi-
ble for research to possess or encompass potential for a
protocol or well-meaning actions taken by an investiga-
tor to result in harm to participants; typically some
level of risk is appropriate, and it is a judgment call as
to what that risk level can and should be. To summar-
ize, beneficence represents the process of balancing the
trade-off between the potential benefits and the justifi-
able risk of potential harms associated with participa-
tion in research, and it is manifest in investigator
efforts to minimize risks while maximizing potential
benefits to the individual participant and/or society as a
whole.

The term risk refers to both the likelihood of some
type of harm being experienced by one or more

research participants and the extent or severity of that
harm in the event that harm is experienced. Therefore,
assessments of the risks associated with a research proj-
ect may take account of the combined probabilities and
magnitudes of potential harms that might accrue to
research participants. Furthermore, though one procliv-
ity may be to think of harm as physical insults (such as
pain, discomfort, injury, or toxic effects of drugs or
other substances), the nature of potential harms can
be wide and varied. Indeed, while the potential for phy-
sical harms typically is virtually nonexistent in survey
research, other categories of potential harms frequently
are relevant. These other categories include:

e Psychological and emotional harms (e.g., depression,
anxiety, confusion, stress, guilt, embarrassment, or loss
of self-esteem)

e Social or political harms (e.g., “labeling,” stigmatiza-
tion, loss of status, or discrimination in employment)

e Economic harms (e.g., incurring actual financial
cost from participation), and

e Infringements of privacy or breaches of confidenti-
ality (which, in turn, may result in psychological,
emotional, social, political, or economic harms)

It is the principle of beneficence, along with the prin-
ciples of justice and respect for human subjects, that
stands as the foundation upon which the government-
mandated rules for the conduct of research (Chapter 45,
Subpart A, Section 46 of the Code of Federal
Regulations) have been created under the auspices of
the U.S. Department of Health and Human Services,
Office of Human Research Protections.

Jonathan E. Brill

See also Confidentiality; Ethical Principles
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Bias

Bias is a constant, systematic form or source of error,
as opposed to variance, which is random, variable
error. The nature and the extent of bias in survey
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measures is one of the most daunting problems that
survey researchers face. How to quantify the presence
of bias and how to reduce its occurrence are ever-
present challenges in survey research. Bias can exist
in myriad ways in survey statistics. In some cases its
effect is so small as to render it ignorable. In other
cases it is nonignorable and it can, and does, render
survey statistics wholly invalid.

Overview

Survey researchers often rely upon estimates of popu-
lation statistics of interest derived from sampling the
relevant population and gathering data from that sam-
ple. To the extent the sample statistic differs from the
true value of the population statistic, that difference
is the error associated with the sample statistic. If the
error of the sample statistic is systematic—that is, the
errors from repeated samples using the same survey
design do not balance each other out—the sample sta-
tistic is said to be biased. Bias is the difference
between the average, or expected value, of the sample
estimates and the target population’s true value for
the relevant statistic. If the sample statistic derived
from an estimator is more often larger, in repeated
samplings, than the target population’s true value,
then the sample statistic exhibits a positive bias. If the
majority of the sample statistics from an estimator are
smaller, in repeated samplings, than the target popu-
lation’s true value, then the sample statistic shows a
negative bias.

Bias of a survey estimate differs from the error of
a survey estimate because the bias of an estimate
relates to the systematic and constant error the esti-
mate exhibits in repeated samplings. In other words,
simply drawing another sample using the same sam-
ple design does not attenuate the bias of the survey
estimate. However, drawing another sample in the
context of the error of a survey can impact the value
of that error across samples.

Graphically, this can be represented by a bull’s-eye
in which the center of the bull’s-eye is the true value
of the relevant population statistic and the shots at the
target represent the sample estimates of that popula-
tion statistic. Each shot at the target represents an esti-
mate of the true population value from a sample using
the same survey design. For any given sample, the
difference between the sample estimate (a shot at
the target) and the true value of the population (the
bull’s-eye) is the error of the sample estimate.

Figure 1 Example of a biased sample statistic

Figure 2 Example of an unbiased sample statistic

Multiple shots at the target are derived from
repeated samplings using the same survey design. In
each sample, if the estimator of the population statis-
tic generates estimates (or hits on the bull’s-eye) that
are consistently off center of the target in a systematic
way, then the sample statistic is biased.

Figure 1 illustrates estimates of the true value of
the population statistic (the center of the bull’s-eye),
all of which are systematically to the upper right of
the true value. The difference between any one of
these estimates and the true value of the population
statistic (the center of the bull’s-eye) is the error of
the estimate. The difference between the average
value of these estimates and the center of the target
(the true value of the population statistic) is the bias
of the sample statistic.

Contrasting Figure 1 to a figure that illustrates an
unbiased sample statistic, Figure 2 shows hits to the
target that center around the true value, even though
no sample estimate actually hits the true value.

Unlike Figure 1, however, the sample estimates in
Figure 2 are not systematically off center. Put another
way, the average, or expected value, of the sample
estimates is equal to the true value of the population
statistic indicating an unbiased estimator of the popu-
lation statistic. This is an unbiased estimator even
though all of the estimates from repeated samplings
never hit the center of the bull’s-eye. In other words,
there is error associated with every sample estimate,
but not bias.
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Bias can be classified into two broad categories:
(1) the bias related to the sampling process, and (2) the
bias related to the data collection process. In the former
case, if the survey design requires a sample to be taken
from the target population, shortcomings in the sample
design can lead to different forms of bias. Biases
related to the sampling design are (a) estimation (or
sampling) bias, (b) coverage bias, and (c) nonresponse
bias. All of these are related to external validity.

Bias related to the data collection process is mea-
surement bias and is related to construct validity.
Measurement bias can be due to (a) data collection
shortcomings dealing with the respondent, (b) the
questionnaire, (c) the interviewer, (d) the mode of
data collection, or (e) a combination of any of these.

To gauge the size of the bias, survey researchers
sometimes refer to the relative bias of an estimator.
The relative bias for an estimator is the bias as a pro-
portion of the total population estimate.

Estimation Bias

Estimation bias, or sampling bias, is the difference
between the expected value, or mean of the sampling
distribution, of an estimator and the true value of the
population statistic. More specifically, if 6 is the
population statistic of interest and 6 is the estimator
of that statistic that is used to derive the sample esti-
mate of the population statistic, the bias of 6 is
defined as:

Bias[6]| = E[0] — 6.

The estimation bias of the estimator is the differ-
ence between the expected value of that statistic and
the true value. If the expected value of the estimator,
0, is equal to the true value, then the estimator is
unbiased.

Estimation bias is different from estimation, or
sampling, error in that sampling error is the difference
between a sample estimate and the true value of the
population statistic based on one sampling of the sam-
ple frame. If a different sample were taken, using the
same sample design, the sampling error would likely
be different for a given sample statistic. However, the
estimation bias of the sample statistic would still be
the same, even in repeated samples.

Often, a desirable property of an estimator is that it
is unbiased, but this must be weighed against other
desirable properties that a survey researcher may want

an estimator to have. For example, another desirable
property of an estimator can be that it is the most effi-
cient estimator from a class of estimators. In that case,
even if the estimator is biased to some degree, the
corresponding gain in efficiency can still lead to a
smaller mean squared error when compared with
unbiased estimators.

Coverage Bias

Coverage bias is the bias associated with the failure
of the sampling frame to cover the target population.
If the sampling frame does not allow the selection
of some subset of the target population, then a survey
can be susceptible to undercoverage. If a sampling
frame enumerates multiple listings for a given mem-
ber of the target population, then a survey can suffer
from overcoverage.

In the case of undercoverage, a necessary condition
for the existence of coverage bias is that there are
members of the target population that are not part of
the sampling frame. However, this is not a sufficient
condition for coverage bias to exist. In addition, the
members of the target population not covered by the
sampling frame must differ across the population sta-
tistic of interest in some nonignorable way from the
members of the target population covered by the sam-
pling frame. To the extent that there is not a statisti-
cally significant nonignorable difference between the
members of the target population covered by the sam-
pling frame and the members of the target population
not covered by the sampling frame, the coverage bias
is likely to be small, even in instances when there is
significant noncoverage of the population by the sam-
pling frame.

If one defines the following:

fc= The population mean for the relevant variable
for all members of the population covered by the sam-
pling frame

Oyc = The population mean for the relevant variable
for all members of the population not covered by the
sampling frame

pc = The proportion of the target population covered
by the sampling frame

coverage bias, due to undercoverage, is defined as:

BiasCovemge = (1 _PC) * (éc - éNC)'
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Coverage bias is composed of two terms. The first
term is the proportion of the target population not
covered by the sampling frame. The second term is
the difference in the relevant variable between the
population mean for those members covered by the
sampling frame and the population mean for those
members not covered by the sampling frame. From
this equation, it is clear that, as the coverage of the
population by the sampling frame goes to 1, the
amount of coverage bias goes to 0, even for large dif-
ferences between the covered and noncovered popu-
lation cohorts. Consequently, a sampling frame that
covers the target population entirely cannot suffer
from coverage bias due to undercoverage.

In those instances where there is not perfect overlap,
however, between the target population and the sam-
pling frame, methods have been developed to amelio-
rate possible coverage bias. Dual- and other multi-
frame designs can be used to augment a single-frame
design, thereby reducing the amount of noncoverage,
which reduces the potential coverage bias. Another
approach that can be used in conjunction with a dual-
frame design is a mixed-mode survey, whereby dif-
ferent modes of data collection can be employed
to address population members that would only be
reached by one mode. Both of these approaches require
implementation prior to data collection. However,
post-survey weighting adjustments can be used, as the
name implies, after data collection has taken place.

Nonresponse Bias

Nonresponse is the bias associated with the failure of
members of the chosen sample to complete one or more
questions from the questionnaire or the entire question-
naire itself. Item nonresponse involves sampled mem-
bers of the target population who fail to respond to
one or more survey questions. Unit nonresponse is the
failure of sample members to respond to the entire
survey. This can be due to respondents’ refusals or
inability to complete the survey or the failure of the
researchers to contact the appropriate respondents to
complete the survey.

Like coverage bias, to the extent that there is
not a statistically significant nonignorable difference
between the sample members who respond to the sur-
vey and the sample members who do not respond to
the survey, the nonresponse bias is likely to be small
(negligible), even in instances when there is signifi-
cant item or unit nonresponse.

If one defines the following:

Or= The population mean for the relevant variable
for all members of the sample who respond to the
survey

Oyg = The population mean for the relevant variable
for all members of the sample who do not respond to
the survey

pr = The proportion of the sample that responds to
the survey

nonresponse bias is defined as:
BiasNanresponse = (1 - PR) * (éR - aNR) .

Nonresponse bias is composed of two terms. The
first term is the proportion of the sample that did not
respond to the survey (or to a question from the ques-
tionnaire in the case of item nonresponse). The second
term is the difference in the relevant variable between
the sample members who responded and the popula-
tion mean for those sample members who did not
respond. From this equation, it is clear that, as the
response rate goes to 1, the amount of nonresponse
bias goes to 0, even for large differences between the
respondents and the nonrespondents. Consequently, a
survey (or a question) that has a 100% response rate
cannot suffer from nonresponse bias.

In those instances where there is not a 100%
response rate, however, methods have been developed
to lessen possible nonresponse bias. One method is to
invest survey resources into maximizing the response
rate to the survey. With this approach, regardless of
how different respondents and nonrespondents might
be, as the response rate goes to 1, the possibility of
nonresponse bias may become more remote. However,
often the survey resources required to achieve response
rates that approach 100% are sizable. For example, in
a telephone survey, conducting a large number of call-
backs and undertaking refusal conversions can lead to
higher response rates. But, by investing a large amount
of the survey resources into higher response rates, the
likelihood of diminished returns to this investment
becomes more likely.

Survey researchers recognize that, in the context
of nonresponse bias, the response rate is only part of
the story. Therefore, some other methods that survey
researchers use to combat nonresponse bias are
(a) designing questionnaires that attempt to minimize
the respondents’ burden of completing the survey;
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(b) identifying interviewers who are skilled in over-
coming refusals and training these interviewers to
hone these skills further; and (c) developing a motiva-
tional incentive system to coax reluctant respondents
into participation.

Another approach that adjusts survey data to attempt
to account for possible nonresponse bias is the use of
post-stratified weighting methods, including the use of
raking adjustments. With these methods, auxiliary
information is used about the target population to bring
the sample, along selected metrics, in line with that
population. Imputation methods can also be used to
insert specific responses to survey questions suffering
from item nonresponse.

Measurement Bias

Measurement bias is the bias associated with the
failure to measure accurately the intended variable or
construct. The bias results from the difference
between the true value for what the question or ques-
tionnaire intends to measure and what the question or
questionnaire actually does measure. The source of
the bias can be the interviewer, the questionnaire, the
respondent, the mode of data collection, or a combi-
nation of all of these.

Measurement bias can be particularly difficult
to detect. The problem with detection stems from the
possibility that the bias can originate from so many pos-
sible sources. Respondents can contribute to measure-
ment bias due to limitations in cognitive ability,
including recall ability, and due to motivational short-
comings in the effort required to answer the survey
questions properly. To combat measurement bias from
respondents, surveys can be designed with subtle redun-
dancy in the questions asked for variables and con-
structs where the survey researcher suspects some
problem. This redundancy allows the researcher to
examine the survey results for each respondent to deter-
mine whether internal inconsistencies exist that would
undermine the data integrity for a given respondent.

The questionnaire can contribute to measurement
bias by having questions that inadequately address
or measure the concepts, constructs, and opinions that
make up the subject matter of the study. The question-
naire can also contribute to measurement bias if the
question wording and order of questions impact the
quality of respondents’ answers. Typically, the amount
of measurement bias introduced due to the question-
naire will be difficult to gauge without controlled

experiments to measure the difference in respondents’
answers from the original questionnaire when com-
pared to the questionnaire that was reworded and that
reordered questions and possible response options.

Interviewers can contribute to measurement error
by failing to read survey questions correctly, by using
intonations and mannerisms that can influence respon-
dents’ answers, and by incorrectly recording responses.
To address possible measurement bias from inter-
viewers, the researcher can invest additional survey
resources into the training of interviewers to eliminate
habits and flawed data collection approaches that could
introduce measurement bias. Moreover, the researcher
can focus efforts to monitor interviewers as data collec-
tion is taking place to determine whether measurement
bias is likely being introduced into the survey by
interviewers.

The mode of data collection can also contribute to
measurement bias. To the extent that respondents’
answers are different across different modes of data
collection, even when other factors are held constant,
measurement bias could result due to different data
collection modes.

Jeffery A. Stec
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BILINGUAL INTERVIEWING

Bilingual interviewing refers to in-person and tele-
phone surveys that employ interviewers who have the
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ability to speak more than one language. Typically in
the United States, this means they are fluent in English
and in Spanish. These interviewers use their language
abilities to gain cooperation from sampled respondents
and/or to gather data from these respondents.

It has become increasingly common for survey
research organizations and their clients to gather the
voices, viewpoints, and experiences of respondents
who speak only in a native language other than
English or prefer to speak in a language other than
English. Representation from a sample that closely
resembles the target population is important in redu-
cing possible coverage and nonresponse biases. Even
though the most common bilingual ethnic group in
the United States is the Spanish-speaking or *“Spanish
Dominant” group, some survey researchers have been
known to delve deep into ethnic communities, collect-
ing survey data in more than 10 languages.

Knowing the Population

Bilingual interviewing presents a number of consid-
erations for the survey researcher. First, survey
researchers and clients need to determine which bilin-
gual and non-English populations will be included
in the survey. Before the questionnaire is translated
into the foreign language(s), it is important to under-
stand the bilingual population the survey will reach.
Some bilingual populations have cultural perceptions
about survey research that are different from non-
bilingual populations. Foreign-born bilingual respon-
dents often are not familiar with the field and practice
of survey research, necessitating an easily understood
explanation of the purpose of the survey provided by
the interviewer at the time of recruitment, thereby
increasing the level of trust between the interviewer
and respondent.

Interviewer Support

Additionally, bilingual populations may show hesita-
tion in answering particular questions that may not be
problematic for non-bilingual populations. For exam-
ple, many Spanish-speaking respondents tend to rou-
tinely hesitate when asked to provide their names and
addresses. Each bilingual group may have its own set
of questions that are considered “sensitive” when
asked by an outsider (i.e., the survey interviewer).
Thus the interviewer will need to find ways to mini-
mize respondent hesitation and reluctance in order to

continue successfully with the questionnaire. In order
to anticipate sensitive questions, the researcher may
want to hold focus groups with members of the bilin-
gual population prior to the start of the study.
Alterations to wording, improvements to transitions
leading into question sequences, clarifying statements,
and the addition of proactive persuaders can be useful
in minimizing the negative effects of asking sensitive
survey questions in languages other than English. The
training bilingual interviewers receive thus needs to
include attention to all these matters.

The survey researcher also will want to find out
how the target population might respond to the survey
mode. Some bilingual populations prefer to be inter-
viewed in person, where they can see the facial
expressions of the interviewer and pick up on body
language. Other bilingual populations are more pri-
vate and may prefer to be interviewed over the phone.
Even though each bilingual population might have
its own preference, the client and researchers may
choose to use only one mode of data collection across
different or mixed ethnic groups. Survey researchers
can train bilingual interviewers on techniques to make
the bilingual respondent feel comfortable in any type
of survey mode.

Translation Process

The quality of the bilingual questionnaire translation
will depend on the time and resources the survey
researcher can devote to the task. It is in the best inter-
est of the survey researcher to provide the group that is
doing the translation with information on the back-
ground of the study, information about the question-
naire topics, country-of-origin statistics of the target
population, acculturation level of the target population,
effective words or phrases that may have been used in
prior studies, and the format in which the survey will
be conducted (i.e., phone, mail, in person, etc.). All of
this information provides the translators with the tools
to tailor the questionnaire translation to the bilingual
target population(s). The preferred method of transla-
tion is to allow at least two translators to independently
develop their own translated versions of the survey
questionnaire. Next, the two translators use their
independent versions to develop a single version and
review the new version with the project lead to make
sure the concepts have been conveyed correctly and
effectively. The team then finalizes the version for use
in bilingual interviewing pilot testing. Even though this
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translation process takes additional time and resources,
it is preferred as a way to avoid problems common
in most survey translations that are associated with (a)
the overreliance of word-for-word literal translations,
(b) oral surveys that are translated into written style
(vs. spoken style), (c) translations in which the educa-
tional level is too high for the average respondent,
(d) terms that do not effectively convey the correct
meaning in the non-English language, (e) terms that
are misunderstood, and (f) terms that are inappropriate
to use in a professional survey. These problems
become evident when the survey researcher has not
provided enough information to the translation group.

The survey researcher will want to conduct the
final check of translated document for words that may
not be appropriate to use with the targeted bilingual
population(s). Word meaning can vary by country,
culture, and regional dialect, and inappropriate mean-
ings may not be evident to the translation company. It
is helpful to have a staff member who is knowledge-
able in both bilingual translations and cultural con-
siderations conduct the final questionnaire review.
A fine-tuned script is essential to building trust and
rapport with the bilingual respondent and to avoid
any fear or hesitation invoked by an outside party col-
lecting personal information.

Interviewing

In order to interview bilingual populations, the survey
research organization must employ bilingual inter-
viewers and bilingual support staff that are fluent in all
the languages in which respondents will be recruited
and interviewed. Interviewers and support staff should
be able to show mastery of the relevant languages, and
their abilities (including their ability to speak English
or the dominant language in which the survey will be
administered) should be evaluated through use of a lan-
guage skills test to measure spoken fluency, reading
ability, and comprehension in the other language(s).
During data collection, it is important for interviewers
and support staff to be able to communicate with the
researchers and project supervisors to work together to
address any culturally specific problem that may arise.

Depending on the level of funding available to the
survey organization, there are a few areas of additional
training that are useful in improving bilingual staff
interviewing skills: listening techniques, language and
cultural information about bilingual respondents, and
accent reduction techniques.

The researcher may want to have bilingual inter-
viewers trained to listen for important cues from the
respondent, that is, the respondents’ dominant lan-
guage, level of acculturation, culture or country of
origin, immigration status, gender, age, education
level, socioeconomic status, individual personality,
and situation or mood. The bilingual interviewer can
use these cues proactively to tailor the survey intro-
duction and address any respondent concerns, leading
to a smooth and complete interview.

Survey researchers can provide interviewers with
information on language patterns, cultural concepts,
and cultural tendencies of bilingual respondents.
Understanding communication behavior and attitudes
can also be helpful in tailoring the introduction and
addressing respondent concerns. Survey researchers
need to train bilingual interviewers to use a ‘“‘stan-
dard” conversational form of the foreign language,
remain neutral, and communicate in a professional
public-speaking voice. The use of a professional voice
helps reduce the tendency of both the interviewer and
respondent to judge social characteristics of speech,
especially when the interviewer has the same regional
language style as the respondent.

For those bilingual interviewers who will also be
conducting interviews in English but have trouble
with English consonant and vowel pronunciation, a
training module that teaches accent reduction will
help the interviewer produce clearer speech so that
English-language respondents do not have to strain to
understand.

Kimberly Brown

See also Fallback Statements; Interviewer Debriefing;
Interviewer Training; Language Barrier; Language
Translations; Nonresponse Bias; Questionnaire Design;
Respondent-Interviewer Rapport; Sensitive Topics
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BIPOLAR SCALE

Survey researchers frequently employ rating scales to
assess attitudes, behaviors, and other phenomena hav-
ing a dimensional quality. A rating scale is a response
format in which the respondent registers his or her
position along a continuum of values. The bipolar
scale is a particular type of rating scale characterized
by a continuum between two opposite end points. A
central property of the bipolar scale is that it measures
both the direction (side of the scale) and intensity
(distance from the center) of the respondent’s position
on the concept of interest.

The construction of bipolar scales involves numer-
ous design decisions, each of which may influence
how respondents interpret the question and identify
their placement along the continuum. Scales typically
feature equally spaced gradients between labeled end
points. Data quality tends to be higher when all of the
gradients are assigned verbal labels than when some
or all gradients have only numeric labels or are unla-
beled. Studies that scale adverbial expressions of
intensity, amount, and likelihood may inform the
researcher’s choice of verbal labels that define rela-
tively equidistant categories.

Both numeric and verbal labels convey information
to the respondent about the meaning of the scale
points. As shown in Figure 1, negative-to-positive
numbering (e.g., -3 to+ 3) may indicate a bipolar
conceptualization with the middle value (0) as a bal-
ance point. By contrast, low-to-high positive number-
ing (e.g, 0 to +7) may indicate a unipolar
conceptualization, whereby the low end represents the
absence of the concept of interest and the high end
represents a great deal. The choice of gradient labels

Extremely . » _ Extremely
dissatisfied ° 2 1 0 #2043 isied
Figure 1 Example of bipolar scale

may either reinforce or dilute the implications of the
end point labels.

While negative-to-positive numbering may seem
the natural choice for a bipolar scale, this format has
a potential drawback. In general, respondents are less
likely to select negative values on a scale with
negative-to-positive labeling than they are to select
the formally equivalent values on a scale with low-to-
high positive labeling. Similarly, bipolar verbal labels
result in more use of the midpoint and less use of the
negative values than when unipolar verbal labels are
used. Systematic reluctance to select negative values
shifts the distribution of the responses to the positive
end of the scale, yielding a relatively high mean score.
In addition, the spread of the responses attenuates,
yielding a reduction in variance.

The number of gradients represents a compromise
between the researcher’s desire to obtain more detailed
information and the limited capacity of respondents to
reliably make distinctions between numerous scale
values. Research suggests that 7-point scales tend to
be optimal in terms of reliability (test-retest) and the
percentage of undecided respondents. Thus, 7-point
scales plus or minus 2 points are the most widely used
in practice.

Scales featuring a large number of labeled gradients
may be difficult to administer aurally, as in a telephone
interview. A common solution is to decompose the
scale into two parts through a process called “branch-
ing” or “unfolding.” The respondent is first asked
about direction (e.g., Overall, are you satisfied or
dissatisfied?) and then about degree (e.g., Are you
extremely (dis)satisfied, very (dis)satisfied, somewhat
(dis)satisfied, or only a little (dis)satisfied?). In certain
multi-mode studies, branching may also be used to
increase the comparability of responses across different
modes of administration. In self-administered modes
and face-to-face interviewing, respondents are often
provided with a pictorial rendering of the scale, but
respondents in telephone interviews usually cannot be
provided with such visual aids. Administering a com-
mon branching question in each mode reduces the
effect of mode on respondents’ answers.
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The midpoint of a bipolar scale may be interpreted
in different ways. It can be conceived of as signaling
indifference (e.g., neither satisfied nor dissatisfied) or
ambivalence (e.g., satisfied in some ways but dissatis-
fied in others). When a middle position is explicitly
offered, more respondents will select it than will volun-
teer it if it is not explicitly offered. In general, including
a midpoint reduces the amount of random measure-
ment error without affecting validity. If, however, the
researcher has a substantive interest in dichotomizing
respondents between the two poles, excluding a middle
position may simplify the analysis.

Courtney Kennedy
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BoGus QUESTION

A bogus question (also called a fictitious question)
is one that asks about something that does not exist.
It is included in a survey questionnaire to help the
researcher estimate the extent to which respondents are
providing ostensibly substantive answers to questions
they cannot know anything about, because it does not
exist. Bogus questions are a valuable way for research-
ers to gather information to help understand the nature
and size of respondent-related measurement error.
Examples of how a researcher can use a bogus
question abound, but they are especially relevant to
surveys that measure recognition of, or past experi-
ence with, people, places, or things. For example,
in pre-election polls at the time of the primaries,

candidate name recognition is critical for understand-
ing the intentions of voters. Thus, the name of a ficti-
tious candidate could be added to the list of real
candidates the survey is asking about to learn how
many respondents answer that they know the fictitious
(bogus) candidate. Similarly, when people (e.g., sur-
veys of teenagers) are asked about the use of illegal
substances they may have used in the past, it is advi-
sable to add one or more bogus substances to the list
of those asked about to be able to estimate the propor-
tion of respondents who may well be answering erro-
neously to the real survey questions.

Past experience has shown that in some cases as
many as 20% of respondents answer affirmatively
when asked if they ever have “heard about X before
today,” where X is something that does not exist.
That is, these respondents do not merely answer that
they are “uncertain”—they actually report, “Yes,”
they have heard of the entity being asked about. Past
research has suggested that respondents with lower
educational attainment are most likely to answer affir-
matively to bogus questions.

The data from bogus questions, especially if several
bogus questions are included in the questionnaire, can
be used by researchers to (a) filter out respondents who
appear to have answered wholly unreliably, and/or (b)
create a scaled variable based on the answers given to
the bogus questions and then use this variable as a cov-
ariate in other analyses. Researchers need to explicitly
determine whether or not the needs of the survey justify
the costs of adding bogus questions to a questionnaire.
When a new topic is being studied—that is, one that
people are not likely to know much about—it is espe-
cially prudent to consider the use of bogus questions.

Paul J. Lavrakas

See also Measurement Error; Respondent-Related Error

Further Readings

Allen, I. L. (1966). Detecting respondents who fake and
confuse information about question areas on surveys.
Journal of Applied Psychology, 50(6), 523-528.

Bishop, G. F., Tuchfarber, A. J., & Oldendick, R. W. (1986).
Opinions on fictitious issues: The pressure to answer survey
questions. Public Opinion Quarterly, 50(2), 240-250.

Lavrakas, P. J., & Merkle, D. M. (1990, November). Name
recognition and pre-primary poll measurement error.
Paper presented at International Conference of Survey
Measurement Error, Tucson, AZ.



Bootstrapping 65

BOOTSTRAPPING

Bootstrapping is a computer-intensive, nonparametric
approach to statistical inference. Rather than making
assumptions about the sampling distribution of a sta-
tistic, bootstrapping uses the variability within a sam-
ple to estimate that sampling distribution empirically.
This is done by randomly resampling with replace-
ment from the sample many times in a way that
mimics the original sampling scheme. There are var-
ious approaches to constructing confidence intervals
with this estimated sampling distribution that can be
then used to make statistical inferences.

Goal

The goal of statistical inference is to make probability
statements about a population parameter, 0, from a
statistic, é, calculated from sample data drawn ran-
domly from a population. At the heart of such analy-
sis is the statistic’s sampling distribution, which is the
range of values it could take on in a random sample
of a given size from a given population and the prob-
abilities associated with those values. In the standard
parametric inferential statistics that social scientists
learn in graduate school (with the ubiquitous #-tests
and p-values), a statistic’s sampling distribution is
derived using basic assumptions and mathematical
analysis. For example, the central limit theorem gives
one good reason to believe that the sampling distribu-
tion of a sample mean is normal in shape, with an
expected value of the population mean and a standard
deviation of approximately the standard deviation of
the variable in the population divided by the square
root of the sample size. However, there are situations
in which either no such parametric statistical theory
exists for a statistic or the assumptions needed to
apply it do not hold. In analyzing survey data, even
using well-known statistics, the latter problem may
arise. In these cases, one may be able to use boot-
strapping to make a probability-based inference to the
population parameter.

Procedure

Bootstrapping is a general approach to statistical
inference that can be applied to virtually any statistic.
The basic procedure has two steps: (1) estimating the

statistic’s sampling distribution through resampling,
and (2) using this estimated sampling distribution to
construct confidence intervals to make inferences to
population parameters.

Resampling

First, a statistic’s sampling distribution is estimated
by treating the sample as the population and conduct-
ing a form of Monte Carlo simulation on it. This
is done by randomly resampling with replacement a
large number of samples of size n from the original
sample of size n. Replacement sampling causes the
resamples to be similar to, but slightly different from,
the original sample, because an individual case in the
original sample may appear once, more than once, or
not at all in any given resample.

For the resulting estimate of the statistic’s sampling
distribution to be unbiased, resampling needs to be
conducted to mimic the sampling process that gener-
ated the original sample. Any stratification, weighting,
clustering, stages, and so forth used to draw the origi-
nal sample need to be used to draw each resample. In
this way, the random variation that was introduced into
the original sample will be introduced into the resam-
ples in a similar fashion. The ability to make inferences
from complex random samples is one of the important
advantages of bootstrapping over parametric inference.
In addition to mimicking the original sampling proce-
dure, resampling ought to be conducted only on the
random component of a statistical model. For example,
an analyst would resample the error term of a regres-
sion model to make inferences about regression para-
meters, as needed, unless the data are all drawn from
the same source, as in the case of using data from a
single survey as both the dependent and independent
variables in a model. In such a case, since the indepen-
dent variables have the same source of randomness—an
error as the dependent variable—the proper approach is
to resample whole cases of data.

For each resample, one calculates the sample sta-
tistic to be used in the inference, 6*. Because each
resample is slightly and randomly different from
each other resample, these 6*s will also be slightly
and randomly different from one another. The central
assertion of bootstrapping is that a relative frequency
distribution of these §*s is an unbiased estimate of the
sampling distribution of 6, given the sampling proce-
dure used to derive the original sample being
mimicked in the resampling procedure.
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To illustrate the effect of resampling, consider the
simple example in Table 1. The original sample was
drawn as a simple random sample from a standard nor-
mal distribution. The estimated mean and standard
deviation vary somewhat from the population para-
meters (0 and 1, respectively) because this is a random
sample. Note several things about the three resamples.
First, there are no values in these resamples that do not
appear in the original sample, because these resamples
were generated from the original sample. Second, due
to resampling with replacement, not every value in the
original sample is found in each resample, and some of
the original sample values are found in a given resam-
ple more than once. Third, the sample statistics esti-
mated from the resamples (in this case, the means and
standard deviations) are close to, but slightly different
from, those of the original sample. The relative fre-
quency distribution of these means (or standard devia-
tions or any other statistic calculated from these
resamples) is the bootstrap estimate of the sampling
distribution of the population parameter.

How many of these resamples and 6*s are needed
for an analyst to conduct valid bootstrap inference?
This bootstrap estimate of the sampling distribution of
0 is asymptotically unbiased, but how many resamples
yield a sampling distribution estimate with a variance
small enough to yield inferences precise enough to be
practical? There are two components to this answer.
First, the asymptotics of the unbiasedness proof for
the bootstrap estimate of the sampling distribution
require an original sample of data so that the statisti-
cal estimate has about 30-50 degrees of freedom.
That is, bootstrapping needs samples of only about
30-50 cases more than the number of parameters
being estimated. Second, the number of resamples
needed to flesh out the estimated sampling distribu-
tion needs to be at least about 1,000. But with high-
powered personal computers, such resampling and
calculation requires a trivial amount of time and
effort, given the ability to write an appropriate loop-
ing algorithm.

Confidence Intervals

After one estimates the sampling distribution of 0
with this resampling technique, the next step in boot-
strap statistical inference is to use this estimate to
construct confidence intervals. There are several ways
to do this, and there has been some controversy as

Table 1 Original data and three resamples

Original
Case Sample  Resample Resample Resample
Number  (N(0,1)) #1 #2 #3
1 0.697 -0.27 —1.768 —0.27
2 —1.395 0.697 —0.152 —0.152
3 1.408 —1.768 —0.27 —1.779
4 0.875 0.697 —0.133 2.204
5 —2.039 —0.133 —1.395 0.875
6 —0.727 0.587 0.587 —-0.914
7 —0.366 —0.016 —1.234 —-1.779
8 2.204 0.179 —0.152 —-2.039
9 0.179 0.714 —1.395 2.204
10 0.261 0.714 1.099 —0.366
11 1.099 —0.097 —1.121 0.875
12 —0.787 —-2.039 —0.787 —-0.457
13 —0.097 —1.768 —0.016 —1.121
14 —-1.779 —0.101 0.739 —-0.016
15 —0.152 1.099 —1.395 -0.27
16 —1.768 —0.727 —1.415 —-0.914
17 —0.016 —1.121 —0.097 —0.860
18 0.587 —0.097 —0.101 —-0.914
19 -0.27 2.204 —-1.779 —-0.457
20 —0.101 0.875 —1.121 0.697
21 —1.415 —-0.016 —0.101 0.179
22 —0.860 —0.727 —-0.914 —0.366
23 —1.234 1.408 —2.039 0.875
24 —0.457 2.204 —0.366 —1.395
25 —0.133 —1.779 2.204 —1.234
26 —1.583 —1.415 —0.016 —1.121
27 —-0.914 —0.860 —0.457 1.408
28 —1.121 —0.860 2.204 0.261
29 0.739 —1.121 —0.133 —1.583
30 0.714 —0.101 0.697 —-2.039
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Table 1 (continued)

Original
Case Sample  Resample Resample Resample
Number  (N(0,1)) #1 #2 #3
Mean —0.282 —0.121 —0.361 —0.349
StDev 1.039 1.120 1.062 1.147

Note: Column 2 holds the original sample of 30 cases drawn
randomly from a standard normal distribution. Columns 3-5
hold bootstrap re-samples from the original sample.

to which confidence interval approach is the most
practical and statistically correct. Indeed, much of the
discussion of the bootstrap in the statistical literature
since its development in the 1980s has been devoted
to developing and testing these confidence interval
approaches, which are too complicated to discuss
here. (See Further Readings for details and instruc-
tions on these confidence interval approaches.)

Useful Situations

There are two situations in which bootstrapping is most
likely to be useful to social scientists. First, the boot-
strap may be useful when making inferences using a
statistic that has no strong parametric theory associated
with it, such as the indirect effects of path models,
eigenvalues, the switch point in a switching regression,
or the difference between two medians. Second, the
bootstrap may be useful for a statistic that may have
strong parametric theory under certain conditions, but
those conditions do not hold. Thus, the bootstrap may
be useful as a check on the robustness of parametric
statistical tests in the face of assumption violations.

Christopher Z. Mooney
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Random Sample
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BOUNDING

Bounding is a technique used in panel surveys to reduce
the effect of telescoping on behavioral frequency
reports. Telescoping is a memory error in the temporal
placement of events; that is, an event is remembered,
but the remembered date of the event is inaccurate.
This uncertainty about the dates of events leads respon-
dents to report events mistakenly as occurring earlier or
later than they actually occurred. Bounding reduces tel-
escoping errors in two ways. First, bounding takes
advantage of the information collected earlier to elimi-
nate the possibility that respondents report events that
occurred outside a given reference period. Second,
bounding provides a temporal reference point in respon-
dents’ memory, which helps them correctly place an
event in relation to that reference point.

A number of specific bounding procedures have
been discussed in the survey literature. The bounding
interview procedure was first developed by John Neter
and Joseph Waksberg in the 1960s in a study of
recall of consumer expenditures (they call it “bounded
recall”). The general methodology involves completing
an initial unbounded interview in which respondents are
asked to report events that occurred since a given date.
In the subsequent bounded interviews, the interviewer
tells the respondents the events that had been reported
during the previous interview and then asks for addi-
tional events occurring since then. In other words, the
information collected from each bounded interview is
compared with information collected during previous
interviews to ensure that the earlier reported events are
not double counted.

For example, suppose panel respondents are inter-
viewed first in June and then in July. The June inter-
view is unbounded, where respondents are asked to
report events that occurred in the previous month.
The July interview is bounded. Interviewers would
first inform respondents of the data they had provided
in June and would then inquire about events that hap-
pened since then. Often the data from the initial
unbounded interview are not used for estimation but
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are solely used as a means for reminding respondents
in subsequent interviews about the behaviors that
have already been reported.

Neter and Waksberg demonstrated in their study
that bounding effectively reduced 40% of telescoping
on expenditures and 15% on the number of home
improvement jobs. This finding encourages panel or
longitudinal surveys to employ the bounding tech-
nique to reduce the effect of telescoping. The
National Crime and Victimization Study (NCVS) is
one example. In its redesign, NCVS uses the first of
its seven interviews to “bound” the later interviews.
There is some evidence suggesting that this bound-
ing technique reduces the likelihood of respondents
reporting duplicate victimizations.

The bounding procedure proposed by Neter and
Waksberg requires multiple interviews; thus, it is
viable only for longitudinal or panel surveys. For one-
time surveys, researchers have proposed bounding
respondent memory by first asking about an earlier
period and then about the more current period. For
instance, within a single health interview, respondents
are first asked about their health behavior in the pre-
vious calendar month and then asked about the same
events in the current calendar month. One study
shows that bounding within a single interview with
two questions reduces reports by between 7% and
20% for health-related behaviors. It reduces telescop-
ing by about 30% to 50% for trivial events, such as
purchasing snacks.

Bounding also reduces telescoping error by provid-
ing a cognitive reference point in respondents’ mem-
ory. The initial unbounded interview in Neter and
Waksberg’s procedure serves a cognitive function for
the respondents who recall the last interview and then
use that to ascertain whether an event occurred since
then. Similarly, the single-interview bounding techni-
que uses the first question to create temporal reference
points that assist the respondent in correctly placing
an event. A related technique to create a reference
point is to use significant dates or landmark events.
Landmark events such as New Year’s Day, political
events, and personally meaningful events (such as a
graduation, a wedding, or a local flood) have been
used to bound respondents’ memory. Research shows
that bounding with these landmark events or person-
ally meaningful events significantly reduced incidence
of telescoping.

However, bounding with landmark events has its
own problems. First, the landmark events might be

telescoped forward in one’s memory. Second, the
landmark events that survey researchers use in a ques-
tionnaire might not be equally salient for all respon-
dents interviewed. Thus, subgroup differences might
exist in the extent of telescoping error with landmark
events, which further distorts comparisons among
subpopulations.

Bounding has been shown to be effective in redu-
cing forward telescoping errors and external telescop-
ing errors, but it is less effective in reducing errors
resulting from backward telescoping or internal tele-
scoping. In addition, it does not address the effect of
forgetting and other types of errors related to retriev-
ing temporal information from long-term memory.
Additional research is needed to further investigate
the mechanism and the effectiveness of bounding on
reducing telescoping error.

Ting Yan

See also Measurement Error; Retrieval; Telescoping
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BRANCHING

Branching is a questionnaire design technique used
in survey research that utilizes skip patterns to ensure
that respondents are asked only those questions that
apply to them. This technique allows the question-
naire to be tailored to each individual respondent so
that respondents with different characteristics, experi-
ences, knowledge, and opinions are routed to applic-
able questions (e.g., questions about a treatment for
diabetes are only asked to respondents who have been
diagnosed with diabetes).
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Branching also is used to ask respondents to choose
among a large number of response options without
requiring them to keep all the response options in work-
ing memory (e.g., respondents can be asked whether
they identify with the Republican or Democratic party
and then asked how strongly they identify with the rele-
vant party in follow-up questions).

Branching can be conditional, compound condi-
tional, or unconditional. In conditional branching, a
single condition is met where routing occurs based on
the answer to a single question (i.e., if the answer to
question #1 is “No,” then skip to question #3). In
compound conditional branching, more than one con-
dition must be met. The branching in this case is
dependent on multiple answers, and routing occurs
based on a combination of answers (i.e., if the answer
to question #1 is “Yes” or the answer to question #2
is “Yes,” skip to question #5). Unconditional branch-
ing is a direct statement with no conditions, often used
to bring the respondent back to a specific point in the
main survey after following a branching sequence. The
approaches to branching differ depending on survey
administration.

As a general rule, computer-assisted data collection
(i.e., Internet surveys or computer-assisted self, tele-
phone, or personal interviews) allows for more com-
plex branching than paper-and-pencil data collection.
Branching can be accomplished in computer-assisted
survey instruments using programmed Boolean logic
statements (i.e., if (question #) (state condition, such
as =, <, >) (value), then (skip to question #)).
Branching in paper-and-pencil survey instruments
cannot make use of these technological complexities.
Rather, it requires the appropriate placement of visual
cues to guide respondents or interviewers through the
branching instructions. Some common visual layouts
include using arrows, placing the branching instruc-
tions within approximately nine characters of text
(within foveal view), using enlarged, bold, and/or ita-
licized font, and changing the background color. Two
additional techniques that can be employed to guide
the respondent or interviewers through paper-and-
pencil branching instructions are the prevention tech-
nique and the detection technique. In the prevention
technique, respondents are educated before reaching
the branching instruction by including statements to
remind them to look for instructions. In the detection
technique, respondents are able to detect any branch-
ing errors they may have made through the use of
feedback, such as inserting an additional branching

instruction before the question that is supposed to be
skipped, allowing them to correct the error and follow
the instruction as intended.

There are two types of errors associated with
branching. Errors of omission occur when respon-
dents skip questions that were intended for their com-
pletion and result in item nonresponse for those items
that were inadvertently skipped. Conversely, errors of
commission occur when respondents provide answers
to questions that were not intended for their comple-
tion. Accurate computer-assisted survey programming
and proper paper-and-pencil survey visual layout of
branching instructions can significantly reduce or even
eliminate these errors.

Mindy Anderson-Knott

See also Bipolar Scale; Computer-Assisted Personal
Interviewing (CAPI); Computer-Assisted Self-
Interviewing (CASI); Computer-Assisted Telephone
Interviewing (CATI); Errors of Commission; Errors of
Omission; Missing Data
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Bureau ofF LABOR StATisTICS (BLS)

The Bureau of Labor Statistics (BLS) is an agency
within the U.S. Department of Labor (DOL) that is
charged with collecting, processing, analyzing, and dis-
seminating essential statistical data about business,
finance, employment, and the economy. Other govern-
ment agencies and many organizations in the private
and public sectors heavily rely upon BLS to provide
reliable data that is both sweeping in its scope and
timely. Its parent organization, the DOL, counts on the
BLS to serve as its statistical resource, as does the rest
of the federal executive branch, Congress, academic
researchers, subnational governmental bodies, private



70 Bureau of Labor Statistics (BLS)

business, labor interests, and ultimately the American
public.

BLS has adopted as part of its mission the contin-
ual effort to remain relevant to contemporary social
and economic issues. It strives for impartiality and
data integrity in its statistical reporting. Specifically,
BLS follows the Office of Management and Budget’s
Statistical Policy Directive. Historically, the BLS
was established in the late 19th century’s period of
national expansion and growing economic complex-
ity. The American economy was, and still remains, a
rich phenomenon that is accompanied by a large
amount of raw data output that can shed light on var-
ious aspects of the whole.

In an effort to synthesize the expanse of data into
digestible form, BLS conducts survey programs,
either themselves or through contracts with the U.S.
Bureau of the Census or a cooperating state agency.
BLS will then release the gathered data in monthly,
quarterly, and annual publications or in periodically
published topical reports. Both the chronologically
issued reports and the special publications are avail-
able in a variety of media including disks and micro-
fiche; however, the most widely used forum for their
dissemination is the BLS Web site. Furthermore, the
data are available on the Internet at the federal gov-
ernment’s multi-agency statistical depository Web
site. In addition to these national level reports, the six
BLS regional offices (Atlanta, Boston, Chicago,
Dallas, Philadelphia, and San Francisco) make avail-
able unique data as well. While other government
agencies work in the economic data area, notably
including the Department of Commerce’s Bureau of
Economic Analysis and the Federal Reserve Board, it
is BLS that offers the most diverse data on the econ-
omy. BLS leadership has divided its survey programs
into six categories: (1) employment and unemploy-
ment, (2) prices and living conditions, (3) compensa-
tion and working conditions, (4) productivity and
technology, (5) employment projections, and (6) inter-
national programs.

Mass media outlets frequently report the work of
the BLS on topics that interest a great number of citi-
zens. However, in the process of editing and summar-
izing the data for the sake of brevity, the media rarely
explain the methods by which the information is
acquired. The primary survey instrument used by the
BLS to gather both employment and unemployment
data and compensation and working conditions data is
their Current Population Survey (CPS). The CPS is

notable because of its sample size and its steady
ongoing form, which allows for time series analysis
of its results. The survey’s 60,000-person sample is
drawn from the civilian noninstitutionalized popula-
tion of the United States that is at least 16 years of
age. The basic labor force data are gathered monthly,
and special topics are covered on a periodic basis.
Because of BLS’s compliance with federal privacy
guidelines, microdata from individual respondents are
not made available. Rather, the data are reported in
summary table and aggregate analyses. Information is
available for researchers on the population’s employ-
ment status, broken down by the categories of age,
sex, race, Hispanic identity, marital status, family
relationship, and Vietnam-era veteran status. The indi-
viduals’ occupations, industry, class of worker, hours
of work, full-time or part-time status, and reasons for
working part-time are also included. There are ques-
tions posed that are unique to multiple jobholders and
discouraged workers as well. The special topic surveys
are myriad; they include subjects such as the labor force
status of working women with children, and disabled
veterans; and also information on work experience,
occupational mobility, job tenure, educational attain-
ment, and school enrollment of workers. The results of
this survey can be found in BLS-produced sources
including the following: The Employment Situation,
Employment and Earnings, Usual Weekly Earnings of
Wage and Salary Workers, and the Monthly Labor
Review. Indeed, uses for the data are as diverse, includ-
ing measuring the potential of the labor supply, determin-
ing factors affecting changes in labor force participation
of different population groups, and the evaluation of
wage rates and earnings trends.

Other than the unemployment rate, perhaps the
most widely recognizable output from BLS surveying
is that used to calculate the Inflation Rate. The infla-
tion rate is the percentage change in the Consumer
Price Index from the preceding year. The BLS col-
lects and processes data on the prices of thousands of
goods and services every month, data that in turn pro-
duces the cost of a “basket of goods” for a consumer.
Additionally, the cost of a “basket of goods” for a
firm rather than a consumer is used to calculate the
analogous Producer Price Index. Survey work on con-
sumer spending habits, as well as imports and exports,
rounds out the BLS’s efforts to track prices and living
conditions. Notable other statistical output from BLS
includes the Quarterly Labor Productivity Report,
which uses data from the Current Employment Survey,
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the National Compensation Survey, and the Hours
at Work Survey; as well as the Occupational Outlook
Handbook. The handbook is administered by the Office
of Occupational Statistics and Employment Projections
and contains information summarizing the working con-
ditions and career prospects of established occupations.

Matthew Beverlin

See also Current Population Survey (CPS)
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BusIES

Busies are a survey disposition that is specific to
telephone surveys. They occur when the interviewer
or a predictive dialer dials a number in the sampling
pool and encounters a busy signal. Busies can be con-
sidered a positive outcome because they often indicate
(a) that the telephone number is in service, and
(b) that a person likely can eventually be reached at
the number.

Busies can usually be considered a temporary dis-
position code because the presence of a busy signal
is not sufficient to establish whether the respondent or
household is eligible for the survey (i.e., busies are
cases of unknown eligibility). As a result, it is impor-
tant to have the interviewer redial the number. One
common sample management strategy is to have the
number redialed immediately, thus ensuring that the
number was dialed correctly and making it possible to
reach the person using the phone if he or she was in
the process of finishing the call. However, depending

on the sample management rules used by the survey
organization, busies often also are redialed later in the
same interviewing session and on a variety of other
days and times in order to maximize the chances of
reaching a person. Busies normally are considered a
final survey disposition only if a busy signal is the out-
come of all call attempts (i.e., the number is always
busy) or the only other call outcome is “‘ring-no
answer.”

A potential problem in coding busy signals is that
they can be confused with fast busy signals. These fast
busy signals are sometimes used by a number of tele-
phone companies to identify nonworking telephone
numbers and can also occur when heavy call volumes
fill all of the local telephone circuits. Fast busy case dis-
positions often are considered final dispositions and
ineligible numbers, and thus they usually have a survey
disposition code that is different from the code used for
normal busies. Telephone interviewers need to under-
stand the difference between busies and fast busy sig-
nals, along with the different dispositions of cases that
reach busies and fast busy signals. This knowledge will
ensure that interviewers code the ineligible, fast busy
cases appropriately and will prevent interviewers from
making unnecessary additional call attempts on these
cases.

Matthew Courser

See also Fast Busy; Final Dispositions; Response Rates;
Temporary Dispositions
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CALLBACKS

Callbacks are a survey disposition that is specific to
telephone surveys. They are a common temporary sur-
vey disposition because fewer than half of all com-
pleted interviews occur on the first dialing of a case.
Callbacks happen for a number of reasons. For exam-
ple, an interviewer might dial a telephone number in
the sampling pool and be told that the designated
respondent is not available to complete the interview at
the time of the call. In other cases, the interviewer
might reach the designated respondent but learn that
he or she would prefer to complete the interview at
another time. A callback might also occur if an inter-
viewer dials a telephone number and reaches an
answering machine or a voicemail service. Callbacks
are considered a positive outcome because they usually
indicate that the household or designated respondent is
eligible and that an interview is likely to be completed
with the respondent if the interviewer is able to reach
him or her at a good time. Cases coded with the call-
back disposition usually are considered eligible cases
in calculating survey response rates because the inter-
viewer has been able to determine that the household
or designated respondent meets the qualifications set
by the survey researcher for completing the interview.
Callbacks can occur for multiple reasons, and as
a result the callback disposition often is further cate-
gorized into a general callback disposition and a spe-
cific callback disposition. In a general callback, the
interviewer learns that the designated respondent is
not available at the time of the call but does not learn
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anything that would help him or her determine the
best time to reach the designated respondent. In other
cases coded with a general callback disposition, the
interviewer may obtain some information about when
to next make a call attempt on the case (such as “eve-
nings only” or ‘“before 2:30 p.m.”) but is not able
to make an appointment to contact the designated
respondent at a definite day or time. In a specific call-
back, however, the interviewer learns enough to set
a definite day and time for the next call attempt (such
as, “appointment set for 2:30 p.m. tomorrow”). Aside
from learning the day and time for subsequent call
attempts, interviewers also should attempt to obtain
other information that might increase the chances of
converting the callback into a completed interview.
This information might include the name and/or gen-
der of the designated respondent, or any other infor-
mation that might help the interviewer reach the
designated respondent on subsequent call attempts.

Because cases coded with the callback disposition
are eligible and continue to be processed in the sam-
pling pool, information learned during previous call
attempts about when to contact the designated respon-
dent can be used to better target subsequent call
attempts by the interviewer. For a specific callback,
additional call attempts should occur at the appoint-
ment time set by the respondent; additional call
attempts on a general callback in which little is
known might be made at a variety of other days and
times in order to increase the chances of reaching the
designated respondent and/or to learn more about
how to target additional call attempts.

Matthew Courser
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See also Busies; Calling Rules; Designated Respondent;
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Temporary Dispositions
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CALLer ID

Caller ID is a telephone service in the United States
that transmits the caller’s name and/or telephone
number to the called party’s telephone. Today most
telephones come with caller ID capabilities, and tele-
phone companies regularly offer the service for little
or no cost as part of their monthly service packages.
Caller ID consists of two elements: the calling num-
ber and the subscriber name. This information appears
on a person’s telephone or display unit. Caller ID
service lets you identify yourself to the person you
are calling and lets you see who is calling before you
answer the phone. It is estimated that more than half
of all households in the United States have caller ID.
Because this technology allows people to see who is
calling, it is frequently used to screen unwanted calls,
including those from survey research organizations.
More and more people are using caller ID technology
and caller ID-based services to screen incoming calls.
A variety of call screening services or devices allow
households to selectively or arbitrarily reject anony-
mous callers or any phone number that is not pre-
identified to ring through.

The Federal Communications Commission (FCC)
has developed national caller ID rules. These rules
allow subscribers to block or prevent their names and
numbers from being displayed permanently or on
a call-by-call basis. Conversely, the FCC rules require
telemarketers to transmit caller ID information and
prohibit them from blocking such information. Calls
to emergency lines, such as 911, are exempt from fed-
eral caller ID rules and are governed by state rules
and policies.

Caller ID technology and related call-blocking ser-
vices will certainly continue to grow in popularity.

Therefore researchers must continue to analyze the
impact of this technology on response rates and to
experiment with using caller ID technology to improve
response rates. Although research firms are not required
to send caller ID information, there is some experimen-
tal evidence that response rates may be improved by
sending the survey firm name or an 800-number as their
caller ID tag.

Linda Piekarski

See also Call Screening; Federal Communications
Commission (FCC) Regulations; Noncontacts; Privacy
Manager

Further Readings

Link, M., & Oldendick, R. (1999). Call screening. Public
Opinion Quarterly, 63, 577-589.

Trussell, N., & Lavrakas, P. J. (2005, May). Testing the
impact of caller ID technology on response rates in
a mixed mode survey. Paper presented at 2005 American
Association for Public Opinion Conference, Miami
Beach, FL.

CALL FORWARDING

Call forwarding is a feature on most U.S. and interna-
tional telephone networks that allows an incoming
call to be redirected to one or more other telephone
numbers as directed by the subscriber. This feature is
popular with individuals who want or need to be
reached when they are not at home or want to avoid the
delays inherent with answering machines and voice-
mail. The use of call forwarding features can cause
problems for telephone survey researchers. When an
incoming call has been forwarded to another location,
the called party may be less willing to participate in
a survey at that location. When a call is forwarded to
a cell phone in the United States, the called party will
incur a cost in terms of dollars or minutes and may be
in a location or other circumstance that is incompatible
with survey participation.

Standard call forwarding transfers all calls from
phone number A to phone number B. Special types of
call forwarding are also available. Call forwarding
can automatically route calls that are not answered
within a designated number of rings or when the line
is busy to another telephone number. Finally, call
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forwarding can transfer only those calls coming from
a select set of telephone numbers. Remote access to
call forwarding allows customers to activate or deacti-
vate call forwarding from any telephone equipped
with touch tone. In the North American Numbering
Plan, vertical service codes, such as *72 for activa-
tion, are used to control call forwarding. Usually, the
forwarded line rings once, to remind anyone there that
calls are being redirected.

The fee structures associated with placing a call to
a called party who has his or her number forwarded
can be subtle. For example, in the United States, Per-
son A in Pittsburgh calls Person B in Chicago, who
has forwarded his calls to Person C in Los Angeles.
Person A will be charged for a long-distance call from
Pittsburgh to Chicago, and Person B will be charged
for a long-distance call from Chicago to Los Angeles.
Call forwarding from a landline number to a cell phone
will result in additional costs to respondents and pro-
blems associated with location of the respondent at
the time of contact. These charges and unexpected
circumstances may make respondents less likely to
cooperate in a survey when reached at a telephone
number or location other than their residences. Since
sample suppliers routinely remove numbers assigned to
wireless services from their databases, most of the cell
phones encountered in telephone surveys are likely the
result of call forwarding. Researchers should attempt
to identify these cell phones early in the interview pro-
cess and offer alternative means for completing the
interview.

Finally, call forwarding may mean that an inter-
view is completed in a location other than that associ-
ated with the telephone number dialed. For example,
in the case of the areas affected by the hurricanes
of 2005, call forwarding was included in the list of
waived services that customers of BellSouth could
consider using during their displacement. Also, a tele-
phone company sometimes briefly uses call forward-
ing to reroute calls from an old number to a new
number after a customer moves or ports his or her
number to a new provider.

A problem caused by call forwarding that research-
ers doing surveys of the general population must
address occurs when the original number dialed is
a business number and it is forwarded to a residential
number. In these cases, the household that actually is
reached is not considered eligible because it was
reached by sampling a nonresidential number. To
determine when this happens, interviewers need to

verify with the respondent that she or he has been
reached at the number that was dialed.

Linda Piekarski

See also Federal Communications Commission (FCC)
Regulations; Number Portability; Telephone Consumer
Protection Act of 1991

CALLING RULEs

Telephone survey researchers often utilize a set of
guidelines (or calling rules) that dictate how and when
a sample unit should be contacted during the survey’s
field period. These rules are created to manage the
sample with the goal of introducing the appropriate
sample elements at a time when an interviewer is most
likely to contact a sample member and successfully
complete an interview. In telephone surveys, calling
rules are typically customized to the particular survey
organization and to the particular survey and should be
crafted and deployed with the survey budget in mind.

Calling rules are a primary mechanism that research-
ers can use to affect a survey’s response rate. All else
equal, making more dialing attempts will lower non-
contact-related nonresponse, thereby yielding a higher
response rate. In general, the more call attempts placed
to a telephone number, the more likely someone will
eventually answer the phone, thereby giving the survey
organization’s interviewers the opportunity to try to
complete an interview. However, the trade-off to mak-
ing more and more phone calls is the additional costs
incurred with each call, both in terms of interviewers’
labor and the toll charges related to the calls.

Since all surveys have finite budgets and resources
that must be allocated for dialing attempts, resources
allocated for these purposes cannot be used for other
important purposes, such as additional questionnaire
testing or development or gathering data from larger
sample sizes. This competition for survey resources,
along with the tension between achieving higher
response rates with more calls made and the added
expenditure of these additional call attempts illustrates
the importance of a well-thought-out approach to the
development and implementation of calling rules to
manage a telephone survey sample.

When examining calling rules, an important dis-
tinction is often made between first call attempts to
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a sample member, or cold calls, versus subsequent
calls to sample members, or callbacks. The impor-
tance of this distinction lies in the different infor-
mation that is available to the survey researcher to
establish calling rules.

In the case of first call attempts, little information
exists about the sample member, including no infor-
mation about the effectiveness of calls previously
placed to that sample member. For subsequent call
attempts, however, the call history for the sample
numbers can be utilized to refine the placement of
calls to these sample members. Consequently, calling
rules for subsequent calls often differ from the calling
rules used to place initial calls.

These calling rules, regardless of whether they
apply to first call attempts or subsequent call attempts,
can be classified into two different types: ranked cate-
gory type calling rules and priority scoring type call-
ing rules. Each type denotes an inherent property of
calling rules, which is to create some calling order for
survey administrators to follow with active samples.

Ranked Category

In the case of ranked category calling rules, the sam-
ple is categorized into independent (nonoverlapping)
cohorts, based on sample member characteristics and/
or previous call outcomes, and then ranked in order of
the most likely categories to lead to a contacted sam-
ple member. For example, a simple ranked category
calling rules system might suggest that previously
reached sample members, answering machines, and
ring-no answers are categorized as such and then
should be called in that order. More complicated
ranked category systems would classify the sample
into more specialized categories and, therefore, have
more elaborate calling rules to process the sample. As
an example, for sample members who have yet to be
contacted, categories could be created that take into
account the time and day that previous calls had been
made. Calling rules could then dictate that future calls
should be made at times and days on which previous
calls had not been attempted. Once a call attempt is
made under a ranked category calling rules system,
assuming that the sample member remains part of the
active sample, the information gained from the last
call is incorporated into the information set for that
sample member. This additional information collected
from the last call is used to recategorize the sample
member, possibly into a different sample category.

Ranked category calling rules can be implemen-
ted using computer-assisted telephone interviewing
(CATI), but they can also be implemented without
the use of computers, making them an effective
means by which to control and process the sample.
However, a drawback to the use of ranked category
calling rules is the multitude of different categories
that may be necessitated and then the elaborate sys-
tem of calling rules that would be developed to rank
these categories.

Priority Scoring

Priority scoring calling rules differ from ranked cate-
gory calling rules in that, with priority scoring, it is not
necessary to categorize the sample into discrete, non-
overlapping categories. Instead, the information col-
lected for each sample member is used in a multivariate
model, typically a logistic regression model, to estimate
the probability of the next call attempt leading to a con-
tact and/or completion, conditioned on relevant infor-
mation. Using the estimated coefficients from this
multivariate model, the probability of contact or com-
pletion can be calculated for any possible permutation
of the conditioning information set. These probabilities
are then used to order the sample, from the highest
probability calls to the lowest, with the highest proba-
bility calls being made first.

For example, a sample member who has been called
three times previously, once in the afternoon and twice
in the evening, with the outcomes of one ring—no
answer, one busy signal, and one callback may have
a contact probability of 0.55 if the next call attempt is
placed in the evening. Another sample member who
has been called five times previously, once in the
morning, twice in the afternoon, and twice in the even-
ing, with the outcomes of three ring—no answers, one
busy signal, and one callback may have a contact prob-
ability of 0.43 if the next call attempt is placed in the
evening. Although both contact probabilities indicate
a fairly high likelihood of reaching these sample mem-
bers in the evening, the contact probability for the first
sample member is higher, so that priority scoring call-
ing rules would rank that sample member higher in the
calling queue.

Once the call attempt is made, assuming that the
sample member continues to be part of the active
sample, the information gained from this call attempt
updates the sample member’s information set. This
updated information is used to calculate an updated
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contact probability, which is then used to rank order
the sample member in the existing active sample.

Priority scoring calling rules are a model-based
approach that, once implemented, can effectively
manage samples, continually updating contact proba-
bilities to deliver the most likely sample members to
be contacted. Moreover, not only can the conditioning
information be used to determine jointly the effects of
that information on contact probabilities, but also, to
the extent there are interaction effects with the condi-
tioning information, these effects can be explicitly
modeled with a priority scoring system of calling
rules. However, a drawback to the use of priority
scoring is the requirement of CATI, both because the
multivariate model that serves as the basis for the pri-
ority scoring calling rules typically is a function with
numerous covariates and also because the calculation
and updating of contact probabilities does not lend
itself to manual calculation.

Conditioning Information

In order to develop ranked category calling rules or
priority scoring calling rules, some prior understanding
of the likelihood of contacting sample members, given
the condition information, must be available. Typical
conditioning information that is used can be classified
into external information about sample members—for
example, demographics, telephone number or exchange
information—and call history information about sam-
ple members. Call history information that has been
used for initial calls includes the time of day and the
day of the week the first call is made. Call history
information that has been used for subsequent calls
includes not only the information used for first calls
but also the number of previous calls that have been
made, the length of time between the last call and the
next call, the disposition of the previous call, the entire
history of call dispositions, and the time and days that
previous calls were made.

Typically, previous survey experience governs not
only the use of conditioning information either to cate-
gorize or to score the sample, but also how this condi-
tioning information impacts the contact probabilities.
To the extent that the population for a survey has been
studied before, the use of the conditioning information
from that prior survey can be used to develop calling
rules for subsequent surveys of that same population.
However, to the extent the survey researcher is study-
ing a population for the first time, the only avenue

open for the development of calling rules may be to
base them on a survey of a population that is similar,
albeit unrelated.

Jeffery A. Stec

See also Callbacks; Cold Call; Computer-Assisted Telephone
Interviewing (CATI); Contacts; Elements; Field Period;
Sample Management; Telephone Surveys
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CALL-IN PoLLs

A call-in poll is an unscientific attempt to measure
public preferences by having radio or television audi-
ence members or newspaper readers call a telephone
number and register their opinions. Usually a single
question is posed, and people are asked to call one
phone number in support of a viewpoint and another
number in opposition. Call-in polls are used by some
media organizations as a way to measure public opin-
ion and get the audience involved. But they are very
problematic from a data quality standpoint and should
not be referred to as “polls.”
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A major problem with call-in polls is that the parti-
cipants are entirely self-selected. Only those people
who tuned in to that particular broadcast at that time,
or read that newspaper, can be included. Further, those
who make the effort to participate are often very differ-
ent from those who do not. That is because participants
are usually more interested in the topic or feel very
strongly about it. For these reasons, survey researcher
Norman Bradburn of the University of Chicago coined
the term SLOP, which stands for “self-selected listener
opinion poll,” to refer to call-in polls.

Another big problem is that call-in polls are open to
manipulation by any individual or group with a vested
interest in the topic. With no limit on the number of
calls that can be placed, people can call multiple times
and groups can set up more elaborate operations to
flood the phone lines with calls in support of their point
of view. As a result, call-in polls often produce biased
results, and their “findings” should be ignored. Legiti-
mate survey researchers avoid the types of bias inher-
ent in call-in polls by selecting respondents using
probability sampling techniques.

There are many examples of call-in polls pro-
ducing distorted results. In one famous example, USA
Today conducted a call-in poll in 1990 asking its
readers whether Donald Trump symbolizes what is
wrong with the United States or symbolizes what
makes the United States great. USA Today reported
overwhelming support for Trump, with 81% of calls
saying he symbolizes what makes the United States
great. Later, USA Today investigated the results and
found that 72% of the 7,802 calls came from a com-
pany owned by a Trump admirer.

Another example comes from a 1992 CBS tele-
vision program called America on the Line, where
viewers were asked to call in and register their opi-
nions after President George H. W. Bush’s State of
the Union address. The views of the approximately
317,000 calls that were tallied were much more pessi-
mistic about the economy than what was measured in
a traditional scientific poll conducted by CBS News
at the same time. For example, 53% of those who
called in to the program said their personal financial
situation was worse than 4 years ago, compared with
32% in the scientific poll. The views of those who
called in were quite different than those of the general
public on a number of measures.

Although those with survey research training know
that call-in polls should not be taken seriously, many
members of the public do not make a distinction

between these pseudo-polls and the real thing. In fact
pseudo-polls may be incorrectly seen as even more
credible than real polls because they often have much
larger sample sizes.

Daniel M. Merkle

See also 800 Poll; Log-In Polls; 900 Poll; Pseudo-Polls;
Probability Sample; Self-Selected Listener Opinion Poll
(SLOP); Self-Selected Sample; Self-Selection Bias

CALL SCREENING

Call screening is a practice in which many people
engage whereby they listen to an incoming message on
their answering machine or look on their caller ID to
see who is calling before deciding whether or not to
answer the call. This behavior is thought to negatively
affect survey response rates. Over time, respondents
have become increasingly unwilling to participate in
surveys or even answer unsolicited telephone calls.
This desire for privacy has resulted in legislation such
as do-not-call lists and the use of a variety of techno-
logical barriers such as answering machines, caller ID,
and call blocking to screen incoming calls. These
screening devices allow individuals to determine which
calls they will answer, making it more difficult for
researchers to contact them. Further, individuals who
always screen may also be more likely to refuse to par-
ticipate if and when they are contacted.

More than two thirds of U.S. households have
answering machines, and about 18% report always
using their answering machine to screen calls. Tele-
phone companies improved on the answering machine
as a screening device with the development of caller
ID technology. This service displays the caller’s name
and/or telephone number on a person’s phone or call-
er ID device. It is estimated that more than half of all
U.S. households now have caller ID and that nearly
30% always use it to screen calls. Call-blocking ser-
vices that allow subscribers simply to reject certain
numbers or classes of numbers are also growing in
popularity.

Owners of these devices and those who regularly
use them to screen calls have been shown to be demo-
graphically different from the general population. It
is not always easy to identify a screening household,
particularly if the dialing always results in a noncontact.
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A number of approaches are being used by researchers
in an attempt to improve contact with screening house-
holds. The most common approaches include mailing
advance letters (when a phone number can be matched
to an address), leaving a message on the answering
machine, or transmitting the name of the research firm
along with an 800 call-in number. However, when it
comes to actually improving contact with these house-
holds, the results remain mixed.

Linda Piekarski

See also Advance Letter; Answering Machine Messages;
Caller ID; Do-Not-Call (DNC) Registries;
Privacy Manager
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CALL SHEET

A call sheet is a record-keeping form that is used by
telephone survey interviewers to keep track of infor-
mation related to the calls they make to reach survey
respondents. As paper-and-pencil interviewing (PAPI)
was replaced by computer-assisted telephone interview-
ing (CATI), these call sheets moved from being printed
on paper to being displayed on the interviewer’s com-
puter monitor. The fact that they are named “call
sheets” refers to the days when thousands of such call
sheets (each one was a piece of paper) were used to
control sampling for a single telephone survey.

The information that is recorded on a call sheet—
also called “paradata”—captures the history of the
various call attempts that are made to a sampled tele-
phone number. Typically these forms are laid out in
matrix format, with the rows being the call attempts
and the columns being the information recorded about
each call. For each call attempt, the information
includes (a) the date; (b) the time of day; (c) the out-
come of the call (disposition), for example, ring—no
answer, busy, disconnected, completed interview, and
so on; and (d) any notes the interviewer may write
about the call attempt that would help a subsequent
interviewer and/or a supervisor who is controlling the

sample, for example, “The respondent is named Vir-
ginia and she is only home during daytime hours.”
Since most telephone interviews are not completed on
the first calling attempt, the information that inter-
viewers record about what occurred on previous call
attempts is invaluable to help process the sample fur-
ther and effectively.

It is through the use of the call outcome informa-
tion recorded on the call sheet—and described in
detail in the American Association for Public Opinion
Research’s Standard Definitions—that the sample is
managed. In the days when PAPI surveys were rou-
tinely conducted and the call sheets were printed on
paper, supervisory personnel had to sort the call
sheets manually in real time while interviewing was
ongoing. When a questionnaire was completed, the
interviewer manually stapled the call sheet to the top
of the questionnaire and then the supervisor removed
that case from further data collection attempts. For
call sheets that did not lead to completed interviews
but also did not reach another final disposition (e.g.,
disconnected or place of business), the supervisor fol-
lowed a priori “calling rules” to decide when next to
recycle a call sheet for an interviewer to try dialing it
again. With the shift to CATI and computer control of
the sampling pool (i.e., the set of numbers being
dialed) all this processing of the information recorded
on call sheets has been computerized. The CATI soft-
ware serves up the call sheet on the interviewer’s
monitor at the end of the call for pertinent information
to be entered. That information drives other logic in
the CATI software that determines whether, and
when, to serve up the telephone number next to an
interviewer. The information captured on the call
sheet is used for many other purposes after the survey
ends, including helping to create interviewer perfor-
mance metrics and calculating survey response rates.

Paul J. Lavrakas

See also Callbacks; Calling Rules; Computer-Assisted
Telephone Interviewing (CATI); Interviewer Productivity;
Paper-and-Pencil Interviewing (PAPI); Paradata;
Response Rates; Sampling Pool; Standard Definitions;
Telephone Surveys
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CAPTURE—RECAPTURE SAMPLING

Capture-recapture sampling (also referred to as
“capture—mark—recapture sampling” or “mark-release—
recapture sampling”) is a method used to estimate the
unknown size of a population. In practice, it is often
not feasible to manually count every individual element
in a population because of time, budget, or other con-
straints. And, in many situations, capture-recapture
sampling can produce a statistically valid estimate of
a population size in a more efficient and timely manner
than a census.

The most basic application of capture—recapture
sampling consists of two stages. The first stage involves
drawing (or capturing) a random sample of elements
from a population of unknown size, for example, fish in
a pond. The sampled elements are then marked, or
tagged, and released back into the population. The sec-
ond stage consists of drawing another random sample
of elements from the same population. The second-
stage sample must be obtained without dependence on
the first-stage sample. Information from both stages is
used to obtain an estimate of the population total.

The capture—recapture technique assumes that the
ratio of the total number of population elements to the
total number of marked elements is equal, in expecta-
tion, to the ratio of the number of second-stage sam-
ple elements to the number of marked elements in the
sample. This relationship can be expressed as follows:

N/C=n/R, (1)

where N is the unknown population total of interest, n
is the number of elements in the second-stage sample
(both marked and unmarked), C is the total number of
marked elements from the first-stage sample (i.e., the
captures), and R is the number of marked elements
found in the second-stage sample (i.e., the recaptures).
By solving for N, it is then possible to obtain an esti-
mate of the population total:

N=nC/R. 2)

Example

A classic example comes from the field of ecology.
Suppose the goal is to estimate the size of a fish popu-
lation in a pond. A first-stage sample of 20 fish is
drawn, tagged, and released back into the pond. A
second-stage sample of 30 fish is subsequently drawn.
Tags are found on 12 of the 30 sampled fish, indicat-
ing that 12 fish captured in the first sample were
recaptured in the second sample. This information can
be used to assign actual quantities to the variables of
interest in Equation 1, where n=30, C =20, and
R=12. Solving for N using Equation 2 yields the
following estimate of the population total:

N=nC/R=((30)(20))/12 = 50.

Therefore, the estimated size of the pond’s fish
population is 50. A more stable estimate of the popu-
lation total, subject to less sampling variability, can be
obtained if multiple second-stage samples are drawn,
and estimated totals, computed from each sample, are
averaged together.

Assumptions

In order for the capture-recapture sampling technique
to produce a valid estimate of a population size, three
assumptions must hold:

1. Every population element has an equal probability
of being selected (or captured) into both samples.

2. The ratio between marked and unmarked popula-
tion elements remains unchanged during the time
interval between samples.

3. Marked elements can be successfully matched from
first-stage sample to second-stage sample.

Assumption 1 holds if simple random sampling is
used to capture elements into both samples. A possi-
ble violation of this assumption occurs if those who
were captured in the first-stage sample have a higher
probability of being captured in the second-stage
sample, which would lead to overestimation of the
population total. Assumption 2 follows from the rela-
tionship described in Equation 1. In general, this
assumption holds if there is no change in the popula-
tion, or if the population is closed during the study.
However, births or deaths and immigration or emi-
gration are permitted as long as the ratio is preserved.
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frame for those people or households in the overlap;
instead, they make use of inclusion probabilities that
are frame specific (i.e., either CPN frame or LLN
frame). Adjustments to the weights for multiple cell
phones are made for subscribers in the cell phone sam-
ple; similarly, weight adjustments are applied for multi-
ple landlines for households selected from the landline
frame. Using the frame-specific adjusted weights, esti-
mates for the variables of interest are derived from the
CPO and C&L and the LLO and C&L pieces from
the cell phone and landline samples, respectively. The
two estimates of the overlap (C&L) are combined via
a composite estimator, with the weights chosen to
minimize the variance of the statistic of interest.

A simpler but related alternative that avoids having
to weight the sample for inclusion in both frames and
seems to be used frequently in current practice involves
conducting a random-digit dial (or other common sam-
pling technique, such as list-assisted, etc.) of landline
numbers. This sample is then augmented by a sample
of cell phone numbers that has been screened for cell
phone only households. The phone ownership distribu-
tion of the combined sample is then weighted using
some type of post-stratification weighting technique
(such as raking, etc.) to the distribution obtained via
a personal interview survey such as the National Health
Interview Survey or the Current Population Survey.
However, these data are only available at the U.S.
national level.

The adjustments and estimators discussed thus far
assume complete response, which is not likely in prac-
tice. Additional adjustments for nonresponse will be
needed in the weights. Of course, it always helps to
attempt to reduce nonresponse. Some details of the cell
phone numbering systems and plan attributes may be
helpful for designing more efficient data collection
measures for units included in cell phone samples.

Cell Phone Numbering Systems

Numbering systems or agencies such as the North
American Numbering Plan Administration (NANPA)
assign banks of numbers to cell phone providers. One
main difference in the CPNs between countries is the
level of geographic specificity that can be inferred. In
some countries (e.g., United Kingdom, Italy), CPNs
are organized in two parts: the prefix indicates the cell
phone provider and the suffix is the number assigned
by that provider to the final user. In the United States,
CPNs are organized into three parts: area code, prefix,

and suffix. The area code is three digits and indicates
specific geographic regions that usually do not cross
state boundaries. Generally, there is a strong concor-
dance between place of residence and area code, but
because cell phones are portable and national networks
exist for many providers, it is possible that the degree
of specificity could be limited to the location in which
the cell phone contract was initiated. The three-digit
prefix generally indicates the cell phone provider and,
to a lesser degree, a geographic area within the region
of the area code. The four-digit suffix is assigned by
the cell phone provider. The assignment rules for these
numbers are more ambiguous when compared to that
of landlines. In fact, an informal survey of major
U.S. providers in 2005 did not reveal any trends or
clustering patterns by which CPNs are assigned to new
subscribers. However, in many cases company repre-
sentatives indicated that number assignments are highly
proprietary, especially in an era when NANPA is
imposing new regulations on number bank allocations
based on usage capacity quotas: some prefixes now
include suffixes that are either LLNs or CPNs assigned
by the same provider (i.e., mixed-use bank) or LPNs or
CPNs assigned by different providers (i.e., mixed-
provider bank). This ambiguity in number assignment
makes methods like the Mitofsky-Waksberg method of
limited utility for cell phone samples. Also, unlike
LLNs, CPNs are not usually publicly available in
phone directories, so list-assisted approaches are also
limited for cell phone samples. There are exchange-
type codes available within the telephone industry and
from vendors who supply samples of cell and landline
numbers that can be used by researchers to help deter-
mine which of the 1,000-banks contain both cell and
landline numbers. There are companies in the United
States that now provide samples of cell phone numbers
from a frame of 10,000-banks that have already been
screened for mixed use.

Cell Phone Services

Cell phone services are generally organized differently,
tend to vary more, and change more rapidly than land-
line phone services. Subscribers access cell phone
service through a wide array of contracts and service
plans. These contracts can be classified into two broad
categories: pre-paid and post-paid. For the pre-paid
contracts, limits vary by provider for the amount of
time the associated phone number can be retained for
accounts that have become dormant (i.e., have not been
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Assumption 3 holds if there is no loss of tags and no
erroneous matching.

Typically, these assumptions cannot be tested using
a two-stage sampling approach. More advanced
capture—recapture methods exist that allow these
assumptions to be tested, and in some cases, permit cer-
tain assumptions to be relaxed. For example, methods
have been proposed that consider situations where ele-
ments have different probabilities of being captured—
a violation of Assumption 1.

1990 Post-Enumeration Survey

One of the most notable applications of capture—
recapture sampling occurred during the 1990 Post-
Enumeration Survey (PES). The goal of the PES
was to evaluate the accuracy of the 1990 Census enu-
meration. A capture—recapture approach was used to
estimate the total number of individuals who were
omitted from the census enumeration. The first-stage
sample consisted of all individuals who were enumer-
ated in the 1990 Census. Census Bureau records were
used to help identify those who were included in the
enumeration. In the second stage, an area probability
sample of household blocks was drawn. Individuals
within sampled households were interviewed, and
census records were checked to determine whether or
not they had been included in the census. By counting
the number of individuals in the second-stage sample
who were left out of the census enumeration, an esti-
mate of the total census undercount was obtained.

Other applications of capture—recapture sampling
have been applied to estimating birth and death rates,
estimating the number of HIV-infected drug users,
estimating the incidence of stroke, and estimating
salmon spawning escapement.

Joseph W. Sakshaug

See also Bias; Census; Elements; Sampling; Simple
Random Sample
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CASE

The term case refers to one specific element in the
population of interest that has been sampled for a sur-
vey. A “completed” case contains the responses that
were provided by that respondent for the questionnaire
used in that survey. A case may be an individual,
a household, or an organization. Being able to identify
each individual respondent can be critical for the con-
duct of the survey. Assignment of a unique case num-
ber identifier associated with each individual sampled
element should be done in every survey. Although most
computer-assisted surveys assign a respondent number,
it should not be confused with assignment of a case
number. As a general rule, case numbers are assigned
before a questionnaire is distributed, while respondent
numbers are assigned when a respondent is contacted
and an attempt is made to complete the survey.

Prior to data collection, a simple case number may
be assigned sequentially to each questionnaire before
being distributed for completion. The case number
can also be used to identify any number of back-
ground characteristics of the individual or household
to which the survey was distributed—such as census
block, zip code, or apartment or single-family home.
Assignment of a case number should not be used to
compromise the confidentiality of either those who
complete the survey or the information they provide.
During data processing, the case number can be used
to assist in coding open-ended responses and conduct-
ing edit checks on the data set, such as verifying
information that is outside the normal response range
or that is inconsistent with other data in the case
record. In those designs for which respondents may
be contacted at a future date, the unique case number
can be used to ensure that responses to future surveys
are linked to the correct respondent.

Dennis Lambries

See also Coding; Completion Rate; Element; Respondent
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CAse-CONTROL STUDY

Case-control studies measure the association between
the exposure to particular risk factors and the occur-
rence of a specific disease. These types of studies are
common in public health and medical research. The
basic premise of such studies is the comparison of
two groups: “cases,” individuals who have a particular
disease of interest to the researcher, and “controls,”
who do not have the disease.

In case-control studies, individuals in the case group
are selected and matched to persons in the control
group on a common set of characteristics that are not
considered to be risk factors for the disease being stud-
ied. These characteristics are frequently demographic
variables such as age, gender, education, income, and
area of residence. Comparisons across the case-control
pairs are made, examining hypothesized risk factors for
a particular disease. For example a case-control study
of heart disease among women may compare cases
and controls on their level of exposure to factors
thought to influence the risk of heart disease such as
family history of heart disease, smoking, cholesterol,
high blood pressure, diet, and exercise. These differ-
ences are usually assessed using statistical tests.

Data for case-control studies is typically collected
by interviewing or surveying the cases and the con-
trols. Individuals in both groups are asked the same
series of questions regarding their medical history and
exposure to factors that are considered to increase the
risk of developing the disease in question. Data may
also be collected from medical records.

The advantages of case-control studies include the
following:

e Data collection does not typically require medical
tests or other intrusive methods.

e The studies are typically inexpensive to conduct in
comparison to other methods of data collection.

e They are good for examining rare diseases because the
investigator must identify cases at the start of the
research rather than waiting for the disease to develop.

e (Case-control studies allow for the examination of
several risk factors for a particular disease at the
same time.

As with all research studies, there are some signifi-
cant disadvantages as well, including the following:

e Data on exposure and past history is subject to the
individual’s memory of events.

e [t can be difficult to confirm and/or measure the
amount of exposure to a particular risk factor of
interest.

e Defining an appropriate control group can be diffi-
cult, especially if the risk factors for a particular dis-
ease are not well defined.

e (ase-control studies are not good for diseases that
result from very rare risk factors (rare exposures)
unless there is a high correlation between the dis-
ease and the exposure.

Katherine A. Draughon

See also Case; Control Group; Research Design

Further Readings

Hennekens, C. H., Buring, J. E., & Mayrent, S. L. (Eds.).
(1987). Epidemiology in medicine. Boston: Little, Brown.

CeLL PHONE ONLY HOUSEHOLD

The widespread availability of cell phone service and
the relatively low cost of such service means that some
people are now indifferent as to whether they make
a call on a landline or a mobile telephone. In fact,
many people have substituted one or more wireless cell
phones for their traditional household wired telephones
(also called “residential landline telephones’). These
cell phone only households pose a problem for most
major survey research organizations in the United
States because cell phone numbers are not typically
included when conducting random-digit dial (RDD)
telephone surveys in the United States.

The Telephone Consumer Protection Act of 1991
prohibits the use of autodialers in the United States
when calling cell phones; therefore, the inclusion of
such telephone numbers would be very expensive for
most survey call centers because of the requirement
to have interviewers dial the cell phone numbers man-
ually. In addition, nonresponse rates may be high
because most cell phone owners do not expect to
receive survey calls on their cell phones, and some
cell phone owners must pay to receive calls.

The inability to reach cell phone only households
has potential implications for coverage bias in ran-
dom-digit dialed telephone surveys. Coverage bias
may exist if cell phone only households are not
included in survey sampling frames and if persons
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living in cell phone only households differ on the sur-
vey variables of interest from persons living in house-
holds with landline telephones.

The National Health Interview Survey (NHIS)
provides the most up-to-date estimates regularly avail-
able from the U.S. federal government concerning the
prevalence and characteristics of cell phone only
households. This cross-sectional, in-person, household
survey of the U.S. civilian noninstitutionalized popu-
lation, conducted annually by the National Center for
Health Statistics of the Centers for Disease Control
and Prevention, is designed to collect information on
health status, health-related behaviors, and health care
utilization. However, the survey also includes infor-
mation about household telephones and whether any-
one in the household has a working cell phone.
Approximately 40,000 household interviews are com-
pleted each year.

NHIS data permit an analysis of trends in the prev-
alence of cell phone only households in the United
States since 2003. The percentage of cell phone only
households doubled from 2003 to 2005, and as of
2006, approximately 11% of U.S. households were
cell phone only. The rate of growth in the size of this
population has not slowed, increasing at a compound
growth rate of more than 20% every 6 months. Cell
phone only households now compose the vast major-
ity of non-landline households. More than 80% of
non-landline households have cell phone service in
the household, and this proportion also continues to
increase; the proportion was 62% during the first 6
months of 2003. This largely reflects the fact that the
percentage of households without any telephone ser-
vice has remained unchanged, whereas the percentage
of cell phone only households has increased.

Since the NHIS began collecting data on cell
phone only households and the persons who live in
such households, the prevalence of cell phone only
adults has been greatest for adults 18-24 years of age,
adults renting their homes, and adults going to school.
Men are more likely than women to be living in cell
phone only households. Hispanic adults are slightly
more likely to be living in cell phone only households
than are non-Hispanic white adults or non-Hispanic
black adults. Adults living in the Midwest, South, or
West are more likely to be living in cell phone only
households than are adults living in the Northeast.
Adults living in urban households are more likely
than adults living in rural households to be in cell
phone only households.

Adults working at a job or business in the week
prior to the interview are also more likely to live in
cell phone only households than adults who are keep-
ing house or are unemployed or doing something else.
Yet, adults living in poverty are more likely than
higher income adults to be living in cell phone only
households.

Adults living with unrelated roommates are more
likely to live in cell phone only households than
adults with other living arrangements. Looking at
other family structure subgroups, adults living alone
are more likely to be cell phone only than are adults
living with other related adults or adults living with
children.

Despite the differences in demographic characteris-
tics between persons living in households with landline
telephones and persons living in cell phone only house-
holds, the potential for coverage bias in population-
based surveys of adults has been found to be small so
far. Estimates from health surveys and from political
polls that did not include data from the cell phone only
population have not been substantially biased when
proper survey weighting and estimation strategies have
been employed. However, as the size of the cell phone
only population grows in this rapidly changing techno-
logical environment, the potential for coverage bias
may also increase.

If this occurs, survey researchers will need to
determine how best to add cell phone only households
to their sampling frames. This may occur by calling
cell phones directly or by conducting multi-mode sur-
veys that reach cell phone only households by mail,
Internet, and/or in person. Methodologies are being
developed currently for conducting surveys on cell
phones and for combining sampling frames that use
multiple modes.

Stephen J. Blumberg
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CeLL PHONE SAMPLING

The rise of personal cell phone ownership in many
industrialized countries and, more important, the
increase in the number of people who can be con-
tacted only via cell phone poses some challenges to
traditional telephone surveys. Some of the sampling
techniques used for selecting traditional landline
(wired) telephone samples still apply when selecting
cell phone samples. There are, however, specific
characteristics of the cell phone that impact frame
construction and sample selection that should be
incorporated into designs to maximize yield from cell
phone samples. The sampling issues will vary by
country as a function of differing cell phone penetra-
tion rates, numbering taxonomies, and local market
conditions, including technology and plan attributes.
Designs for cell phone sampling and weighting, along
with a general consensus for their use in practice, are
currently continuing to emerge within the survey
research community. Based on a query of cell phone
systems worldwide, it does appear that the cell phone
situation in the United States has a tendency for more
complexities. The solutions for other countries may
be much simpler versions of these designs.

The New Phone Subscriber Population

The cell phone subscriber population is expanding
worldwide and is rapidly changing telephone systems
and how people communicate within them. In some
countries, the ratio of cell phone subscribers to total
residents is quickly reaching a 1:1 ratio. Only 15 years
ago, these ratios were in the range of 1:20 to 1:10.
Table 1 summarizes the penetration rate of cell phones
in selected countries (unadjusted for multiple cell phone
ownership) collected by the International Telecommuni-
cation Union in 2005. Comparisons between countries
should be made carefully due to variations in age distri-
butions within different countries, since age is associ-
ated with cell phone ownership. The table gives an idea

Table 1 Cell phone penetration rates by selected
countries, 2006
Australia 97
Austria 103
Belgium 93
Canada 53
Denmark 107
Finland 108
France 85
Germany 102
Greece 100
Hong Kong 131
Italy 124
Japan 79
Netherlands 97
Portugal 116
Russia 84
Spain 106
Sweden 105
Turkey 71
Taiwan 97
U.K. 116
uU.S. 77

Source: International Telecommunication Union (2006).



Cell Phone Sampling 85

of potential undercoverage biases that may result in
samples of landline phones that exclude cell phones.

The percentage of cell phone numbers (CPNs) to
total inhabitants generally overestimates the number
of unique users as reflected by the reality that multiple
numbers may be used by a single subscriber. Thus
a sampling frame of CPNs may have a problem of
multiple listings for some individuals, thereby increas-
ing the probability of selection for those subscribers
with multiple CPNs. Another phenomenon that has
direct impact on telephone surveys in general is
masked in Table 1: In many countries the number of
people dismissing a landline or not having one in the
first place is also rising. Currently, it is not unrealistic
to predict that, in the near future, in some countries
everyone could potentially be reached more easily via
a cell phone than by a landline phone.

Diversification of
Telephone Sampling Frames

As a result of the new presence of cell phone subscri-
bers, the telephone subscriber universe as we know it
is changing and can be best described in four parts:
(1) cell phone only (CPO), (2) landline only (LLO),
(3) cell and landline (C&L), and (4) no phone service
of any kind (NPS), as depicted in Figure 1.

In Table 2, the distribution of the population within
each of these four subsets is provided for several coun-
tries. These data were obtained via nationwide pro-
bability samples using face-to-face interviews. A
common theme among industrialized countries is the
continued rise in the number of inhabitants who fall
into the “cell phone only” category; this increase poses

Landline and Cell Phone

Landline
Phone Only

Households

Cell Phone Only

Households Households

Figure 1 New telephone landscape

Table2  Household landline and cell phone
ownership in selected countries

Cell Cell and Landline  No Month/
Country Only Landline Only Phone Year
Canada 5.1 61.3 324 1.2 12/2006
Finland 522 443 3.1 0.4  08/2006
France 16.7 61.6 20.8 1.0 07/2006
UK. 9.0 84.0 7.0 1.0 07/2007
Us. 14.0 72.3 12.3 1.4 06/2007

threats to undercoverage bias for traditional telephone
surveys that typically sample households via random-
digit dial samples from frames consisting of only land-
line numbers (LLNSs).

In response to the diversification of the telephone
universe, the researcher wishing to conduct telephone
sampling is now faced with two key questions:

1. Is the amount of undercoverage in a probability sam-
ple selected from a frame of only LLNs acceptable?
A related question that is usually asked in making the
decision regarding the impact of the undercoverage of
CPO households is, “How different are CPO house-
holds with respect to survey variables?”

2. Is the amount of undercoverage in a probability sam-
ple selected from a frame containing only CPNs
acceptable? In this case, a related question is, “How
different are LLO households for the survey variables
of interest?”

In the case where neither single-frame approach (i.e.,
using a frame of only LLNs or a frame of only CPNs)
will produce acceptable estimates (i.e., minimal under-
coverage bias, etc.), does the researcher need to employ
a dual-frame sampling design consisting of independent
samples selected from available landline as well as cell
phone number banks (i.e., collections of phone numbers
that are grouped according to a combination of area
code [United States], prefix, and suffix; a “10,000-
bank,” for example, represents numbers that have the
same area code and prefix [e.g., 999-888-XXXX])?

Cell Phone Sampling Designs

In response to these two scenarios, at least two types
of sampling designs can be used to select a cell phone
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sample, including those involving the selection of only
CPNs and those designs that select a cell phone sample
in conjunction with a landline sample. For the first
case, a sample of cell phones can be selected from
a frame constructed using CPNs that have been identi-
fied via area code and prefix combination (United
States) or simply via prefix (Europe). Selection strate-
gies such as systematic or stratified random sampling
(stratified by provider, area code, etc.) can be used with
the cell phone number frame.

For the second case, the researcher can employ
a dual-frame sample in which a sample of cell phone
numbers is selected from the cell phone frame and
a second sample of landline numbers is selected from
the landline frame. The sampling plans within these
two frames can be similar or different. For example,
list-assisted sampling plans are generally more effi-
cient for landline phones but may not be a useful
design strategy for cell phones, as many countries do
not have published lists of working CPNs. More
auxiliary information may be available for landline
numbers (i.e., corresponding addresses), so stratified
random sampling designs may be more feasible for
landlines. However, stratifying the cell phone frame
by provider or sorting the selected sample by provider
may be a very efficient way to incorporate provider
variations or add to the efficiency of calling designs
once the sample of CPNs is selected.

Regardless of the sampling design used for select-
ing a cell phone sample, selection of multiple mem-
bers from a single household is possible for those
individuals who live in households with multiple cell
phone subscribers. Depending on the survey outcome
of interest, the clustering of people by household
within the sample may slightly inflate the design
effect (deff), with the degree of the inflation being
a function of the sampling design, the overall penetra-
tion rate, and the sample size. In contrast, samples of
landline numbers typically use techniques such as the
“latest birthday” to randomly select one and only one
member from the household for inclusion in the sam-
ple. However, a similar clustering effect could happen
in landline samples if multiple numbers (and adults)
were selected for a single household.

Regardless of the single- or dual-frame sampling
designs used to select the sample of CPNs (and
LPNs), standard weighting techniques consistent with
the chosen design can be used to derive estimates
appropriate for inference to each frame. Because the
initial sampling units for cell phones are usually

people—whereas for landlines it is households—it is
important to adjust the weights of these estimators so
inference can be made about a common unit. For
inference about households, it will be necessary to
adjust the initial sampling weights for the number of
cell phones or landline phones per household; for per-
son-level inference, additional adjustments incorporat-
ing the number of users per cell or landline will be
necessary. For dual-frame estimators, these adjust-
ments are typically done separately for each sample
drawn from each respective frame.

Traditional dual-frame estimators are derived using
separate unbiased estimates for CPO and LLO based
on the sample of CPNs and LLNs, respectively, along
with a composite estimate that optimally combines
the two estimates of the C&L overlap. Treating the
dual-frame sample data as though it were from one
larger sample, researchers can derive ‘‘single-frame
estimators” that do not have a separate and explicit
component for the overlap.

The single-frame estimator does not make use of
frame sizes (which in the case of telephone sampling
should be known—that is, banks from which samples
are drawn have a fixed size, usually either 10,000 or
1,000), nor does it take advantage of the relative effi-
ciency of the sampling designs used for selecting sam-
ples in the two frames. The single-frame estimator can
incorporate the known frame sizes via raking ratio esti-
mation or regression. While the form of the estimator
does not have a component that comes directly from
the “overlap” of people or households from the cell
and landline frames, it does require knowledge of the
inclusion probabilities in each of the respective frames.
For example, for each person or household in the cell
phone sample who has at least one landline number,
it is necessary to determine the probability for being
included in the landline sample, and vice versa. In
practice, this amounts to computing the number of both
landlines and cell phones that could be used to contact
the person or household for all those households or
people who fall into the C&L domain. Device grids
are a novel tool that can be used in practice as a basis
for collecting data from sampled numbers on the num-
ber and type of phone devices attached to the house-
hold as well as the number of people in the household
who use each device. These data then form the basis of
person-level weights to be used for person-level infer-
ence from single-frame estimators.

The dual-frame estimators avoid the need to com-
pute sample inclusion probabilities for the second
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“recharged” during the course of ownership). Pre-paid
plans sometimes imply multiple cell phone devices per
person in the population of interest. For example, in
Italy, where a bulk of the plans would be considered
pre-paid, the penetration rate for cell phone subscribers
was 124% (or 1.24:1) as seen from Table 1. A study
conducted in 2002 estimated that upward of one fourth
of Italian subscribers owned more than one cell phone
number. While the multiplicity of devices per person
certainly increases the overall hit rate for samples of
cell phone subscribers, it does have implications for
the effective sample size of unique subscribers for any
given randomly selected sample of CPNs from a CPN
frame. As people move from using one cell phone to
the other, temporary usage or transitional usage pat-
terns may also impact the number of cell phones with
unknown eligibility (i.e., ring—no answer), or a continu-
ous string of only voicemails). In general, pre-paid
plans have either no long-term commitments or have
generally shorter contract periods than post-paid plans.
In the United States, typical post-paid plans have con-
tract periods between 1 and 3 years. These plans tend
to make the sampling frame of CPNs more stable over
a given study period, but it is possible for CPNs to
remain active while the subscribers attached to those
numbers change, resulting in potentially ambiguous
call outcomes over longer study periods. Experience
suggests that shorter field periods for making dialing
attempts to reach the user(s) of the CPN, as compared
to longer periods for typical landline phone surveys,
may be more cost-effective for cell phone sample
surveys.

Within contract types there are various plan attri-
butes that may vary within and among providers. For
example, in countries such as Canada, the United
States, and Hong Kong, cell phone subscribers pay for
incoming calls; in many European countries, Japan,
and Australia, subscribers receive incoming calls for
free. Usually, cell phones worldwide have some type
of caller identification that shows the number or pro-
grammed name of the caller. This feature, along with
the trend of having the called party pay, has a potential
impact on the cell phone user’s propensity to answer
a survey call and also on the general response rate of
sample surveys using CPNG.

Cell Phone Sampling in Practice

While limited information is available from just a cell
phone number, in the United States the area code or

prefix of a cell phone number conveys some level of
geographic specificity, and this portion of the phone
number can be linked to a larger exchange database
to acquire the name of the provider, which can then
be used by the researcher as additional stratifica-
tion variables, namely provider. Also, some providers
offer more localized services with free incoming calls
or more pre-paid plans that may be associated with
a specific demographic target of interest (e.g., youn-
ger, college-age subscribers). Of course, stratifying
the sample frame by provider allows researchers flexi-
bility in having different sampling plans with the
potential to maximize coverage across geographic
areas (served sometimes exclusively by some provi-
ders, especially in rural areas) and age groups.

At this point in practice there is little evidence to
suggest that stratifying cell phone samples by pro-
vider increases the accuracy of resulting estimators.
In general, however, if questions relating to the usage
of technology-related options of cell phone plans,
such as Internet, text messaging, or photo exchange,
are of interest, then variations in provider offerings
may be at a level that provider stratification may
improve the overall efficiency of the estimates. Per-
haps more useful at this point in the evolution of cell
phone practice would be a design that includes a post-
stratification of the sample by provider prior to sub-
scriber contact. Much like responsive call designs,
provider information can be used to screen numbers
for nonworking status using text messaging interfaces
available from provider Web sites as well as to design
optimal calling schedules based on the off-peak hours
generally offered by the providers. In general, calling
rule strategies that can take advantage of cell phone
provider plan attributes, such as peak and off-peak
call time differences or uniform text messaging
options or other technologies that are offered to
a majority of subscribers from a particular provider,
may be more efficient in terms of overall survey
yield. As another example, the time intervals associ-
ated with peak and off-peak usage vary more across
than within provider. For a given plan, subscribers
are generally allocated fewer peak time minutes than
off-peak time minutes. However, common times for
survey researchers to contact sampled cell phone sub-
scribers generally coincide with peak time intervals.
In contrast to calls made during peak times, those
made during off-peak times do not generally pose
a threat of additional or higher costs for the sub-
scriber. Thus “time called” may be a predictor for
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response in some cases where the called party pays—
in these cases, it may be important to vary the day and
time called to include peak and off-peak time intervals
and weekdays and weekends. On the other hand, some
cell phone providers either offer plans for free incom-
ing calls or simply do not charge for incoming calls;
such cell phone numbers could be called first in a
provider-assisted call design, for example.

Regardless of the design or calling strategy, there
are some instances in which disposition codes for cell
phones may need to be modified to better describe the
different landscape. For example, the proliferation of
family plans in the United States is creating multiple
cell phones per household. Many of the cell phones
within a household will be registered to adults but
used primarily or exclusively by children under 18.
The disposition “ineligible-underage” is not com-
monly encountered in landline (household) samples
and may need to be added to cell phone sample call
disposition codes to more precisely describe the larger
“ineligible” category. Rather than imply that there is
no adult 18 years or older in the household, this dis-
position when used with cell phones would imply that
the primary user is under 18 years of age and is thus
ineligible for surveys of the adult population. While
family plans are becoming more popular, there is also
some current evidence to support a small degree of
sharing of cell phones within households in the
United States. In particular, some studies have sug-
gested that cell phone sharing may occur more fre-
quently between adult and child; with many surveys
excluding children, the number would either be ineli-
gible or the adult would be selected if an age-
appropriate screener were included in the protocol.
At this point there is no overwhelming evidence to
suggest that within-household selection techniques are
required for cell phone samples. However, as the pen-
etration of cell phones increases and as the number of
households having multiple cell phones per household
increases, these types of selection techniques may
become necessary.

The practice of telephone survey research is transi-
tioning in response to the proliferation of cell phone
use worldwide. While many of the survey research
methods described are currently being used in con-
junction with sample surveys of CPNs, it should be
noted that general consensus for “best practices” for
sampling designs, calling strategies, and weighting
algorithms are at best in the experimental phases. As
the cell phone landscape continues to evolve within

the United States and worldwide, additional informa-
tion will become available to confirm and possibly
reform the current methods.

Trent D. Buskirk and Mario Callegaro

See also Calling Rules; Cell Phone Only Household;
Design Effect (deff); Dual-Frame Sampling; Federal
Trade Commission (FTC) Regulations; Hit Rate;
Latest-Birthday Selection; List-Assisted Sampling;
Mitofsky-Waksberg Sampling; Number Portability;
Prefix; Suffix Banks; Telephone Surveys; Weighting;
Within-Unit Selection
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CELL SUPPRESSION

Under certain circumstances, it is considered necessary
to withhold or suppress data in certain cells in a pub-
lished statistical table. This is often done when parti-
cular estimates are statistically unreliable or when the
information contained could result in public disclosure
of confidential identifiable information. Suppression for
reasons of statistical reliability involves consideration
of sampling error as well as the number of cases upon
which the cell estimate is based. Suppression to avoid
the disclosure of confidential information in tabular
presentations involves many additional considerations.

Cell suppression may involve primary suppression,
in which the contents of a sensitive cell are withheld;
or if the value for that cell can be derived from other
cells in the same or other tables, secondary or comple-
mentary suppression. In the latter instance, the contents
of nonsensitive cells as well those of the sensitive cells
are suppressed. Sensitive cells are identified as those
containing some minimum number of cases. In an
establishment survey, for example, a cell size of 2
would be regarded as sensitive because it could reveal
to one sample establishment (included in the tabulation
and knowing its contribution to an estimate reported in
the table) the value of a variable reported by another
establishment known to have participated in the survey.
Often, the minimum cell size for suppression is consid-
erably higher than 2, depending upon such factors as
total sample size, sampling ratio, and potential harm to
survey participants resulting from disclosure.

Once sensitive cells have been identified, there are
some options to protect them from disclosure: (a)
restructure the table by collapsing rows or columns
until no sensitive cells remain, (b) use cell suppression,
(c) apply some other disclosure limitation method, or
(d) suppress the entire planned table.

When primary and complementary suppressions are
used in any table, the pattern of suppression should be
audited to check whether the algorithms that select the
suppression pattern permit estimation of the suppressed
cell values within “too close” of a range. The cell sup-
pression pattern should also minimize the amount of
data lost as measured by an appropriate criterion, such
as minimum number of suppressed cells or minimum
total value suppressed. If the information loss from cell
suppression is too high, it undermines the utility of the
data and the ability to make correct inferences from
the data. Cell suppression does create missing data in

tables in a nonrandom fashion, and this harms the util-
ity of the data.

In general, for small tables, it is possible to select
manually cells for complementary suppression and to
apply audit procedures to guarantee that the selected
cells adequately protect the sensitive cells. However,
for large-scale survey publications having many inter-
related, higher-dimensional tables, the selection of
a set of complementary suppression cells that are opti-
mal is an extremely complex problem. Optimality in
cell suppression is achieved by selecting the smallest
number of cells to suppress (to decrease information
loss) while ensuring that confidential information is
protected from disclosure.

Stephen J. Blumberg

See also Confidentiality; Disclosure Limitation
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CENSUS

A census is an attempt to list all elements in a group
and to measure one or more characteristics of those
elements. The group is often an actual national popula-
tion, but it can also be all houses, businesses, farms,
books in a library, cars from an assembly line, and so
on. A census can provide detailed information on all or
most elements in the population, thereby enabling
totals for rare population groups or small geographic
areas. A census and a sample survey have many fea-
tures in common, such as the use of a questionnaire to
collect information, the need to process and edit the
data, and the susceptibility to various sources of error.
Unlike a sample survey, in which only a subset of the
elements is selected for inclusion and enumeration,
a census generally does not suffer from sampling error.
However, other types of errors may remain. The deci-
sion to take a census versus a sample survey—if not
mandated by statute—is often based on an assessment
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of the coverage, cost, errors in the data, and other qual-
itative factors.

Aspects of a census include the types and historical
purposes for taking a census, its statistical properties,
the differences between a census and a sample survey,
and errors that can occur in a census.

General Background

Perhaps the most well-known type of census is one
that enumerates the population or housing characteris-
tics of a specified country or other politically defined
region. Others measure the output in a specified sector
of the economy, such as agriculture, transportation,
manufacturing, or retail sales. These censuses are
typically authorized and funded by the central gov-
ernment of the region covered.

Censuses were first conducted hundreds (Canada,
Sweden) and even thousands (China) of years ago in
some parts of the world. In many countries, a census
is repeated in a fixed cycle, often every S5th (the
United Kingdom, Canada, Australia, New Zealand) or
10th (Portugal, Spain, Italy, Poland, Turkey) year. In
the United States, the census of population and hous-
ing has been conducted every 10th year, beginning
in 1790. The U.S. economic census is taken every
5th year.

Historically, the purpose of the census has varied.
At first, governing bodies wanted to know the number
of people for assessing taxes or determining the num-
ber of men eligible for the military. Currently, gov-
ernments use census data to apportion their legislative
bodies, set boundaries for political districts, distribute
government funds for social programs, track the
nation’s economy, measure crops to predict food sup-
plies, and monitor people’s commute to work to
determine where to improve the region’s infrastruc-
ture. As a by-product, census lists of households, busi-
nesses, or farms are often used as frames for surveys
or follow-up studies. Further, the detailed information
collected in the census allows for more efficient sam-
ple designs and improved estimation in the surveys.

Content and Mode of Collection

The content of a census form can range from a few
basic questions to many detailed questions. Indeed,
the same census may combine the two approaches. In
recent decades, in the U.S. Census of population and
housing most households received a “short form”

limited to the names, ages, and a few other characteris-
tics of the people living in the household. At the same
time, a sample of about 1 in 6 U.S. households
received a “long form™ that solicited the basic infor-
mation as well as more detailed data on the residents’
demographic and educational background, the housing
unit’s physical size and structure, and other characteris-
tics. Plans for the U.S. Census in 2010 call for only
a short form. The detailed data formerly solicited in
the long-form census are now collected in the Ameri-
can Community Survey, a large survey conducted by
the U.S. Census Bureau designed to produce estimates
at the county level every year. In an economic census,
dozens of different forms may be used to tailor the
questions to specific types of business.

Traditionally, census takers went door to door ask-
ing questions, an approach still used in many coun-
tries, especially in the developing world. In the
developed world, one or several modes of enumera-
tion may be used. People or businesses are often con-
tacted by mail or in person, perhaps by telephone if
a current number is available. When no response is
received from a mailing, a census representative may
be sent to a housing unit or establishment to follow
up. Where feasible, especially when canvassing busi-
nesses, an electronic questionnaire might be provided
on a disk. In some censuses, respondents may be
encouraged to reply via the Internet.

Alternative or combination approaches can be used
to solicit or collect data. As an example, in the U.S.
Census of Retail Trade in 2002, all of the larger estab-
lishments and a sample of the smaller ones were
mailed a complete questionnaire. For the smaller firms
not selected into the sample, the basic economic infor-
mation was collected through available tax records.
Such an approach can lessen the reporting burden of
the respondents and, in some cases, provide valuable
auxiliary data. However, combining alternative meth-
ods of data collection usually requires an examination
of several key aspects: the coverage of the population,
differences in the definitions of data items, the consis-
tency of information collected via different modes, and
the accuracy of the data.

To Take a Census or a Sample Survey?

A census generally attempts to collect information on
all eligible elements in a defined population, while
a sample survey pre-selects a subset of elements for
inclusion. But it is doubtful whether any census has



92 Census

ever successfully captured all elements, for reasons
involving frame deficiencies, census procedures, the
cooperation of respondents, or other issues. While
a census may produce almost complete coverage,
there are also advantages to taking a sample survey.
To start, taking a census requires extensive planning
and complex operations. In making contact with only
a fraction of the population, a sample survey usually
imposes a burden on many fewer respondents and
costs much less to complete.

Some costs—questionnaire = materials, mailing
charges, interviewer salaries—tend to be proportional to
the size of the canvassed population. Other costs can
escalate with the size. For example, when planning for
a large-scale census, one might have to hire and train
two or three times as many interviewers as will be
needed during the census, because many will drop out or
be discharged before the census is completed. With
a sample survey, because of the smaller scale of the oper-
ation, one can better control the hiring and training of
interviewers and thus lower costs. For repeated surveys
or when several surveys are run out of the same field
office, interviewers who work on one survey may be
used on other surveys when their schedules permit, tak-
ing advantage of experience and reducing training costs.

The decision to take a census or a sample survey is
at times a trade-off between the breadth of detail and
the currency of the information. Often, only a census
can produce useful information for rare populations or
small geographic areas. For example, the U.S. Census
produces data for the population classified by age,
race, and Hispanic identity for each block in the coun-
try. No survey could possibly produce such informa-
tion. Yet, in a census, data are generally collected at
one point in time and can take months or years to pro-
cess and disseminate. When it is released, that infor-
mation may have to suffice until the next census is
completed and processed. On the other hand, a survey
can be taken at much more frequent intervals—
perhaps on a monthly, quarterly, or annual basis—but
might collect only a subset of the information cap-
tured in the census.

Errors in a Census

While the results from a census typically do not suffer
from sampling error—those errors introduced by
canvassing only a sample of the entire population—
censuses are susceptible to the nonsampling errors found
in sample surveys. A common problem is missing data,

such as unit nonresponse (when no usable data are
obtained for a population element) or item nonresponse
(when only a portion of a response is usable), due to
failure to reach the respondent or the respondent’s
unwillingness or inability to provide information.

Nonsampling errors can arise in various ways.
Respondents can misinterpret questions on the census
form, especially if the questions are vague or too
complex. Errors may be introduced when respondents
must estimate the quantity requested on the question-
naire. When conducting a personal interview, the
behavior of a census field representative can influence
the responses. Other sources of nonsampling errors
include coverage problems (undercoverage or over-
coverage of the target universe), processing errors,
and mistakes recording or keying data. For example,
census data describing industry or place of work must
be coded to be useful. But coding can introduce both
random and systematic errors into the census results.

To address nonsampling errors, statistical proce-
dures are sometimes applied. For example, to treat
unit or item nonresponse, a missing item might be
replaced by the item’s value from a respondent whose
characteristics are similar to those of the nonrespon-
dent. Inserting values for missing items on a question-
naire is called “imputation.”

In a sample survey, sampling error generally
decreases as the size of the sample increases. But any
systematic biases introduced in a census process or
operation generally are not eliminated—even though the
entire population is canvassed or targeted. Estimating
the size of nonsampling errors requires follow-up stud-
ies or data from independent sources. As a result, the
level of nonsampling error in a census is generally not
known or published.

Because conducting a sample survey is a much
smaller operation than taking a complete census, non-
sampling errors can sometimes be contained better in
surveys. A greater proportion of the allotted time and
budget can be spent obtaining responses, eliminating
sources of error, and improving the quality of the
data. Consequently, at times survey results can be
more accurate than census results. Still, by attempting
to cover the entire population, a census retains advan-
tages over a sample survey. As mentioned previously,
a census provides direct summary statistics for the
characteristics of small areas or domains. With a sam-
ple survey, indirect methods or models are often
required to produce small-area estimates when the
size of the sample falling in the area or domain is too
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small. Such procedures are susceptible to errors when
the models are specified incorrectly.

Statistical ~ procedures—including  probability
sampling—are often used while a census is being
taken and after its completion. For example, quality
control measures can be applied in a sample of
regions to monitor operations and determine whether
procedures are being followed as specified. After the
enumeration, to measure the coverage or accuracy of
the census, a sample of areas or domains may be
selected and examined in greater detail. Data obtained
from re-interviews or administrative records can be
used to produce estimates of the total number of cen-
sus omissions or erroneous enumerations in the entire
population or in subgroups.

Patrick J. Cantwell

See also American Community Survey (ACS);
Confidentiality; Coverage Error; Imputation; Interviewer
Effects; Missing Data; Mode of Data Collection;
Nonresponse; Nonsampling Error; Sampling Error
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CERTIFICATE OF CONFIDENTIALITY

In order to collect sensitive information, researchers
need to be able to ensure for themselves that identifi-
able research data will remain confidential and assure
respondents that this is the case. However, neither
legislatures nor courts have granted researchers an abso-
lute privilege to protect the confidentiality of their
research data. Despite this, there are several federal

statutory mechanisms that can be helpful. In some cases
researchers can obtain legal protection for the confiden-
tiality of research data through a federally issued Certi-
ficate of Confidentiality as authorized by the Public
Health Service Act § 301 (d), 42 U.S.C § 241(d):

The Secretary may authorize persons engaged in
biomedical, behavioral, clinical, or other research
(including research on mental health, including
research on the use and effect of alcohol and other
psychoactive drugs) to protect the privacy of indivi-
duals who are the subject of such research by with-
holding from all persons not connected with the
conduct of such research the names or other identi-
fying characteristics of such individuals. Persons so
authorized to protect the privacy of such indivi-
duals may not be compelled in any Federal, State,
or local civil, criminal, administrative, legislative,
or other proceedings to identify such individuals.

Certificates of Confidentiality allow the investiga-
tor and others who have access to research records to
refuse to disclose identifying information on research
participants in any civil, criminal, administrative, leg-
islative, or other proceeding, whether at the federal,
state, or local level. Certificates of Confidentiality
may be granted for studies collecting information that,
if disclosed, could have adverse consequences for
subjects or damage their financial standing, employ-
ability, insurability, or reputation (such as drug use,
sexual behavior, HIV status, mental illness).

Research need not be federally supported to be eli-
gible for this privacy protection. Certificates of Confi-
dentiality are issued by various Public Health Service
component agencies, the Food and Drug Administra-
tion, the Health Resources and Services Administra-
tion, and the National Institutes of Health. Researchers
are expected to inform subjects in the consent form
about the Certificate of Confidentiality protections and
the circumstances in which disclosures would be made
to protect the subject and others from harm (such as
suicidal intention, child abuse, elder abuse, intention to
harm others) and certain types of federal audits.

There is very little legal precedent considering the
scope of the protections afforded by Certificates of
Confidentiality. However, in at least one case from
1973 (People v. Newman), a New York state court of
appeals found that a certificate provided a substance
abuse program with a proper basis for refusing to turn
over the names of program participants.
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There are other types of legal protection available
for some federally funded research. The privacy of
research subjects in Department of Justice—funded
research is protected by statute—42 U.S.C. Section
3789g. Similarly, the privacy of research subjects in
Agency for Health Care Quality and Research—funded
research is protected by a statute 42 U.S.C. Section
299a-1(c) titled “limitation on use of certain informa-
tion.” For these studies, Confidentiality Certificates
are not appropriate. All researchers collecting sensitive
data as part of projects under the jurisdiction of an
institutional review board will need to work closely
with their board and also may require legal counsel.

Sandra H. Berry

See also Ethical Principles; Institutional Review Board;
Survey Ethics
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CHeck ALL THAT AppPLY

The check-all-that-apply question format presents
respondents with multiple response options to a single
question, as shown in Figure 1.

In response to the question, the respondents are
instructed to select as many of the response options as
are perceived to apply to them. Although the check-
all-that-apply question format is commonly used in
survey questionnaires, research has shown that it can
result in a less than optimal response strategy by
respondents and may be especially sensitive to

What race or races are you? (Please check all that apply)

__ Asian

__ Black

__Native American

___Pacific Islander

__ White

___ Other (Please specify: )

Figure 1 Check all that apply

primacy effects when the question is asking about
past experiences, behaviors, or attitudes.

When evaluating a list of response options to a check-
all-that-apply question, respondents may strive for satis-
ficing and burden avoidance. For example, respondents
may select only the first of several reasonably acceptable
response options and fail to adequately consider the
remaining response options before proceeding to the
next question. Because of this, some researchers believe
it is important to deploy several versions of a check-all-
that-apply question, with the response options listed in
different orders that are randomly assigned to different
respondents, so as to scramble the order of the list of
response options across the entire sample.

The check-all-that-apply question format is distinct
from the forced choice format (e.g., a list of Yes/No
response options). In the forced choice format, respon-
dents are asked to evaluate each forced choice response
option individually before moving on to the next. The
literature suggests that this difference may result in
respondents following divergent cognitive approaches
in responding to the forced choice format versus the
check-all-that-apply format. In particular, respondents
may show more careful consideration and greater cog-
nitive processing of each response option in the forced
choice format, while selecting only the first few of sev-
eral response options that apply in the check-all-that-
apply format. Research has shown that in addition to
a primacy effect associated with the check-all-that-
apply format, the difference between the two formats
may result in a higher average number of response
options selected per respondent in a forced choice ques-
tion than in a comparable check-all-that-apply question.

While the addition of the “No” category in the
forced choice format should provide greater discrimi-
nation when compared to the check-all-that-apply
format (which lacks an explicit “No” category),
research also has shown that, without adequate instruc-
tion, respondents may treat a forced choice format in
self-administered questionnaires as Check All That
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Apply. This occurs when respondents correctly select
the “Yes” category for positive responses but fail to
select the “No” category for negative responses. As
a result, the data can be difficult to interpret. Blank
responses may either be intended as a negative
response, a not applicable response, or simply an unde-
cided, don’t know, or a missing response.

The check-all-that-apply question format is com-
monly used in self-administered paper-based and Internet
surveys. It is less well suited to telephone surveys and
consequently is rarely used in that mode. In interviewer-
administered in-person surveys, use of the check-all-that-
apply format should be paired with the use of a show card
displaying the choices to the respondent. In multi-mode
surveys, there has been a tendency to pair a check-all-
that-apply question in a self-administered questionnaire
with a forced choice version in a telephone interview.
However, considering the findings in the literature that
show that respondents do not treat the two question
formats similarly, converting a check-all-that-apply ques-
tion from a self-administered questionnaire to a forced
choice format for use in a telephone interview may not be
an optimal approach.

Adam Safir

See also Forced Choice; Primacy Effect; Questionnaire
Design; Response Order Effects; Satisficing; Show Card
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CHI-SQUARE

The chi-square (x?) is a test of significance for categor-
ical variables. Significance tests let the researcher know
what the probability is that a given sample estimate
actually mirrors the entire population. The chi-square

can be used as a goodness-of-fit test, in univariate
analysis, or as a test of independence, in bivariate anal-
ysis. The latter is the most generally used. In this case,
the test measures the significance of the relationship
between two categorical variables, representing the first
step toward bivariate analysis. For example, if a survey
researcher wanted to learn whether gender is associated
with an attitude (negative or positive) toward the U.S.
involvement in Iraq, chi-square is the simplest signifi-
cance test to consider to investigate whether or not
there are reliable gender-related differences in these
attitudes (see Table 1).

The logic behind the chi-square is to calculate the
distance between the observed frequencies within the
contingency table and the condition of statistical inde-
pendence (i.e., the hypothesis of no association or “null
hypothesis™). The frequencies that Table 1 would con-
tain in case of no association (the so-called expected
frequencies) are calculated by dividing the product of
the marginal frequencies (row and column) of each cell
by the sample size. The greater the distance between
the observed frequencies and the expected frequencies,
the higher is the chi-square. This is the formula:

poglo=t)
7
where f, represents the observed frequencies and f,
are the expected frequencies. If the value of the chi-
square is 0, there is no association between the vari-
ables. Unfortunately, the chi-square has no maximum,
and this makes its interpretation not intuitive.

In order to interpret the value obtained, the
researcher must first calculate the degrees of freedom
(df) of the contingency table, multiplying the number
of the rows minus 1 by the number of the columns
minus 1. Second, given the values of chi-square and
df, he or she has to search for the corresponding value
of p-level. This value can be located on the chi-square

Table 1 Example of contingency table for
chi-square analysis (frequency counts)

Support/Oppose

U.S. Involvement

in Iraq Female Male Total

Support 170 200 370

Oppose 250 150 400

Total 420 350 770
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distribution table, usually reported in most handbooks
of statistics, or calculated through statistical software
such as Statistical Package for the Social Sciences
(SPSS) or SAS.

The p-level is the crucial figure to consider when
evaluating the test. This is the actual value that indi-
cates the significance of the association. It says, in
short, how probable it is that the relationship observed
in the survey data is due to mere sampling error. The
chi-square test must be used cautiously. First, the
researcher should have a probability sample whose
size is > 100. Second, since the chi-square statistic is
sensitive to the sample size, the researcher cannot
compare the chi-square values coming from different
samples. Third, researchers should be careful that the
expected values in the contingency table are not too
small (<5), because the chi-square value will be
heavily biased. Finally, sometimes it makes no sense
to calculate the chi-square: for example, when the
number of categories of both variables is too high.

In all these cases, the chi-square test should not
be separated from the detailed inspection of the con-
tingency table and/or the use of more sophisticated
measures. Since the chi-square value is not easily
interpretable, other measures have been derived from
it, like phi-square, Pearson’s C, and Cramér’s V. They
are not influenced by the sample size and, above all,
tend to range from O to 1 (this maximum, however, is
actually achievable only by Cramér’s V), measuring
the strength of the association, even when this latter is
nonlinear.

Alberto Trobia

See also Contingency Table; p-Value; Research
Hypothesis; SAS; Statistical Package for the Social
Sciences (SPSS)
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CLOSED-ENDED QUESTION

A closed-ended survey question is one that provides
respondents with a fixed number of responses from

which to choose an answer. It is made up of a question
stem and a set of answer choices (the response alter-
natives). When administered by a survey interviewer,
a closed-ended question is expected to be read exactly
as written to the respondent, along with the full set
of response alternatives. The set of answer choices
must fulfill two properties: they must be (1) mutually
exclusive and (2) exhaustive. In being mutually exclu-
sive, no two answers can overlap in conceptual mean-
ing. In being exhaustive, the answer choices must
cover all logically possible answers for the question.

The following example of a closed-ended question
has answers that are neither mutually exclusive nor
are they exhaustive:

How many times in the past 30 days have you
entered a grocery store?
(a) 1-5 (b) 6-10 (c) 11-15 (d) 15 or more

In the example, a respondent who entered a grocery
store 15 times in the past 30 days would not know if
she or he should choose response (c) or (d), because
the two are not mutually exclusive, as both contain
the number 15. A respondent who never entered a gro-
cery store in the past 30 days should answer “0,” but
the response choices do not include that answer and
thus they are not exhaustive of all logically possible
answers.

With interviewer-administered questionnaires,
such as those used in face-to-face and telephone
surveys, closed-ended questions typically are con-
structed so that the interviewer can code a “Don’t
know/Uncertain” (DK) response when that is appro-
priate for a given respondent. They also typically
include a “Refused” (RF) response choice for
the interviewers to code when a given respondent
refuses to provide an answer to that question. DK
and RF response choices are not provided to the
respondent by the interviewer. In self-administered
questionnaires, closed-ended questions do not often
contain these additional response choices, as their
inclusion likely would “open the door” for respon-
dents to avoid providing substantive answers to
questions.

Paul J. Lavrakas

See also Balanced Question; Don’t Knows (DKs);
Exhaustive; Forced Choice; Mutually Exclusive; Open-
Ended Question; Precoded Question; Response
Alternatives
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CLUSTERING

In broad terms, clustering, or cluster analysis, refers
to the process of organizing objects into groups whose
members are similar with respect to a similarity or
distance criterion. As such, a cluster is a collection of
similar objects that are distant from the objects of
other clusters. Unlike most classification techniques
that aim to assign new observations to one of the
many existing groups, clustering is an exploratory
procedure that attempts to group objects based on
their similarities or distances without relying on any
assumptions regarding the number of groups.

Applications of clustering are many; consequently,
different techniques have been developed to address
the varying analytical objectives. There are applications
(such as market research) in which clustering can be
used to group objects (customers) based on their beha-
viors (purchasing patterns). In other applications (such
as biology), clustering can be used to classify objects
(plants) based on their characteristics (features).

Depending on the application and the nature of data
at hand, three general types of data are typically used in
clustering. First, data can be displayed in the form of an
O x C matrix, where C characteristics are observed on
O objects. Second, data can be in the form of an N x N
similarity or distance matrix, where each entry repre-
sents a measure of similarity or distance between the
two corresponding objects. Third, data might represent
presumed group membership of objects where different
observers may place an object in the same or different
groups. Regardless of data type, the aim of clustering is
to partition the objects into G groups where the struc-
ture and number of the resulting natural clusters will be
determined empirically. Oftentimes, the input data are
converted into a similarity matrix before objects are
portioned into groups according to one of the many
clustering algorithms.

It is usually impossible to construct and evaluate all
clustering possibilities of a given set of objects, since
there are many different ways of measuring similarity
or dissimilarly among a set of objects. Moreover, simi-
larity and dissimilarly measures can be univariate or

multivariate in nature, depending on whether one or
more characteristics of the objects in question are
included in calculations. As such, it is impractical to talk
about an optimal clustering technique; however, there
are two classes of techniques (hierarchical and nonhier-
archical) that are often used in practice for clustering.
Hierarchical techniques proceed in a sequential
fashion, producing an increasing or decreasing number
of nested arrangements of objects. Such techniques
can be agglomerative, whereby individual objects start
as single clusters and thereafter similar clusters are
merged to form progressively fewer larger clusters. As
the number of clusters decreases, so do their similari-
ties, eventually leading to the single most dissimilar
cluster that includes all objects. In contrast, hierarchical
techniques can be divisive, whereby a single cluster of
all objects is first partitioned into two clusters of similar
objects and thereafter the resulting clusters are further
portioned into two new similar clusters. As the number
of clusters increases, so do their similarities, eventually
leading to the set of most similar clusters that consists
of one object per cluster. With hierarchical techniques,
the criterion for merging or partitioning interim clusters
can be based on the distance (linkage) between their
nearest objects, furthest objects, average distance
among all objects, or more sophisticated distance
measures such as those based on Ward’s or Centroid
methods. The results of both agglomerative and divisive
clustering techniques are often displayed via a two-
dimensional graph (tree) called a “dendogram.”
Nonhierarchical techniques aim to partition objects
into a number of clusters by starting with an a priori set
of clusters. Alternatively, such techniques can start the
partitioning process based on a set of initial seed points
that serve as the nuclei of the emerging clusters. Under
either approach, the starting points (initial clusters or
seed values) can be chosen in a random fashion to
reduce systematic bias. It should be noted that the num-
ber of possible clusters of size K that can be formed
from O objects can be fairly large (of order KO/K/) to
allow an exhaustive search for the initial selection.
While there are several nonhierarchical methods of
clustering, the method of K-means is the most com-
monly used technique in practice. This partitioning
technique relies on the Euclidean distance between
group centroid to measure proximity. Upon formation
of the initial K clusters, using either a set of a priori
clusters or seed points, the algorithm proceeds by suc-
cessively assigning each object to the cluster with the
nearest centroid. After each reassignment, the centroid
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points for the donating and receiving clusters are recal-
culated to identify the structure of the resulting clusters.
Aside from the algorithm chosen for clustering, sev-
eral guidelines have been developed over the years
regarding the number of clusters. While a few of these
guidelines rely on visual clues such as those based on
sizable change in dendograms, others incorporate formal
statistical tests to justify further bisecting of clusters. It
has been suggested that visual guidelines can be some-
what ad hoc and result in questionable conclusions.
Test-based approaches, on the other hand, might require
more distributional conformity than the data can afford.

Mansour Fahimi

See also SAS; Statistical Package for the Social
Sciences (SPSS)
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CLUSTER SAMPLE

Unlike stratified sampling, where the available informa-
tion about all units in the target population allows
researchers to partition sampling units into groups
(strata) that are relevant to a given study, there are situa-
tions in which the population (in particular, the sampling
frame) can only identify pre-determined groups or clus-
ters of sampling units. Conducive to such situations,
a cluster sample can be defined as a simple random sam-
ple in which the primary sampling units consist of clus-
ters. As such, effective clusters are those that are
heterogeneous within and homogenous across, which is
a situation that reverses when developing effective strata.

In area probability sampling, particularly when
face-to-face data collection is considered, cluster sam-
ples are often used to reduce the amount of geographic
dispersion of the sample units that can otherwise result
from applications of unrestricted sampling methods,
such as simple or systematic random sampling. This is
how cluster samples provide more information per unit
cost as compared to other sample types. Consequently,

cluster sampling is typically a method of choice used
when it is impractical to obtain a complete list of all
sampling units across the population of interest, or
when for cost reasons the selected units are to be con-
fined to a limited sample of clusters. That is, feasibility
and economy are the two main reasons why cluster
samples are used in complex surveys of individuals,
institutions, or items.

Operationally, clusters can be defined as collection
of units that are geographic, temporal, or spatial in
nature. For instance, counties or census blocks often
serve as geographic clusters for households sampling;
calendar years or months are used for temporal cluster-
ing; while boxes of components or plots of land are
examples of spatial clusters of objects. Depending on
the nature of a study and the extent of heterogeneity
among units within each cluster, different numbers of
clusters might be needed to secure reliable estimates
from a cluster sample. When units within all clusters
display the same variability with respect to the measure
of interest as the target population as a whole, reason-
able estimates can be generated from a small number
of clusters. In contrast, when variability is small within
but large across clusters, a larger number of clusters of
smaller size might be needed to ensure stability.

In spite of feasibility and economical advantages of
cluster samples, for a given sample size cluster sam-
pling generally provides estimates that are less precise
compared to what can be obtained via simple or strati-
fied random samples. The main reason for this loss in
precision is the inherent homogeneity of sampling units
within selected clusters, since units in a given cluster are
often physically close and tend to have similar character-
istics. That is, selection of more than one unit within the
same cluster can produce redundant information—an
inefficiency leading to higher standard errors for survey
estimates.

Kish provided a model for estimating the inflation
in standard errors due to clustering. Accordingly, this
multiplicative clustering design effect, deff, can be
estimated by

deff =1+ p(m—1).

In the preceding formulation, 7 represents the
average cluster size and p (rho) denotes the so-called
intraclass correlation, which is an estimate of relative
homogeneity within clusters measured with respect to
key analytical objectives of the survey. Obviously, the
above effect approaches unity (or no effect) when the
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average cluster size approaches 1—that is, when the
design approaches simple random sampling with no
clustering. When p becomes exceedingly large due to
high correlation between sampling units within clus-
ters, it becomes exceedingly less efficient to select
more than one unit from each cluster. Stated differ-
ently, even a relatively moderate measure of intraclass
correlation can have a sizable inflationary effect on the
standard errors when the average cluster size is large.

It should be noted that single-stage cluster sampling
is rarely used for selection of the final sampling units.
Instead, this methodology is often combined with other
sampling techniques to improve the efficiency of the
resulting sample. In multi-stage designs, commonly,
the first stage consists of stratification of units into
similar subsets or those for which reporting is required.
It is at the second stage that usually cluster samples are
selected within each stratum. Given that sampling with
probability proportional to size (PPS) often reduces the
standard errors of estimates, cluster sampling provides
an ideal framework for this type of sample selection
since the number of units in a cluster forms a natural
measure of size for the given cluster. In particular,
sampling with probabilities proportional to the size of
clusters pays big dividends with respect to reducing the
error of estimation when the cluster total is highly cor-
related with the number of units in the cluster.

Mansour Fahimi

See also Area Probability Sample; Clustering; Design Effect
(deff); Face-to-Face Interviewing; Multi-Stage Sample;
Primary Sampling Unit (PSU); Probability Proportional to
Size (PPS) Sampling; p (Rho); Sampling Frame; Simple
Random Sample; Strata; Stratified Sampling; Systematic
Sampling; Target Population
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CocHraN, W. G.
(1909-1980)

William Gemmell Cochran was an early specialist
in the fields of applied statistics, sample surveys,

experimental design, observational studies, and ana-
Iytic techniques. He was born in Rutherglen, Scotland,
to Thomas and Jeannie Cochran on July 15, 1909,
and he died on Cape Cod, Massachusetts, on March
29, 1980, at the age of 70. In 1927, Cochran partici-
pated in the Glasgow University Bursary competition
and took first place, winning enough funds to finance
his education. After taking a variety of classes, he
was awarded an M.A. in mathematics and physics at
the University of Glasgow in 1931. He then received
a scholarship for a Cambridge University doctoral
program, where he studied mathematics, applied
mathematics, and statistics. He began his professional
career at the Rothamsted Experimental Station in Eng-
land after being persuaded by Frank Yates to leave
Cambridge prior to the completion of his doctorate.
Cochran remained at Rothamsted until 1939, working
on experimental designs and sample survey techni-
ques, including a census of woodlands with colleague
and mentor Yates. During his years at Rothamsted,
Cochran remained in touch with R. A. Fisher and was
heavily influenced by Fisherian statistics. In his 5 years
at Rothamsted (1934-1939), he published 23 papers.
Also during his time at Rothamsted, Cochran met and
married Betty I. M. Mitchell.

In 1939 Cochran accepted a post in statistics at lowa
State University, where he taught from 1939 to 1946.
His task at Iowa was to develop their graduate program
in statistics. During his years at lowa he both served on
and chaired the advisory panel to the U.S. Census and
published a number of papers on experimental design.
Cochran joined Samuel Wilks and the Statistical
Research Group at Princeton University in 1943, exam-
ining probabilities of hits in naval warfare and the effi-
cacy of bombing raid strategies. Shortly after World
War II, he joined Gertrude Cox at the North Carolina
Institute of Statistics, where he assisted in developing
graduate programs in statistics. Cochran chaired the
Department of Biostatistics at Johns Hopkins University
from 1949 until 1957. During this time he authored two
books, Sampling Technigues and (in collaboration with
Gertrude Cox) Experimental Designs. In 1957 Harvard
University established a Department of Statistics and
appointed Cochran to head the department. Cochran
remained at Harvard until his retirement in 1976.

During his career, Cochran was lauded with many
honors. He was the president of the Institute of
Mathematical Statistics in 1946, the 48th president of
the American Statistical Association in 1953-1954,
president of International Biometric Society 1954-1955,
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and the president of the International Statistical Institute
from 1976 to 1981. Cochran was elected honorary fel-
low of the Royal Statistical Society in 1959, held a Gug-
genheim Fellowship in 1964, and won the S. S. Wilks
medal of the American Statistical Association in 1967.
He received honorary doctorate degrees from Johns
Hopkins University and the University of Glasgow.
From 1974 until his death in 1980, he worked with the
National Academy of Sciences’ National Research
Council panel on incomplete data in sample surveys.

Cochran developed methods for including or
excluding an independent variable in multiple linear
regression. He also developed the Cochran Q-test, used
to evaluate two variables measured on a nominal scale.
Cochran was the statistical representative for the U.S.
Public Health Service research on the effects of smok-
ing on lung cancer. His work as part of the advisory
committee provided the surgeon general with proof
that lung cancer was directly related to smoking. He
also worked on the Kinsey Report on human sexual
behavior, on polio research, and on the effects of radia-
tion on Hiroshima victims. He is well remembered for
his many agricultural studies such as the yield of ce-
reals, field counts of diseased plants, and the influence
of rainfall.

Cochran developed his knowledge of statistics
by both studying and working at some of the most
prestigious universities. During his lifetime he was
involved in diverse research projects and made many
important contributions to the field of statistics, not
the least of which was establishing statistics depart-
ments at several universities. As a teacher, he is
remembered for his high expectations for his students,
his individuality, and his clarity.

Kathryn A. Cochran and Jody M. Smarr
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CODEBOOK

Codebooks are used by survey researchers to serve
two main purposes: to provide a guide for coding

responses and to serve as documentation of the layout
and code definitions of a data file. Data files usually
contain one line for each observation, such as a record
or person (also called a “respondent”). Each column
generally represents a single variable; however, one
variable may span several columns. At the most basic
level, a codebook describes the layout of the data in
the data file and describes what the data codes mean.
Codebooks are used to document the values associ-
ated with the answer options for a given survey ques-
tion. Each answer category is given a unique numeric
value, and these unique numeric values are then used
by researchers in their analysis of the data.

As a guide for coding responses, a codebook details
the question-and-answer wording and specifies how
each individual answer should be coded. For example,
a codebook entry for a question about the respondent’s
gender might specify that if “female” is chosen, it
should be coded as “1,” whereas “male” should be
coded as “2.” Directions may also be given for how to
code open-ended answers into broad categories. These
values are then used to enter the data the values repre-
sent into the data file, either via computer-assisted data
entry software or in a spreadsheet.

There are many ways to create a codebook. Simple
codebooks are often created from a word processing
version of the survey instrument. More complex code-
books are created through statistical analysis software,
such as SAS or Statistical Package for the Social
Sciences (SPSS). Codebooks generated through statis-
tical analysis software will often provide a variable
label for each question, describing the content of the
question, word and numeric labels for all answer cate-
gories, and basic frequencies for each question.

Codebooks can range from a very simple docu-
ment to a very complex document. A simple code-
book will detail each question-and-answer set along
with the numeric value assigned to each answer
choice, whereas a more complex codebook will also
provide information on all associated skip patterns as
well as any variables that have been “created” from
answers to multiple other questions.

There are seven types of information that a code-
book should contain. First, a short description of the
study design, including the purpose of the study, the
sponsor of the study, the name of the data collec-
tion organization, and the specific methodology used
including mode of data collection, method of partici-
pant recruitment, and the length of the field period.
Second, a codebook needs to clearly document all of
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the sampling information, including a description of
the population, methods used to draw the sample, and
any special conditions associated with the sample, such
as groups that were oversampled. Third, the codebook
needs to present information on the data file, including
the number of cases and the record length of each case.
Fourth, the data structure needs to be clearly delineated,
including information on whether the data are presented
in a hierarchical manner or some other manner. Fifth,
specific details about the data need to be documented,
including, at the very least, the variable names, the
column location of each variable, whether the variable
is numeric or character (string), and the format of
numeric variables. Sixth, the question text and answer
categories should be clearly documented along with fre-
quencies of each response option. Finally, if the data
have been weighted, a thorough description of the
weighting processes should be included.

Major survey research projects conducted for the
federal and state government often create electronic
versions of codebooks that are accessible through the
agencies’ Web sites. There are also numerous centers
and libraries at universities that provide archives of
survey data from research projects along with Web
access to electronic codebooks.

Lisa Carley-Baxter
See also Coder Variance; Coding; Frequency Distribution;

Recoded Variable
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CoODER VARIANCE

Coder variance refers to nonsampling error that arises
from inconsistencies in the ways established classifica-
tion schemes are applied to the coding of research
observations. In survey research, coder variance is
associated with the process of translating the raw or
verbatim data obtained from open-ended survey items
into a quantitative format that can be analyzed by
computers.

To appreciate how coder variance can occur, it
is useful to review the process of preparing open-
ended survey item data for analysis. Once all or

a representative sample of the data have been collected,
verbatim answers are examined for the purpose of
defining a list of response categories (i.e., “code
labels”) that may be used for shorthand representations
of the item data collected from each respondent. This
list is known as the “coding frame” for the open-ended
survey item. Depending on the coding protocol estab-
lished, exactly one element or multiple elements of the
coding frame may be associated with the item data.

Members of the research team designated as
“coders” are entrusted with the responsibility of
examining each verbatim response given to an open-
ended item and assigning one or more of the elements
of the coding frame to represent that data. Coders
attempt to perform their task in such a manner that
another coder would choose the identical set of ele-
ments from the coding frame. However, since judgment
in interpreting both the raw verbatim data and the cod-
ing frame elements themselves is involved, inconsis-
tency in the use of the coding frame elements (or code
labels) is inevitable.

Any differences or inconsistencies in the combina-
tion of coding frame elements assigned to represent
the actual verbatim data across interviewers constitute
coder variance. These inconsistencies can arise as the
consequence of four types of error:

1. Encoding error is introduced when the coding
frame fails to feature code labels that are suffi-
ciently exhaustive to clearly capture and discrimi-
nate the information in the verbatim data. Thus,
when coders encounter data not well reflected in
the coding frame, they must choose among imper-
fect alternatives. This promotes inconsistencies in
the assigned code labels chosen across coders.

2. Interpretation error occurs when different coders
haphazardly draw different meanings or nuances
from the data. When this happens, different coders
may apply different code labels from the coding
frame to represent the data.

3. Coding error is a consequence of incorrect or
inconsistent application of the code labels to the
verbatim data. Because coding frame labels are
highly condensed shorthand for highly varied, often
detailed, and nuanced information, coders may
interpret the meanings of these condensed labels in
varied ways that, in turn, result in inconsistencies
in their applications across coders.

4. Systematic coder bias arises from the tendencies
of coders—human beings who possess personal
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biases, either innate or learned—toward avoidance
or overuse of specific elements in the coding frame.

Researchers examining the phenomenon of coder
variance typically have found it to be a substantial
problem for some survey items and a relatively incon-
sequential concern for others. When truly a problem,
coder variance can account for as much as half of
all nonsampling error in the statistical estimates pro-
duced for an item. Likewise, even when components
of coder variance are small, the loss of precision in
statistical estimates can be substantial. Indeed, coder
variance can reduce the statistical reliability of survey
estimates to a level achievable with half the sample
size in the absence of coder variance.

While it is impossible to anticipate the extent of error
that coder variance is likely to introduce into an item’s
results, studies have shown that the lion’s share of the
unreliability associated with coder variance results from
the use of code labels that are general in nature or
included as “catch-all” codes. Thus, researchers who
choose to include open-ended survey questions should
recognize the inherent unreliability and limited value of
such items unless they (a) take pains to develop coding
frames featuring only highly nuanced and specific code
labels and (b) engage their coders in detailed training
regarding the meaning and assignment of code labels.

Jonathan E. Brill

See also Coding; Element; Open-Ended Question; Variance;
Verbatim Responses
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CoDING

Coding is the procedural function of assigning concise
and specific values (either alpha or numeric) to data
elements collected through surveys or other forms of
research so that these data may be quickly and easily
counted or otherwise processed and subjected to statis-
tical analyses, most often using a computer. These
values may be alphanumeric in format, although it is
common practice to use entirely numeric characters or
entirely alphabetical characters when assigning labels.

Numeric character values generally are almost univer-
sally referred to as “numeric codes” while alphabetical
character values (and sometimes alphanumeric labels)
are commonly referred to in several fashions, including
“strings,”
others.

Inasmuch as data processing and analysis is typi-
cally accomplished through the use of specialized
computer application software programs (e.g., Statisti-
cal Package for the Social Sciences [SPSS] or SAS),
the assignment of designated values permits data to
be transferred from the data collection instrument
(which itself may be an electronic system, such as
a computer-assisted telephone interviewing network)
into a compact, computer-readable, database form.

The process of value development and specifica-
tion may occur at any of several points in time during
the conduct of the research project.

Precoding refers to code development and specifi-
cation that occurs prior to the commencement of data
collection activities. Precoding is appropriate for those
data elements of the study where observations (e.g.,
respondent responses to survey questions) can be
anticipated and exhaustively (or nearly exhaustively)
specified before the research data are collected.
As such, in survey research, precoding is routinely
employed for all closed-ended items, all partly
closed-ended items, and certain open-ended questions
with which the investigator can anticipate the exhaus-
tive range or set of possible responses. In addition,
precoding occurs naturally and virtually automatically
for open-ended items where clear constraints pertain-
ing to the respondent’s answer are implied by the
question itself—for example, How many times, if any,
in the past year did you visit a dentist for any type of
dental care?—and, for this reason, such questions are
said to be “self-coding.”

In contrast, postcoding refers to code development
and assignment that occur after data collection activi-
ties have begun. Most often, postcoding refers to code
development and specification procedures implemen-
ted after the completion of data collection. However,
to reduce the length of time between the data collec-
tion and subsequent data analysis activities of a study,
postcoding might be initiated during data collection
whenever a reliable subset of the full data set has
been collected or when there is prior experience with
similar questions.

Precoded labels are typically assigned in a manner
that coincides with the measurement level implied

’

string codes,” and “alpha codes,” among
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by the item. For example, code labels assigned to
response possibilities that correspond to interval or
ratio level measures typically are numerical, with
number values chosen to reflect the ordered and
evenly spaced characteristics assumed by these mea-
surement levels. (If a ratio level of measurement is
involved, the code “0” is assigned to represent the
measure’s zero value.) Similarly, when ordinal level
measurement items are involved, numerals (rather
than alphabetical characters) are typically used for the
codes, and the number values chosen appear in a logi-
cal sequence that is directionally consistent with the
ordinal character of the measure’s response cate-
gories; for example, 1 =None of the time, 2 = Some
of the time, 3 =Most of the time, and 4 = All of the
time. In contrast, code labels for items featuring nom-
inal levels of measurement may be assigned in an
arbitrary manner, as they bear no meaning or relation-
ship to the response categories themselves; for exam-
ple, 1 =No, 2= Yes, or N=No, Y = Yes. Therefore,
while sequenced numerals may be used for the code
labels, these are typically assigned in an order corre-
sponding to the sequence in which the response
choices are documented in the research instrumenta-
tion. In other cases with nominal variables, simple
alpha codes might be used, the convention often being
using the first letter of the response choice.

Postcoding operations in survey research are bound
to the categorization and structuring of responses
culled from open-ended items, questions where the
respondent’s answers are self-composed and subject
to unpredictable variation. To convert such data to
computer-readable form, responses need to be associ-
ated with uniform categories and designated codes
(typically numerals rather than letters) for these cate-
gories need to be assigned.

There are two approaches to accomplishing these
postcoding tasks. One possibility is to develop a cod-
ing scheme prior to data collection activities. This
approach requires that there is some theoretical basis
for anticipating the possible responses and/or that the
investigator has knowledge of and/or experience with
a similar question or questions in one or more previ-
ous studies. The other possibility requires waiting
until data collection activities have been completed
or, alternately, until a representative subset (e.g.,
20%) of the data have been collected. The available
data are then examined for the purpose of establishing
categories that capture the breadth and depth of the
information collected and then assigning code labels

to correspond to these categories. Then, once cate-
gories and corresponding labels have been estab-
lished, item data for each interview are reviewed and
one or more of these code labels are assigned to rep-
resent the information that was collected.

Standard research practice is to document the
coded label values for each planned research observa-
tion (i.e., survey interview item) in a codebook. This
document is more than just a listing of coded values,
however; it is a blueprint for the layout of all informa-
tion collected in a study. As such, the codebook not
only identifies the value assigned to each research
datum (i.e., survey answer, observation, or measure-
ment) and the name of that value (i.e., the value
label), but it also documents each label’s meaning,
specifies the name used to identify each item (i.e.,
“variable name”), includes a description of each item
(“variable label”), and defines the data structure and
reveals the specific location within that structure in
which coded label values are stored.

Jonathan E. Brill

See also Closed-Ended Question; Codebook; Content
Analysis; Interval Measure; Nominal Measure;
Open-Ended Question; Ordinal Measure; Precoded
Question; Ratio Measure; SAS; Statistical Package
for the Social Sciences (SPSS)

COGNITIVE ASPECTS OF SURVEY
MetHoDOLOGY (CASM)

The cognitive aspects of survey methodology
(CASM) is the interdisciplinary science involving the
intersection of cognitive psychology and survey meth-
ods. CASM research endeavors to determine how
mental information processing by respondents influ-
ences the survey response process and ultimately the
quality of data obtained through self-report (or by
proxy). CASM is mainly concerned with the study of
response tendencies involving questionnaire data col-
lection, but it can be more broadly defined as involv-
ing any aspect of survey-related mental processing,
including respondent perceptions of survey inter-
viewers and the survey introductions they use, the
effects of administration mode (paper, telephone,
computer), or responses to private or otherwise sensi-
tive topics.
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Background and History

Following the cognitive revolution of the 1970s, in
which cognition was applied to a wide range of
behavioral domains, the CASM field developed as an
approach to questionnaire design that emphasizes the
vital importance of cognition in the survey response
process. Although the origins of this interdisciplinary
science are rooted in earlier work, CASM as an iden-
tifiable movement was initiated by two key events:
(1) the 1983 Advanced Research Seminar on Cogni-
tive Aspects of Survey Methodology in the United
States, now referred to as CASM 1, and (2) the 1984
Conference on Social Information Processing and
Survey Methodology held at ZUMA in Germany.

One influential outcome of the CASM I conference
was the introduction of the four-stage cognitive model
by Roger Tourangeau. To a great extent, the CASM
approach is predicated on the key assertion that in
order for a respondent to provide an accurate answer
to a survey question, that individual must successfully
negotiate a series of mental processing steps:

1. Comprehension of the survey question in the man-
ner intended by the designer

2. Recall or retrieval from memory of information
necessary to answer the question correctly

3. Decision and estimation processes that are influ-
enced by factors such as item sensitivity, social
desirability, or the respondent’s assessment of the
likelihood that the retrieved information is correct

4. The response process, in which the respondent pro-
duces an answer to the question in the form desired
by the data collector

Some authors have elaborated this basic cognitive
model by introducing other processes or mental states,
such as motivational level. Others have envisioned
a more flexible processing chain, in which the order
of cognitive processes, and whether each is operative
in a given case, varies depending on the survey ques-
tion, the particular respondent, and the environment
in which data collection occurs (e.g., the physical and
social context).

Applied and Basic CASM Research

The CASM orientation has generated a wide range of
research, which Monroe Sirken and colleagues have
categorized as falling within two fundamental areas:

applied CASM research and basic CASM research.
Applied CASM research is focused on a specific ques-
tionnaire and attempts to improve that instrument
through the use of cognitive interviewing methods to
identify defects in survey questions having a cognitive
origin. Basic CASM research is more general in scope.
Rather than focusing on a particular instrument, basic
CASM studies are devoted to the use of experimental
methods to identify consistent cognitive tendencies that
impact survey responding. Basic cognitive research is
therefore intended to be applicable across a range of
surveys and to serve as a guide to initial question
design, rather than as a tailored pretesting method. That
is, as opposed to focusing on quality control concerning
a particular instrument, basic CASM research strives to
elucidate rules of questionnaire design that incorporate
a cognitive focus and that are developed through the
use of empirical experimentation.

Examples of Basic
CASM Research Studies

Some of this experimentation has concerned issues of
response order effects, or how the respondent’s ten-
dency to select a particular response category (e.g.,
choice of a vague quantifier such as excellent, very
good, good, fair, poor, or very poor) may depend on
the order in which these options appear. Experiments
by Jon Krosnick and colleagues have determined that
response order effects depend on factors such as survey
administration mode, for reasons having a cognitive
basis. When response categories appear visually, as on
a self-administered instrument, a primacy effect is often
observed, where respondents are more likely to select
items early in the list, presumably due to motivational
factors such as satisficing that lead to fuller processing
of earlier items than later ones. On the other hand,
when the same response categories are read aloud under
interviewer administration, a recency effect is obtained,
in which later items in the list are more likely to be
selected. From a cognitive point of view, recency
effects are hypothesized to occur due to short-term
memory limitations, where the items read most recently
(those later in the list) are better represented in the
respondent’s memory and are therefore favored.

As a further example of experimentally oriented
basic CASM research, Norbert Schwarz and colleagues
cited in Tourangeau et al. have considered the effects
of open-ended versus closed response categories for
questions that ask about the frequency and duration of
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common, mundane behaviors. Their results suggest that
respondents make use of information that is implicitly
conveyed through such design decisions. In one experi-
ment, subjects were asked to estimate the number of
hours per day that they watched television, but one
group was given closed-ended response categories rang-
ing between “Up to ¥2 hour” through “More than 2V2
hours” (low range), and the other was presented ranges
from “Up to 22 hours” through “More than 4%2 hours”
(high range). Individuals in the low-range condition
tended to select a relatively lower duration of television
watching than did those presented the higher ranges.
The investigators concluded that respondents in both
situations considered the middle category to represent
normative or expected behavior and therefore relied on
this central value as an anchor point when selecting
their own answer from the presented list. Given the
potentially contaminating effect of such response cate-
gory ranges, the investigators suggested that designers
instead choose an open-ended format for questions ask-
ing about behaviors like television watching, as this will
obtain the desired information without subtly promoting
any particular response category.

Similarly, CASM theorizing and research have
concerned the effects of a number of other question-
naire design variables, such as (a) question ordering
and its relationship to context effects, due to com-
prehension, memory, and decision-related processes;
(b) variation in item sensitivity or degree of threat to
personal privacy, which may influence respondents’
decision making concerning the likelihood of provid-
ing a truthful response; (c) question length and com-
plexity, which may affect overall cognitive processing
burden; and (d) the effects of varying reference peri-
ods for recall of information, especially as this pro-
duces forward and backward telescoping eftects.

Practical Use of Basic
CASM Research Results

Basic CASM studies have been compiled and summa-
rized in books by Roger Tourangeau, Lance J. Rips,
and Kenneth Rasinski and by Seymour Sudman, Nor-
man Bradburn, and Norbert Schwarz. Questionnaire
designers can rely on this body of evidence to deter-
mine the cognitive factors that are likely to influence
responses to their questions and to consider design
alterations expected to improve overall response qual-
ity (e.g., the use of an administration mode that
removes the presence of a human interviewer when

sensitive questions are asked). This body of evidence
is certainly useful in providing guidance, as it consid-
ers vital design issues and is dependent on the results
of controlled experimentation. An important limita-
tion, however, is that such experimental results are
often insufficient, in themselves, for purposes of direct-
ing design decisions in specific cases, because the
“rules” that emanate from such results tend to be some-
what generic in nature and subject to exception. For
example, the knowledge that longer questions generally
tend to reduce comprehension, relative to shorter ones,
will not reveal the optimal length for a particular com-
bination of respondent population and survey topic. For
this reason, the basic CASM research approach is sup-
plemented by empirical pretesting techniques, such as
cognitive interviewing and behavior coding, which rep-
resent the applied CASM orientation.

Extension to the General
Study of Cognition

CASM research is intended by its proponents to ulti-
mately forge a path toward a two-way street in which
research findings benefit not only survey researchers,
but as well inform the science of cognitive psychology.
This outcome may be facilitated in part because the
study of cognition within the survey context provides an
environment that widens the scope of inquiry to natural-
istic circumstances beyond those investigated within the
typical psychological laboratory situations (e.g., memory
for real-world autobiographical events). Further, CASM
studies often involve a broad range of the population, in
terms of demographic characteristics such as age and
educational level, rather than focusing on college stu-
dents as study subjects. Despite these potential benefits,
however, the impact of CASM on the general field of
cognitive psychology has to date been somewhat lim-
ited. Expanding this direction remains an endeavor that
is ripe for further development.

Gordon B. Willis

See also Behavior Coding; Cognitive Interviewing; Context
Effect; Primacy Effect; Recency Effect; Satisficing;
Telescoping
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COGNITIVE INTERVIEWING

Cognitive interviewing is a psychologically oriented
method for empirically studying the ways in which
individuals mentally process and respond to survey
questionnaires. Cognitive interviews can be conducted
for the general purpose of enhancing the understand-
ing of how respondents carry out the task of answer-
ing survey questions. However, the technique is more
commonly conducted in an applied sense, for the pur-
pose of pretesting questions and determining how
they should be modified, prior to survey fielding, to
make them more understandable or otherwise easier
to answer.

The notion that survey questions require thought
on the part of respondents is not new and has long
been a central premise of questionnaire design. How-
ever, cognitive interviewing formalizes this process,
as it approaches the survey response task from the
vantage point of cognition and survey methodology
(CASM), an interdisciplinary association of cognitive
psychologists and survey methodologists. The cogni-
tive interview is generally designed to elucidate four
key cognitive processes or stages: (1) comprehension
of the survey question; (2) retrieval from memory
of information necessary to answer the question;

(3) decision or estimation processes, especially relat-
ing to the adequacy of the answer or the potential
threat it may pose due to sensitive content or demands
of social desirability; and (4) the response process, in
which the respondent produces an answer that satis-
fies the task requirements (e.g., matching an internally
generated response to one of a number of qualitative
response categories on the questionnaire).

For example, answering the survey question In the
past week, on how many days did you do any work for
pay? requires that the respondent comprehends the key
elements “week” and “work for pay,” as well as the
overall intent of the item. He or she must retrieve rele-
vant memories concerning working and then make
a judgment concerning that response (for instance, the
individual may have been home sick all week, but in
keeping with the desire to express the notion that he or
she is normally employed, reports usual work status).
Finally, in producing a response, the respondent will
provide an answer that may or may not satisfy the
requirements of the data collector (e.g., “Four”; “Every
day”; “Yes, I worked last week™). The cognitive model
proposes that survey questions may exhibit features that
preclude successful cognitive processing and that may
result in survey response error (in effect, answers that
are incorrect). In the preceding example, the question
may contain vague elements (“week”; “work for pay”)
that create divergent interpretations across respondents;
or it may induce biased responding (e.g., the socially
desirable impulse to provide a nonzero response).

Cognitive Interviewing Procedures

The major objective of cognitive interviewing is to
identify sources of response error across a wide range
of survey questions, whether autobiographical (involv-
ing behavior and events), attitudinal (involving opinions
and attitudes), or knowledge based. To this end, a
specially trained cognitive interviewer administers the
questions individually to persons (often referred to as
“laboratory subjects”) who are specifically recruited for
purposes of questionnaire evaluation or pretesting. In
departure from the usual question-and-answer sequence
within a survey interview, the cognitive interview
involves procedures designed to delve into the cognitive
processes that underlie the production of the answers to
evaluated questions, by inducing the subject to produce
verbal reports.

Two related procedures are used to elicit ver-
bal reports: think aloud and verbal probing. The
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think-aloud procedure was adapted from psychologi-
cal laboratory experiments and requires subjects to
verbalize their thoughts as they answer survey ques-
tions. The interviewer prompts the subject as neces-
sary by providing feedback such as “Tell me what
you are thinking” or “Keep talking.” The researchers
then analyze the resulting verbatim verbal stream to
identify problems in answering the evaluated ques-
tions that have a cognitive origin. For example, the
subject’s verbal protocol relating to the preceding
question on work status might include a segment stat-
ing, “Besides my regular job, last Saturday I, uh, did
help a friend of a friend move into a new apartment—
he gave me pizza and beer—and a gift card that was
lying around with a little money on it still, so I guess
you could call that working for pay, but I'm not sure
if that’s supposed to count.” Given this accounting,
the investigators might surmise that the meaning of
“work for pay” is unclear, in this case concerning
irregular work activities that result in noncash remu-
neration. Especially if this finding were replicated
across multiple cognitive interviews, the questionnaire
designer could consider revising the question to more
clearly specify the types of activities to be included or
excluded.

However, practitioners have observed that some
subjects are unable to think aloud effectively, and that
the pure think-aloud approach can be inefficient for
purposes of testing survey questions. Therefore, an
alternative procedure, labeled “verbal probing,” has
increasingly come into prominence and either supple-
ments or supplants think aloud. Probing puts relatively
more impetus on the interviewer to shape the verbal
report and involves the use of targeted probe questions
that investigate specific aspects of subjects’ processing
of the evaluated questions. As one common approach,
immediately after the subject answers the tested ques-
tion, the interviewer asks probes such as “Tell me
more about that”; and ‘“What does the term ‘work for
pay’ make you think of?” Probe questions are some-
times designed to tap a specific cognitive process (e.g.,
comprehension probes assess understanding of the
question and its key terms; retrieval probes assess
memory processes). However, probes also lead the sub-
ject to provide further elaboration and clarify whether
the answer provided to the evaluated question is con-
sistent with and supported by a picture gleaned through
a more thorough examination of the subject’s situation.

Verbal probing can be used to search for problems,
proactively, when probes are designed prior to the

interview, based on the anticipation of particular pro-
blems. Or, probes may be reactive, when they are
unplanned and are elicited based on some indication by
the subject that he or she has some problem answering
it as intended (e.g., a delay in answering or a response
that seems to contradict a previous answer). The proac-
tive variety of probing allows the cognitive interviewer
to search for covert problems that otherwise do not sur-
face as a result of the normal interchange between inter-
viewer and subject. Conversely, reactive probes enable
follow-up of unanticipated overt problems that emerge.

Further, the type of probing that is conducted
depends fundamentally on variables such as survey
administration mode. For interviewer-administered
questions (telephone or in person), probes are often
administered concurrently, or during the conduct of the
interview, immediately after the subject has answered
each tested question. For self-administered question-
naires in particular, researchers sometimes make use of
retrospective probes, or those administered in a debrief-
ing step after the main questionnaire has been com-
pleted, and that direct the subject to reflect on the
questions asked earlier. Concurrent probing provides
the advantage of eliciting a verbal report very close to
the time the subject answers the tested questions, when
relevant information is likely to remain in memory.
The retrospective approach risks the loss of such mem-
ories due to the delay between answering the question
and the follow-up probes. On the other hand, it more
closely mirrors the nature of the presentation of the tar-
geted questions during a field interview (i.e., uninter-
rupted by probes) and prompts the subject to reflect
over the entire questionnaire. Cognitive interviewing
approaches are flexible, and researchers often rely both
on concurrent and retrospective probing, depending on
the nature of the evaluated questionnaire.

Analysis of Interview Results

Concerning analysis of obtained data, the focus of cog-
nitive interviewing is not primarily the answers to tested
questions, or quantitative data, but rather qualitative
data relevant to the evaluation of tested questions. Cog-
nitive interviews normally produce data in the form of
written notes taken by the interviewer during the course
of the interview, of notes taken by observers, or of anal-
ysis of (audio or video) recordings. Such analyses
sometimes depend on a coding scheme that applies
a particular category of outcome to subjects’ behaviors
or to interviewer comments (e.g., identification of
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a “vague term”). More often, however, data derived
from cognitive interviews consist of written summaries
that describe the problems observed on a question-by-
question basis, across a set of interviews, and that
also propose modifications intended to address these
problems. On the basis of these results and suggestions,
the investigators may revise the questions and then con-
duct further sets, or rounds, of cognitive testing. Such
iterative testing rounds are useful for determining if the
proposed solutions have solved identified problems
without introducing additional difficulties.

Logistics of Cognitive Interviewing

Because the major emphasis of the cognitive interview
is not survey data collection but rather the efficient and
timely development and evaluation of survey questions
in an applied setting, sample sizes for a round of cogni-
tive interviews are generally small; typically between 8
and 12 subjects. In departure from the random selection
procedures of the field survey, cognitive interviewing
most often depends on volunteers who are recruited
explicitly to represent as wide as possible a range of the
population to be surveyed, primarily through the use of
newspaper advertisements and posted flyers, or visits by
researchers to locations where eligible individuals can be
located (e.g., a clinic, service agency, school, or elderly
center). Cognitive interviews are often conducted within
permanent questionnaire design laboratories staffed by
trained and experienced professionals and recruitment
specialists, but they can also be accomplished informally
by a questionnaire designer for the purpose of evaluating
a single questionnaire. Within a laboratory environment,
cognitive interviewing is conducted as one component of
a more comprehensive pretesting process that includes
additional pretesting procedures such as review by sub-
ject matter experts and focus groups (which normally
precede cognitive interviews), or behavior coding (which
is generally conducted after cognitive interviewing
rounds, as part of a survey field pretest).

Variation in Practice

Although cognitive interviewing is a common and well-
established pretesting and evaluation method, the pre-
cise activities that are implemented by its practitioners
vary in key respects. Cognitive testing of questionnaires
used in surveys of businesses and other establishments
places significant emphasis on information storage and
retrieval, especially because relevant information is

often retained in administrative records rather than
respondent memories and is distributed among multiple
sources. For any type of survey, questions that focus on
sensitive information (e.g., drug use, sexual behavior, or
income) tend to focus on decision processes that influ-
ence the truthfulness of responses.

Practitioners also vary widely with respect to how
they conduct the interviews, concerning reliance on
think aloud versus verbal probing, and whether the
cognitive interviews are conducted by researchers
who will also serve as analysts or by an interviewing
team that will present the testing results to the investi-
gators for further consideration. At this time it is not
clear which of these approaches are most reliable or
valid, although researchers have recently begun rigor-
ously to evaluate the effectiveness of cognitive inter-
views in various guises.

Researchers have recently focused increasingly on
cultural as well as cognitive aspects of survey ques-
tions. One promising new direction, therefore, is the
use of the cognitive interview to assess the cross-
cultural comparability of questions, especially when
they are translated from a source language into one or
more target languages. As such, cognitive interview-
ing procedures are extended to diverse population
subgroups to determine whether these questions func-
tion appropriately across group or language. Further,
although cognitive interviewing has mainly been
applied to survey questionnaires, practitioners have
also begun to use this method to assess a wide range
of other survey-relevant materials, such as advance
letters to survey respondents, survey introductions
used by interviewers to gain respondent cooperation,
research consent forms, statistical maps and graphs,
and computer Web sites (in a manner very similar to
usability testing). The cognitive interview is in princi-
ple applicable in any case in which researchers wish
to investigate the ways in which individuals under-
stand and react to orally or visually presented materi-
als that demand mental processing activity.

Gordon B. Willis

See also Behavior Coding; Cognitive Aspects of Survey
Methodology (CASM); Focus Group; Language
Translations; Pretest; Usability Testing
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Coip CALL

A cold call refers to the circumstance that takes place
in many surveys when a respondent is first called or
contacted in person by a survey interviewer without
any advance knowledge that he or she has been sam-
pled to participate in the survey, and thus does not
know that the call or contact is coming. This circum-
stance contrasts to other instances in which some
form of advance contact has been made with the sam-
pled respondent to alert him or her—that is, to “warm
up” him or her—that he or she has been sampled and
that an interviewer soon will be in contact. Survey
response rates consistently have been found to be
lower for those sampled respondents that receive cold
cal