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Editorial

The foundation of modern mineralogical crystallography goes back to the monograph by William Lawrence Bragg “Crystal structure of minerals” published in 1937. This book covers the first collection of crystal structures determined by X-ray diffraction. The 70th anniversary of this new perception in mineralogy was celebrated by a special issue of Zeitschrift für Kristallographie, Vol. 223, issue 1–2 (2008) entitled “Mineralogical Crystallography” comprising review papers by prominent scientists in the field. Since then the subject has further evolved applying new techniques, theoretical approaches, and looking at new kinds of natural inorganic materials.

The more recent 100th anniversary in 2014 of crystallography, proclaimed by the United Nations as International Year of Crystallography, defined as one of the goals to increase the public awareness of the science of crystallography. Admittedly, the structural study of building blocks of life (e.g., proteins) seems recently to dominate crystallographic efforts. However, at the beginning of the development was the study of mineral structures and there are still many open important questions in this field.

As a discipline originally based in geoscience, mineralogical crystallography underwent several modifications varying in a cultural interrelation. In some countries and universities mineralogical crystallography has developed to “Inorganic Material Science” and the direct link to geology faded. In other research centers mineralogical crystallography “still” devotes to the origin, development, and composition of the Earth and our planetary system. In such a focusing, a structural interpretation of minerals as building units of rocks comes to the fore. However, this does not mean that research is only concentrated on geomaterials. Nonetheless, comparison and relation to synthetic materials with similar structures and properties is an important view beyond the horizon. There is an omnipresent relationship and gain in knowledge from minerals to materials and vice versa.

Recent research (Hazen et al., 2008) emphasized the aspect of evolution of minerals and it became clear that there is an obvious link between biological processes and surface mineralogy starting in the Paleoproterozoic (2.2–2 Ga) with the “great oxidation event” leading to multicellular live and skeletal biomineralization. Thus, “biominerals” transformed to Earth’s surface mineralogy. Finally, in the Phanerozoic Era (0.57 Ga to present) biology began to dominate the mineralogical diversification of the Earth’s surface. Interestingly, the concept of mineral evolution has been developed starting from the question whether there were minerals with “catalytic” properties (e.g., clays and zeolites) already before the origin of life enabling synthesis of simple organic (“biological”) molecules. If it is true that to some degree “biology” started on the surface of minerals, the structural relationship of the living and inanimate world may be much more related.

To broaden the field of vision of this book “Highlights in Mineralogical Crystallography” we decided to invite “young” scientists for providing their view of the highlights. Of course we were aware that biological age is not a meaningful parameter if we consider innovative capability. When planning this strategy we had in mind to support the upcoming generation of leading scientists offering them a window for their specific perspective.

The book consists of a series of articles, which cover a wide horizon of topics having no strong connection to each other. As introduced in Chapter 1, the scientific community strongly relies on databases. The combination of Raman spectroscopy with diffraction techniques and chemical composition is the key of the large-scale success of the free of charge RRUFF database. In Chapter 2, the general trend of mineral evolution has been shown to correspond to an increase of diversity and complexity of mineral structures. The theory behind ab initio computer modeling based predictions of mineral surfaces is decrypted in Chapter 3. Surface-related properties of minerals are gaining more and more attention in the last decade, although mineralogical crystallography mainly focuses on the characterization of the bulk structure. Chapters 4 and 5 illustrate two recent groundbreaking discoveries in the field of mineralogy: natural quasicrystals and terrestrial ringwoodite. The identification of icosahedrite in a meteorite shows that quasicrystals are energetically stable states of matter, robust as crystals. In case of terrestrial ringwoodite, the significant presence of water (in terms of OH groups) has substantial impact on mantle geophysics and geochemistry. Chapter 6 describes the investigation of nanocrystalline bio-related minerals. When conventional X-ray techniques fail to experimentally explore the crystal structure, automated electron diffraction appears to be a powerful method for investigation of submicrometric crystals. At the end, the case of mayenite (Chapter7) illustrates the strong link between mineralogy and material science. The microporous character of this mineral group allows the use of mayenite as catalyst, transparent conducting oxide or crystalline electride.

University of Bern, Switzerland

Thomas Armbruster and Rosa Micaela Danisi
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Barbara Lafuente, R. T. Downs, H. Yang, and N. Stone

1 The power of databases: The RRUFF project

1.1 Introduction

In today’s world, many people rely on the availability of databases to perform daily activities such as checking meteorological forecast, finding a recipe, or verifying the spelling of a word. These are examples of actions that anyone can do quickly, routinely, and often at little cost, because of access to the Internet and the development of extensive databases.

The science community has always relied on databases, which in the earlier years were only available through collations of journals, books and data records. The analogic nature of these data resources dramatically limits the process of searching records and establishing relations between datasets. Nowadays, digital scientific databases and the World Wide Web have changed the way we can do science. This new generation of databases not only provides access to information, but allows data sharing between multidisciplinary research projects and make it possible to cross-link diverse types of data.

Minerals are very important to both the world economy and research science, they supply the raw materials necessary for the development of modern societies and their study provides knowledge of our planet, the solar system, and the very nature of the universe. As such, their identification and characterization is critical to many fields. However, only a few experts can accurately identify minerals without analytical instruments and their complementary databases. In general, minerals are uniquely characterized by both chemistry and crystal structure, or their derivative properties. For instance, the derivative property, color, can be a function of chemistry, or crystal habit a function of structure.

The characterization and differentiation of minerals in the 19th century was largely based on chemical composition and crystal forms. This led to the appearances of compendia of minerals and their diagnostic properties in the form of books that become the earliest publicly available databases of minerals, such as Dana’s System of Mineralogy (1837–1997) [1], Hintze’s Handbuch der Mineralogie (1897–1933) [2] , or Goldschmidt’s Atlas der Krystallformen (1913–1923) [3] containing drawings of all recognized crystals forms of minerals.

The discovery of X-ray diffraction techniques in 1912 brought about a dramatic change in the way minerals could be characterized because the diffraction pattern of a given mineral species remains consistent without regard to the crystal form, habit, color, or other variability in properties. This has led to a large amount of definitive data that is used to help identify and characterize minerals. Subsequent technological innovations have increased the speed and volume of data acquisition, and therefore, the need of databases to organize and make available all this information.

In addition to chemical and diffraction techniques, spectroscopy has proven to be a valuable derivative methodology used to identify and characterize minerals. In particular, Raman spectroscopy has shown itself to be a competitive technique because Raman spectra of minerals depend fundamentally on their chemistries and structures. Moreover, this technique is generally nondestructive, requires little sample preparation, it is quick and holds the promise of low cost. Infrared spectroscopy is another popular technique that is complementary to Raman and is capable of providing distinctive spectra suitable for search/match routines. Both spectroscopy techniques are undergoing major instrumentation changes towards portable and handheld systems (e.g. [4–7]).

Mineral identification using Raman spectroscopy is normally performed by search/match routines that compare the acquired spectrum with reference spectra from a database. The purpose of the RRUFF project is to develop such a Raman database by measuring the chemistry, X-ray diffraction patterns, Raman, and infrared spectra of the known minerals and to make these data readily and freely available to the scientific community, industry, and the general public. RRUFF database currently contains about 7000 mineral samples representing 3500 mineral species. The power of the RRUFF database is that its data is not collected from disparate publications and procedures but rather is collected with the same methodology, on the same set of samples and with the same instrument.

Although they are not currently included in RRUFF, there are other analytical and spectroscopy techniques that aid in the characterization of minerals [8]. For example, Laser-Induced Break-down Spectroscopy (LIBS) provides chemical composition by measuring all the elements present in a mineral sample. Mössbauer spectroscopy is also extensively used in mineralogy to examine the various valence states and the type of coordination polyhedron occupied by iron atoms.

1.2 A brief history of the RRUFF project

Until recently, Raman spectroscopy was only accessible to specialists because it required complex instruments worth hundreds of thousands of dollars. In 2003, the Hamilton Sundstrand Sensor Systems company (CA, USA) and the University of Arizona (USA) were funded by NASA to develop a miniaturized high performance Raman system for Mars surface studies [9,10]. The success of this project demonstrated that inexpensive small Raman instruments had the capability to make Raman spectroscopy a popular stand-alone field tool for routine and unambiguous identification of minerals and other materials by non-experts and thus, would eventually become available to the broad public.

Mineral identification using Raman spectroscopy needs reference spectra, so anticipating the increasing use of the technique, Pr. Downs at the University of Arizona built a Raman spectral database for minerals by obtaining representative samples of minerals that are also characterized and identified by X-ray diffraction and chemical composition. There are a couple of models that can be used to fund database development. One is to charge an annual license, such as the funding model used by International Centre for Diffraction Data (ICDD) (http://www.icdd.com/). However, if the cost of Raman instruments become so inexpensive that it is less than the cost of a license, then the ICDD model of funding is not reasonable. The RRUFF project database is based on the model of paying upfront for database development and providing the data for free.

Mr. Michael Scott, the founding president of Apple Computers, provided the funding to begin the project and create a proof of concept. He named it the RRUFF Project [11]. With this funding, the project developed procedures for validation and verification and the purchase of required instruments, including X-ray diffractometers and Raman spectrometers.

A requirement from Mr. Scott was that all the data collected by the RRUFF project would feed an open-access Raman spectral database not only for geologists and mineralogists, but for the general worldwide public. Therefore, a website for the RRUFF database (http://rruff.info) was built to provide free access to all the collected data, allowing users to view and download X-ray diffraction patterns, Raman and infrared spectra, electron microprobe data, references, photographs, and acquisition data of well characterized mineral samples. The RRUFF database is constantly reviewed and updated, following strict protocols to ensure the quality and durability of the data. It currently receives ~80000 hits per week. Its success, together with the interest of Michael Scott in mineralogy and Raman spectroscopy, has led him to also fund a similar free-access database, called WURM (http://www.wurm.info/), which contains the results of ab initio Raman spectra calculations [12].

It was also important in the early days of the RRUFF project to obtain a list of the known mineral species. With the help of the International Mineralogical Association (IMA) and its nomenclature commission, an outreach committee of the IMA was formed to develop and maintain an interactive and searchable list of the IMA-approved minerals. This list, referred in this paper as the IMA-List, is found at: http://rruff.info/ima/ (Fig. 1.1) and provides our preferred interface to the data of RRUFF as well as the Handbook of Mineralogy [13] maintained by the Mineralogical Society of America, the American Mineralogist Crystal Structure Database (AMCSD) for structural data [14–16], a reference library of publications and in some cases their pdf’s, a Mineral Evolution database for mineral localities and their ages, and links to other databases that search on mineral names. In addition, and in order to promote private use of the IMA-List of minerals, the site includes an option to create additional links to any other website that will accept queries based on mineral names. For example, we have a link to our mineral museum database. The site also offers a downloadable spell check dictionary file containing the mineral names from the IMA-List which can be added to a user’s computer dictionary.
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Fig. 1.1: The IMA-List homepage layout (http://rruff.info/ima/). At the top left is the interactive list of IMA-approved minerals, which is searchable by mineral name (e.g. quartz) or by chemistry through the available periodic table. At the top right is the list of provided links to other mineral database, including our customized link to the University of Arizona Mineral Museum (UAMM).

1.3 The RRUFF database

As of this moment, 3527 of the 4985 known mineral species have been incorporated into the RRUFF sample collection. As data from a sample is collected, it is posted into the database with password restricted access, referred to as non-public access. After a review process, if the data appears to be representative of the sample, then the password restriction is removed and the data becomes publicly accessible. As a consequence, measurements from only 2128 mineral species are currently publicly accessible. When possible, data from at least two samples of each species, ideally from different localities, are included in the database. Having multiple samples provides a means to confirm data and capture the chemical variability frequently observed in minerals. For instance, the database currently contains 42 records on the important olivine forsterite-fayalite series, with associated Mg-Fe chemical variations. In total, data from 3791 samples are publicly accessible through the RRUFF database.

1.3.1 Sample collection and characterization

Mineral samples for the database were initially obtained from the University of Arizona Mineral Museum (UAMM) and from the purchase of the Cureton reference collection of 6500 specimens by Michael Scott. Currently, new mineral specimens are mostly obtained from donations by collectors, dealers, and museums around the world. In 2013 alone, the RRUFF project received over 10000 samples through donations, including two major ones: Mr. Rock Currier (~8000) and Dr. Robert Lavinsky (~2000).

We insert the samples of interest into the database by giving them a unique RRUFF ID (e.g. R070563) and we scan and post the original labels, if they exist. We also record important acquisition data, such as source and locality, according to the label. After the record has been created, the next step is to confirm the identity of the sample. We have found that more than 25 % of all the samples that we have studied have been previously incorrectly identified on their labels. This failure rate illustrates the difficulty in determining the identity of a mineral, even for experts. Until the identification is confirmed, users should carefully suspect the correctness of the mineral name. The Status line in the top portion of each sample record reports the degree of the certainty in the identification and the techniques used. Even though our goal is to have all samples characterized by means of X-ray diffraction and chemical analysis, due to limited resources and the cost of chemical analysis, we try to identify them first by X-ray diffraction because this equipment is in our laboratory. However, some minerals can be difficult to be unambiguously identified by X-ray diffraction. For example, different mineral species belonging to the garnet or amphibole groups may have similar cell parameters and because they are isostructural, their diffraction patterns will be similar. In these cases, chemical composition is required. When using RRUFF data, it is always important to review the Status field in order to know the degree of certainty with which the minerals has been identified.

Most specimens in the RRUFF project are also documented with a macro photograph of the entire sample, intended to show host material, and a micro photograph to illustrate the quality of the mineral specimen under examination. Examples of both macro and micro photos are shown in Fig. 1.2.
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Fig. 1.2: Photos macro (top) and photos micro (bottom) of some RRUFF samples. From left to right: sigloite (R050576), bobdownsite (R050109), and xanthoconite (R080013).

1.3.1.1 Chemical analysis

The chemical composition is mainly determined with electron-microprobe analysis (EPMA) complemented, when necessary, with inductively coupled plasma massspectrometry (ICP-MS) analysis for the measurement of light elements (lighter than oxygen, such as B, Be, and Li).

Electron-microprobe analyses are conducted at the University of Arizona Electron Microprobe Laboratory at the Lunar and Planetary Laboratory (LPL) on a fully automated CAMECA SX50 or SX100 Ultra instrument. A detailed description of microprobe analysis applied to geology and mineralogy can be found in Reed [17] and the calculations to determine the empirical chemical formula are explained in detail in Deer et al. [18]. The determination of light-elements (H, Li, Be, B) is done by inductively coupled plasma mass-spectrometry (ICP-MS) on a Thermo Scientific X-SERIES 2 Quadrupole Inductively Coupled Plasma Mass Spectrometer (Q-ICPMS).

The chemical analysis for each mineral is posted to the RRUFF website along with a photo of the image of the polished fragment used in the probe. An Excel file containing all the probe data is also provided and it can be downloaded and manipulated by anyone who is interested in the results or to use as a template for other analyses (Fig. 1.3).
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Fig. 1.3: Chemistry section of lefontite (R140428) showing the measured chemistry, photo of SEM image (link to a larger high-resolution image), and the access to the Excel spreadsheet.

The IMA-List provides an interactive interface to search for minerals based on their ideal chemistry using a periodic table (Fig. 1.4). With this tool, the search can be done not only by elemental composition but also by valence state (i.e. Fe3+) and strings (i.e. H2O, OH), which results in a single selected mineral, or a set of minerals.


[image: image]



Fig. 1.4: Periodic table interface in the IMA-List. The example illustrates a searching based on minerals that contain the elements Mn, P, O and Ca, the strings Fe3+ and H2O, and exclude Mg. The system retrieves seven minerals meeting these conditions: bederite, jahnsite–(CaMnFe), jahnsite–(CaMnMn), keckite, wicksite, wilhelmvierlingite, and zodacite.

1.3.1.2 X-ray diffraction

All the RRUFF samples are examined by either powder or single-crystal X-ray diffraction. When there is sufficient sample then powder X-ray diffraction is the method of choice because it produces a pattern that matches the established gold standard format for identifying minerals. The reader can refer to Lavina et al. [19] for an extended description on the modern X-ray diffraction methods in mineralogy and geosciences. For powder X-ray diffraction analysis, the RRUFF project uses a Bruker D8 Advance where a powdered sample is examined from 5° to 90° 2-theta at 2.0 seconds per 0.010° step with Cu radiation.

The diffraction patterns are compared against the ICDD using the EVA search/match module provided by Bruker. Each measured diffraction pattern is then indexed and cell parameters are refined with CrystalSleuth [20] using h k l values from AM-CSD, as computed by the module XPOW [21] included in the XtalDraw software [22]. The cell parameter refinement in CrystalSleuth is based upon determining the positions of isolated diffraction peak Kα1 and Kα2 doublets and fitting the set of positions with a non-linear least-squares algorithm [20, 22] (Fig. 1.5). The peaks are fit using a X2 minimization routine known as the Levenberg-Marquardt Method similar to that described in Press et al. [23].

On the RRUFF website, the diffraction pattern is displayed and the profiles are posted as XY-ASCII files, along with the refined crystallographic parameters.
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Fig. 1.5: CrystalSleuth interface showing an example of fit and index processes of an experimental powder X-ray diffraction pattern of an adamite sample.

If the identification or refinement by powder X-ray diffraction is ambiguous due to, for instance, extreme peak overlap, or the amount of sample is too small for powder work, then single-crystal X-ray diffraction is the preferred technique. The analyses are conducted using a state-of-the-art Bruker X8 diffractometer with Apex2 CCD detector and Mo radiation.

In this case, the mineral is identified on the basis of its cell parameters and search/match is performed using the IMA-List, which offers a routine for searching cell parameter extracted from the literature and from the RRUFF and AMCSD databases. It also provides a tolerance of 1 %, 10 %, or any value chosen by the user to the cell parameters to enable a search within a range of values (Fig. 1.6).


[image: image]



Fig. 1.6: Cell parameter search control interface in the IMA-List.

With single-crystal diffraction data, a theoretical powder diffraction pattern is computed using XPOW (Fig. 1.7) and it is posted in the database along with its associated XY-ASCII file.
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Fig. 1.7: Theoretical powder X-ray diffraction pattern of iranite [24] generated by XPOW.

1.3.1.3 Raman spectroscopy

Raman spectroscopy is based upon the inelastic scattering of light due to its interaction with the vibrational modes of the target sample [25, 26]. During the analysis, the transfer of energy of the incident photons (gain or loss) results in a spectrum of energy shifts characteristic of the chemistry and structure of the compound, and therefore, may provide a fingerprint that can be used in the identification of most minerals.

Interestingly, Griffith [27] studied the Raman spectra of the major rock-forming minerals in order to understand the effects of SiO4 condensation, and claimed that Raman is “unlikely to be useful for the identification of silicate minerals”. Nevertheless, the RRUFF project has shown that 80 % of the samples examined can be correctly identified by their Raman spectra.

In general, four Raman spectra are collected from unoriented samples with 532 (green) and 785/780 (red) nm lasers in a Thermo-Almega micro Raman system. The instrument is equipped with an Olympus BX microscope with 10X, 50X, and 100X objective lenses. Whenever possible, the measurements are collected using 50X. The lasers are partially polarized with 4 cm−1 of maximum resolution and a spot size < 1 μm. High-resolution narrow scans, usually from 70–1400 cm−1, and low-resolution wide scans usually from 70–4000 or 70–6500 cm−1 are collected with the 532 and 785/780 nm lasers from exactly the same spot in the sample and until the signal to noise ratio is optimal.

The high-resolution narrow scans are used as reference spectra in the search/ match library installed with CrystalSleuth (Fig. 1.8), because the strongest main Raman peaks representative of a sample usually fall within this region. The CrystalSleuth search/match routine treats the background-removed pattern as a multi-dimensional vector (of norm 10) where an interpolated intensity (y-axis) at every two wavenumbers (x-axis) is treated as the coordinate value. We intentionally view the pattern and each of the spectra within our search-library as defined within the same vector-space. A dot product reveals the spectra that are most similar. Because of the normalization, a perfect match returns a value of 100. This process is repeated for the top matches; then, for greater resolution, the intensities are interpolated at every integral wavenumber. An ordered list of matching results with a confidence value (0 to 100) is listed left of each result. The confidence is the calculated result of the dot products discussed above, which indicates the coincidence between each pattern in the search/match library and the spectrum of interest. As this software produces the closest matches to samples in the installed RRUFF library, it is important to remember that even with a high confidence, this does not necessary imply a match, just the best match within the database. In some cases, it is possible that the right reference is not even in the library.

The low-resolution wide scans are performed with both 532 and 785 nm lasers in order to record other Raman peaks, such as the O-H stretching modes, and other spectral artifacts. With our instrument, only the spectra collected with the 532 nm laser reveal the presence of O-H bands that are often located in the 2700–3700 cm−1 region, as shown in Fig. 1.9. The sensitivity of the silicon detector in the 785 nm laser is quite poor at higher wavenumbers which makes it useless for the detection of the O-H modes.
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Fig. 1.8: CrystalSleuth interface showing an experimental unknown Raman spectra (in black), which matches the spectrum of the RRUFF record for prehnite R050410 (in blue).



CrystalSleuth is used to correct the spectral baseline, using a subroutine from the Razor library (http://www.spectrumsquare.com) by Spectrum Square Associates, to remove cosmic rays events from patterns [28], to trim edges, to reverse X-axis display, and to visualize and compare multiple spectra. Both raw and processed data are included on RRUFF as XY-ASCII files.

The intensities of certain Raman peaks of a mineral may vary appreciably as a function of sample orientation, depending upon its symmetry and the origin of the Raman modes (Fig. 1.10).

Such variations in intensity can significantly affect the success of the search/match routines. Thus, in certain cases, especially for rock-forming minerals, Raman spectra collected in additional different orientations with respect to the polarization direction of the incident laser are collected. The analyses are conducted with an IRIS Raman instrument built by Alex Goncharov and Victor Struzhkin of the Geophysical Laboratory at the Carnegie Institution of Washington. It uses a tunable 100 mW Ar-ion laser (usually at 514.532 nm) and a Jobin Yvon Spex HR 460 spectrometer equipped with a liquid nitrogen cooled Princeton Instruments 1152 × 256 pixel CCD detector. We use a 1200 groves mm−1 grating centered at 530.4 nm and collect data with Roper Instruments Winspec/32 software. Samples can be oriented onto a goniometer stage and rotated precisely into position, or spun at speeds up to 720 degrees per sec.

Some mineral records also provide a pdf file with the description of the Raman active modes corresponding to the mineral species (e.g. beryl, R040002). The analysis is done by using the crystal structure data from AMCSD and the SAM routine at the Bilbao Crystallographic server (http://www.cryst.ehu.es) [29].
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Fig. 1.9: Low-resolution Raman spectrum of tetrawickmanite, Mn2+Sn4+(OH)6 (R100003), collected with the 532 nm laser, illustrating the O-H stretching vibrations Raman bands between 2700 and 3700 cm−1.

1.3.1.4 Infrared spectroscopy

Similarly to Raman spectroscopy, the infrared spectrum can provide additional information and a quick way to identify a mineral, assuming that a database is available for comparison. The two techniques are complementary because while Raman scattering requires a change in polarizability with vibration, infrared requires a change in dipole moment. Therefore, in molecules with different elements of symmetry, certain bands may be infrared active, Raman active, both or neither. When sufficient powder sample exists, the infrared absorption spectra are collected at the California Institute of Technology (Caltech) in Dr. George Rossman’s lab. The analyses are performed using a SensIR Durascope on a Thermo Nicolet Magna 860 FTIR (wavelength 4000–375 nm). The collected data is included as XY-ASCII file. The RRUFF project does not include a search/match routine for identification of minerals by infrared spectroscopy. Additional details can be found at George Rossman’s website at Caltech. The user can access the Mineral Spectrosocopy Server (http://minerals.gps.caltech.edu/) where visible, near-infrared, and infrared absorption spectra are available for a number of minerals, including rock-forming minerals, gem minerals, and other minerals of particular interest.
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Fig. 1.10: Raman spectra of topaz (R040121) in two different orientations. The lower spectrum (orange) was recorded with the laser parallel to the b-axis, polarized parallel to c, while in the upper spectrum (blue) the laser is parallel to the c-axis, polarized parallel to b.

1.3.1.5 Data from external sources

Some rare minerals are very difficult to obtain by the RRUFF project. However, if the Raman and infrared spectra are available in the literature, we contact the authors and invite them to share their data through the RRUFF database. Microprobe analysis and crystal structure information, if available from the manuscript, are also included in the record. We thank all the authors for sharing their data with the RRUFF project. The list of minerals needed to complete the project can be found at http://rruff.info/about/minerals_needed.php. If you have Raman or infrared spectra of minerals that are not currently represented in the database, we encourage you to contact us.

1.3.2 Reference library

The RRUFF project includes an extensive reference library of publications directly linked to their associated minerals. For the most part, these articles are focused on spectroscopy, structure, and chemistry of minerals. The complete list of collaborators can be found at: http://rruff.info/about/about_publishers.php. Only when the publication has permission for free viewing, its pdf can be freely downloaded. In addition, with funding from the National Science Foundation (The American Mineralogist Crystal Structure Database, 2006–2009, National Science Foundation EAR-0622371), the RRUFF project scanned and made public the older pre-digital journals of a number of societies including USA, Canada, Great Britain, France, Italy, Russia, and Japan. For those minerals with reported structure, the reference list also provides a link to their AMCSD record. The access to the references is facilitated either through the sample record itself, which provides a list of related publications, or through the webpage interface for Search References (http://rruff.info/rruff_1.0/reference_search.php).

1.3.3 Search and access to mineral records

Each record in the RRUFF database can be accessed by different pathways. Through the database homepage, an interactive search procedure provides a series of text fields for searching by mineral name, chemistry, or keywords. It also includes a periodic table interface to search by chemical composition (lookup button), which is done by selecting elements included in the chemistry (click element once), or elements that needs to be excluded from the chemistry (click element twice). For example, all silicate minerals can be obtained by selecting only Si and O. To obtain the SiO2 polymorphs, the rest of elements in the periodic table needs to be excluded. The Exclude all nonselected button excludes all of them automatically. The search hits can be sorted and displayed in different formats that can be set as default.

The mineral records can be also accessed by typing the name of the mineral or the RRUFF ID in the website URL in the format: http://rruff.info/[mineral name or RRUFF ID]. For example, rruff.info/quartz returns a page listing all the public quartz samples that have been analyzed by the RRUFF project, while rruff.info/R040031 displays all the data collected for one of the specific samples of quartz. This type of access also facilitates a way for other websites or software to independently access data from the RRUFF webpages. The IMA-List uses the URL method to provide a link to the mineral records in RRUFF. This link will be only active (black font) when the RRUFF database contains at least a record of the selected mineral.

1.3.4 Software design and server infrastructure

The RRUFF database is built using the open-source database-management software MySQL, which runs on all platforms. MySQL is combined with the PHP scripting language to create the database structure, to populate and maintain the database, and to support data retrieval. PHP not only securely supports the MySQL database but also it is the link between the database and the Web page.

The Web search interface is dynamically created with PHP using the Select commands to access the criterion tables in the MySQL database. We use an Apache Web server running on a Linux platform, which is well suited for PHP and MySQL. The searchable fields in the user interface include interactive HTML elements such as text boxes, drop-down list boxes, radio buttons, push buttons, etc., which are created with PHP. The results of the queries populate the search criteria fields in the HTML form.

The RRUFF project spends considerable time and resources to ensure the availability of the RRUFF database at all times. As the database is used worldwide, it is a priority for the project to provide users with a reliable tool that can be used at any time and whose data last over time. Server infrastructure used for the RRUFF database uses RAID (Redundant Array of Inexpensive Disks) for local storage to ensure data integrity within the local archive. This ensures that a single or double disk failure in the system will not result in loss of data. This hardware is regularly maintained and upgraded to ensure performance and availability.

1.4 Experimental observations during collection of Raman spectra

An outcome of building the RRUFF database is the opportunity to examine hundreds of minerals by Raman spectroscopy and to observe diverse factors that may affect the collection of the data [30]. We summarize some of these factors in this section.

1.4.1 Thermal effects of laser power

During the collection of a Raman spectrum, the incident laser beam may heat the illuminated portion of the sample, which, in some cases, can cause phase transitions, loss of hydration water, or partial or total decomposition of the sample. The increase of the temperature depends upon experimental conditions, such as excitation wavelength, laser power, and exposure time, as well as mineral properties, including size, chemistry, and color. When heating effects are suspected, we typically lower laser power, modify exposure time, or defocus the laser beam. The downside of reducing the laser power to its minimum value is that it also implies lowering the intensity of the Raman signal and worsening the signal to noise ratio, therefore providing a lesser quality Raman spectra.

Usually small or thin isolated crystals tend to burn more easily because they are not able to dissipate much of the heat. When we collect Raman data from the same single crystal used for X-ray diffraction analysis, the power of the laser is usually reduced to its lowest value. Minerals with weak bonds, such as many of the sulfides or highly hydrated minerals, also tend to burn more easily even under the lowest laser intensity setting. Cinnabar (HgS) provides an example where the high intensity 514 nm laser produces the spectrum of sulphur (S). Opaque phases, such as iron oxides, absorb more of the incident radiation making them also more susceptible to burning. Interestingly, even though the 532 nm laser is higher energy than the 785 nm laser, we have found cases where a mineral burns under 785 nm but not under 532 nm (i.e. para- montroseite, VO2). Visual evidence such as dark brown to black craters of the size of the beam spot or discoloration of the mineral surface are usually indicative of burning and dehydration, respectively.

Another not so often effect related to the heating of the sample by the incident laser is that while the spectra remains essentially the same, the peak positions shift to lower wavenumbers with increasing the energy of the laser. We detect this phenomenon when we compare the spectra from the 532 and 785 nm lasers and correct the lower wavenumber spectrum by lowering the intensity of the laser.

1.4.2 Effects of the incident laser wavelength

While the position of the peaks in the Raman spectrum remains mostly constant under different excitation wavelengths, their intensities can vary. As we have seen, we collect Raman scans using two different laser excitations from the same spot on the sample and in the same orientation. Therefore, the high-resolution narrow scans provide a measure of how the spectra change with incident wavelength. We have seen that for some of the minerals, these two spectra may be the same or very alike, as in Fig. 1.11, but for others the intensities of identical modes can be different, as in Fig. 1.12.
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Fig. 1.11: High-resolution Raman spectra of the zeolite edingtonite (R040003), collected with both 532 (green line) and 785 (red line) nm lasers, illustrating an example of spectra whose patterns are essentially identical for both incident lasers. The sample was in identical position for both data collections, which eliminates the variation in intensities caused by orientation effects.
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Fig. 1.12: High-resolution Raman spectra of enstatite (R040093), collected with both 532 (green line) and 785 (red line) nm lasers, illustrating an example of spectra whose patterns differ for both lasers. The sample was in identical position for both data collections, which eliminates the variation in intensities caused by orientation effects.

1.4.3 Fluorescence

It has been found that about 16 % of the samples examined in the RRUFF project produced spectra that cannot be used for their identification, mostly due to the presence of broadband fluorescence or luminescence peaks dominating the Raman spectrum. Of these, half of them cannot be identified with either of the two lasers (532 and 785 nm) (Fig. 1.13), while the other half can be identified only with one of the lasers (Fig. 1.14).

Usually, moving to longer wavelengths of excitation can significantly reduce fluorescence [31] with the tradeoff of reducing the Raman signal because of the relation IRaman ~1/λ4 [25]. However, we have observed that some minerals fluoresce under 785 nm but not under 532 nm, as shown in Fig. 1.14.
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Fig. 1.13: High-resolution Raman spectra of loparite-Ce (R070251), collected with both 532 (green line) and 785 (red line) nm lasers, illustrating an example of spectra where both incident wavelengths are dominated by fluorescence.
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Fig. 1.14: High-resolution Raman spectra of dioptase (R040028), collected with both 532 (green line) and 785 (red line) nm lasers, illustrating an example of spectra where one of the incident wavelengths (780 nm laser) is associated with a poor pattern dominated by fluorescence.
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Fig. 1.15: Low-resolution Raman spectrum of zoisite (R060567), collected with the 785 nm laser, illustrating the significant luminescence features between 1200–1700 cm−1. Such features were observed in the spectra of all the Ca-containing minerals from the deposits in Umba Valley, Tanzania [30]. The study proposes that these features are due to Nd3+ luminescence centers.

Some minerals may exhibit obvious luminescence peaks, as in Fig. 1.15, often due to the presence of transition metal or rare-earth ion centers [32], which in some situations, it can be used as a signature for the locality of the sample [30].

If the luminescence features are very intense, as in Fig. 1.16, they can obscure the Raman peaks of the particular mineral.

1.4.4 Presence of inversion center

Of the 4967 known mineral species, twenty-seven of them cannot produce a Raman signal because every atom is positioned on an inversion center. These include minerals that crystallize with the rocksalt (16) or copper (11) structures. In minerals containing an inversion center, the change in polarization of the atoms due to the incident beam is negated because the distortion of the electron cloud in one direction is equal to the distortion of the cloud in another direction. As a result, the Raman spectrum has intensity equal to zero. We have nevertheless collected the spectra for theses minerals and included them in the database (Fig. 1.17) because the absence of Raman activity also reveals important information about the sample. It is possible that some of these twenty-seven minerals may show weak Raman peaks. We interpret this as indicating surface alteration. For instance, the oxidized surface of galena (PbS, rocksalt structure) may show weak peaks corresponding to minium (Pb3O4).
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Fig. 1.16: Low-resolution Raman spectrum of unoriented topaz (R060024), collected with the 532 nm laser, illustrating intense luminescence features (4000–5200 cm−1) that mask the Raman peaks under 1200 cm−1 (Fig. 1.10 shows the Raman bands of topaz in that specific region)

1.4.5 Metamict minerals

Metamict minerals are materials that were initially crystalline, but that have lost their crystallinity, partial or total, due to radioactive decay [33, 34]. Zircon [35], allanite [36], and titanite [37] are some examples of minerals that may exhibit metamictiza- tion. By annealing an unidentified metamict mineral at the appropriate temperature, its crystallinity can usually be restored and the sample identified by X-ray analysis. The RRUFF project studied eight metamict samples before and after heating to explore the effects on their Raman spectra. For example, the metamict gadolinite-(Y) (R060856) was identified and its Raman obtained after heating the sample at 1000°C during 23 h [38].

Radiation damage produces change in the chemical and structural properties of minerals, and therefore, it can have dramatic effects on the Raman spectrum of a sample including loss of peak intensity, increase in peak width, and shifts in peak frequencies. For example, Nasdala et al. [39] calibrated the degree of metamictization in natural zircon crystals (ZrSiO4) by measuring the broadening and shift towards lower wavenumbers of the Raman band at ~ 1008 cm−1 (v3SiO4). Fig. 1.18 shows the variability in the position and width of the v3 SiO4 band in the Raman spectra of six zircon samples collected for the RRUFF project.
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Fig. 1.17: High-resolution Raman spectra of halite (R070534), collected with both 532 (green line) and 785 (red line) nm lasers, illustrating the absence of Raman activity in minerals with every atom positioned on an inversion center.

1.5 Applications of the RRUFF project

The power of the RRUFF project lies in its capability to aid in mineral identification and characterization. Records of well-characterized minerals can be used as a reliable Raman reference, and the ancillary software, including CrystalSleuth, XtalDraw, and XPOW, provides visualization and manipulation of data. Equally important to the RRUFF project is that its database should also provide the capability for inspiring other research efforts. For instance, a search on March 2015 of the Science Direct website (http://www.sciencedirect.com) retrieved a listing of 339 manuscripts that use data from the RRUFF project. These publications come from a broad variety of disciplines, including mineralogy, crystallography, geology, archeology, planetary science, art, medicine, material science, physics, chemistry, environmental, biology, and forensics.

The abundant and diverse collection of Raman spectra, X-ray diffraction patterns, and chemical analysis permit the systematic examination and analysis of mineral groups, chemical variations, phase transitions, etc. For example, using chemical analyses of 40 various garnets from the RRUFF project, Henderson and Downs [40] shows that the Raman spectra of silicate garnets are correlated to their empirical chemical compositions and can be used to estimate the compositions of unknown garnets to within 3 % atoms per formula unit, based on measurements of sixteen cations.
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Fig. 1.18: Raman spectra in the 950–1040 cm−1 region of six unoriented zircons from the RRUFF database collected with 532 nm laser, showing the shift and broadening of the v3SiO4 mode: R050034 (blue), R100144 (purple), R050488 (green), R050286 (aquamarine), R100128 (red), and R050203 (orange).

The collection of Raman spectra in the RRUFF database has had a profound impact on the gemology community. The inexpensive and non-destructive nature of Raman spectroscopy makes it a suitable technique for its use in this field, especially given the perfection of gemstones. The Raman spectrum of gemstones is not only used for their identification but also to determine their provenance (Fig. 1.15), as well as natural or synthetic origin and possible treatments applied to them [41]. For example, Lowry et al. [42] acquire Raman spectra from 96 semi-precious gemstones with the aim of classifying them with reference spectra from the RRUFF database. The RRUFF database and CrystalSleuth are used by Kuehn [43] to study the application of Raman spectroscopy for the identification of gemstones. The work by Jasinevicius [30] characterizes the vibrational and electronic features in the Raman spectra of many gemstones in the RRUFF database. The Raman instruments developed by M&A Gemological Instruments (MAGI) include the GemmoRaman software (http://www.gemmoraman.com/GemmoRaman-532.aspx) which provides a plugin for the automatic export of collected spectra into CrystalSleuth for their identification.

The variability in the RRUFF Raman spectra collection, reflected in chemical composition, laser wavelength, fluorescence, symmetry, site occupancy, and orientation, makes it suitable to use for building and testing mathematical models to automatically identify mineral phases from their Raman spectra. In Hermosilla Rodriguez et al. [44] they use one hundred randomly selected spectra from the RRUFF library to test an algorithm to identify mineral phases by Raman spectroscopy. In a recent publication, Cochrane and Blacksberg [45] develop a method to identify individual Raman features in mineral mixtures by using 11572 Raman spectra downloaded from the RRUFF project. The development of these models is of special importance for planetary science as they will be necessary in the analysis of the data coming from the Raman instruments planned for future space missions (see for example [46, 47]). A Raman spectrometer has been chosen as a part of the science instrument payload of the European Space Agency 2018 ExoMars mission to target mineralogical and astrobiological investigations on the surface and subsurface of Mars [48,49] and NASA has just announced that its 2020 Mars Rover payload [50] will carry two Raman spectrometers to determine fine-scale mineralogy and detect organic compounds.

The identification and characterization of mineral specimens for the RRUFF project requires considerable research, mostly when something does not match with the available data. The lack of a match may occur because it is a new mineral, because its data was previously reported wrong, or because we do not have it yet in our database. So far, the IMA nomenclature commission has approved 21 new minerals discovered and described by our group (e.g. [51–54]) with other 50 or so anomalous specimens that require more careful examinations and currently remain non-public in the database.

We also study crystal structures of minerals with previously unreported structures (e.g. [55–58]), or minerals with problems on their previously reported structural data (e.g. [59, 60]). In our experience, the greatest problem with previously reported cell parameters from the older literature is found where twinning or subcell/supercell relations were not recognized, especially for data collected with point detectors. In some cases, the redefinition of the structure leads to a new ideal chemical formula for that mineral. For instance, esperite was first defined by Moore and Ribbe [61] as monoclinic with a well-developed “superlattice”. However, Tait et al. [62] demonstrated that the so-called “superlattice” reflections were due to the presence of triple twins probably resulting from a high-to-low temperature phase transformation, which led them to the redefinition of the ideal chemical formula from PbCa3(ZnSiO4)4 to PbCa2(ZnSiO4)3. In the case of the redefinition of the vladimirite, the work by Yang et al. [63] demonstrates that while the ideal chemical formula of this mineral was correctly reported by Nefedov [64] as Ca4(AsO4)2(AsO3OH)·4H2O, it had been modified incorrectly as Ca5H2(AsO4 )4·5H2O by subsequent studies [65].

1.5.1 Crystal-chemistry analysis of Mars samples

The RRUFF project is playing an important role in the study of the chemical composition of the mineral phases analyzed by the CheMin X-ray diffractometer [66] on the Mars Science laboratory rover Curiosity in Gale crater, Mars. Using the refined unit-cell parameters of samples analyzed at the sand dune, Rocknest [67, 68], Morrison et al. [69] estimates the empirical chemical formulas of the most abundant phases identified, including Mg-Fe-olivine, Mg-Fe-Ca-pyroxene and Na-Ca-K-feldspar. For the study, a large dataset of unit-cell parameters in combination with their associated chemical compositions were collected from the RRUFF project and the literature for each of these major phases. Moreover, by determining the chemical composition of the individual crystalline phases they were also able to estimate the bulk composition of the crystalline materials as well as the amorphous component. This methodology will be applied to each of the analysis performed by the CheMin instrument in the surface of Mars.

1.5.2 The Mineral Evolution database

The Mineral Evolution project [70] aims to understand how the episodes of planetary accretion and differentiation, plate tectonics, and origin of life lead to a selective evolution of mineral species through changes in temperature, pressure, and composition. In order to investigate questions related to these mineralogical changes through time and geological settings, the Mineral Evolution database [71] was created in partnership with the RRUFF project and Mindat.org (http://www.mindat.org). The goal of the database is to correlate the diversity of mineral species with their ages, localities, and other measurable properties. The RRUFF project serves as a platform to store and display the data accessed through the IMA-List. Mindat.org supplies the database with mineral localities and their associated mineral species.

1.6 Future directions

The RRUFF database was designed to include measurements restricted to microprobe analysis, Raman and infrared spectra, and X-ray diffraction patterns of minerals. This rigid structure prevents the addition of new measurements, such as Mossbauer, LIBS, or UV spectroscopy, without extensive and costly modification of the current software platform. The custom programmed solution used by RRUFF also makes it impracticable for other researchers to use with their data.

These limitations have led to the development of the Open Data Repository [72], an open-access platform for data publication funded by the Mars Science Laboratory CheMin team and NASA-Ames; developed by the University of Arizona’s Department of Geosciences, and the Open Data Repository non-profit organization. The platform aims to provide researchers with a simple tool to publish any or all data related to their research on material properties. The data publication system makes it possible to share data publicly, to invite collaborators, and ensure research integrity.

With this system, users can create their own data repositories in their local server for their diverse data sets. Creating a data repository is a drag-and-drop procedure facilitated through a web-based forms designer. No direct interaction with the underlying database is required. The user can select and add different field types to their data sets and modify the design at any time to include new fields or file storage areas. The user can then start creating data records that describe individual pieces of data. A plugin system allows data sets containing XY data to be graphed and plotted to HTML output. Plug-ins for rendering chemical formulas and for displaying images in galleries are also bundled with the system.

The platform has been in development for over two years and is undergoing beta testing by a number of research groups. NASA’s CheMin data from the Mars Science Laboratory is being published on the system as a proof of concept. Many new features and sharing tools will be developed under a new, 5-year contract with funding from NASA’s SERA initiative and the Astrobiology Habitable Environments Database (AHED) [73] which will host data from a number of researchers in the astrobiology community.

In the long term, the migration of the RRUFF database into this new platform will make it possible to complement the current characterization of the mineral specimens with other techniques.
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Sergey V. Krivovichev

2 Structural complexity of minerals and mineral parageneses: Information and its evolution in the mineral world

2.1 Introduction

One of the important aspects of mineralogy as a sub-discipline of geology is its bearing on the chemical composition and structural features of minerals and their evolution in space and time. Thus mineralogy is both a nomothetic and idiographic discipline [1]. As a nomothetic science, it establishes general laws that govern particular features of minerals as crystalline materials of natural origin, such as relations between structure and chemical composition, spectroscopic properties, response to changing thermodynamic conditions, etc. As an idiographic discipline, mineralogy is oriented towards the past and tries to reconstruct particular conditions of mineral formation on different scales, from local nanometer interactions to the global evolution of matter in the Universe. In the framework of the current chemical [2] and mineralogical [3] thought, minerals evolve together with the other matter in the Universe and reconstruction of this evolution is one of the main tasks of mineralogy. Back in the 1980s, N.P. Yushkin [4] realized the need in uniform quantitative parameters that would reflect such features of natural crystalline matter as symmetry, chemical and structural diversity, and complexity. The advent of the modern theory of complexity and its increasing applications in various fields of science [5–8], as well as intensive accumulation and cataloging of mineralogical data [9], provides an excellent framework for the development of detailed theories of diversity and complexity of minerals and analysis of their evolution in the history of the Earth and the observable Universe. This chapter touches upon only one aspect of mineral complexity, that is, the complexity of crystal structures of minerals. The fact that mineral structures may have different degrees of complexity has long been recognized, which is reflected in the titles of scientific papers such as ‘Serendibite, a complicated, new, inorganic crystal structure’ (Buerger, Venkatakrishnan [10]), ’ Crystal structure of steenstrupine: A rod structure of unusual complexity’ (Moore, Shen [11]), ‘Structure and hydrogen bonding in preobrazhenskite, a complex heteropolyhedral borate’ (Burns, Hawthorne [12]), ‘The crystal structure of dalnegroite: A masterpiece of structural complexity’ (Bindi et al. [13]), etc. However, only recently the very versatile concept of complexity received its solid definitions in terms of Shannon information theory [14–16]. The present chapter provides an overview of the theoretical framework to describe and to interpret structural complexity of minerals and is organized as follows. The second section is devoted to the different definitions of complexity, of which the most emphasis is given to the information-based parameters, statistics of which is considered in the third section. The fourth part deals with relations between complexity and hierarchical features of structural organization, whereas the fifth, sixth, seventh and eighth sections are devoted to the applications of information-based complexity parameters to the interpretation of micro- and macroscale mineral-forming processes. The nineth section outlines major differences between minerals and living matter, in terms of both its complexities and diversities. The last section provides the main conclusions and directions for further research.

2.2 Measuring structural complexity

2.2.1 Parsimony and its indices

Probably, the first consideration of structural complexity, at least in the published literature, should be assigned to Linus Pauling’s paper on ‘The principles determining the structure of complex ionic crystals’ [17]. Among his five rules, the fifth rule of parsimony deals directly with structural complexity. In its original formulation, it says that ‘the number of different types of constituents in a crystal tends to be small.’ Pauling [17] did not provide any quantitative procedure to evaluate structural parsimony, and this was done by Baur et al. [18], who proposed two types of parsimony indices in order to describe topological and geometrical complexity of crystal structures.

The topological parsimony index, It, was defined by Baur et al. [18] as
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where t is the number of topologically distinct atom sites in the asymmetric unit, and e is the number of different chemical elements.

The crystallographic parsimony index, Ic, can be calculated as
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where c is the number of crystallographically distinct atom sites. Within this approach, topological and crystallographic equivalence of atoms are understood in terms of topological and crystallographic symmetry groups, respectively. Topological symmetry group of an atomic arrangement is the highest symmetry group that the arrangement may adopt by continuous transformation that does not involve breaking of any bonds between atoms. Crystallographic symmetry corresponds to the space group of the structure. Topological symmetry may be either higher or identical to (but not lower than) the crystallographic symmetry. This distinction between crystallographic and topological symmetry will be used in the following throughout the paper.

Baur et al. [18] pointed out that the topological parsimony index is of primary importance and suggested subdivision of inorganic structures into lavish (It > 0.66), intermediate (0.66 < It <  0.33) and parsimonius (It < 0.33). However, this index has little discriminative power: for instance, It = Ic = 0 for cubic halite (NaCl), tetragonal rutile (TiO2), and cubic BaTiO3. Both indices are not sensitive to chemical complexity or to symmetry and reflect only relations between the number of chemical elements and the number of topologically distinct atom sites. Though parsimony is generally related to structural complexity, the parsimony indices proposed by Baur et al. [18] cannot be used as unambiguous measures of structural complexity of crystals.

Development of new methods of crystal-structure prediction and simulation led Oganov and Valle [19] to the formulation of a fingerprint function, which is a function that describes a crystal structure in a unique way on the basis of a specified geometrical environment of each atom site. In the framework of this approach, each structure can be visualized as a vector in the abstract fingerprint function-space (see [19] for a detailed definition). In the same manner, each site in a crystal structure has its own fingerprint function, depending upon its particular geometrical surrounding within a sphere with the specified radius R. The difference between the two structures (or two atom sites) is the distance D between their fingerprints in a fingerprint space. In order to quantify complexity of a particular crystal structure, Oganov and Valle [19] introduce quasi-entropy, Sstr, defined as
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where Ai and Aj are the ith and jth sites occupied by the same chemical element A, NA is the number of atoms of this element in the unit cell, N is the total number of atoms in the unit cell, and DAiAj is the distance between the fingerprint functions of Ai and Aj. If a particular element occupied only one site in a crystal structure, DAiAj = 0 and therefore Sstr = 0.

On the basis of energy calculations for a large number of potential crystal structures with the same composition and comparison of the obtained energies with their structural quasi-entropies, Oganov and Valle [19] conclude that ‘…the ground state normally adopts one of the simplest structures compatible with the chemistry of the compound. Such structures tend to have lower energies. This rule is nothing else than an energetic-based reformulation of Pauling’s fifth rule.’ This also means that ‘…in the ground state and low-energy structures, atoms of each species tend to occupy similar crystallographic sites.’ The work by Oganov and Valle (2009) is probably the most spectacular development of the Pauling’s line of thought on the complexity of crystal structures, since it provides a unique way of correlation of complexity with groundstate energies. However, despite of its enormous importance, this approach suffers the same disadvantage as the parsimony indices proposed by Baur et al. [18]: if each chemical element occupies a unique crystallographic site in the structure, its quasientropy is equal to zero, irrelevant of its symmetry and the number of different chemical elements (chemical complexity). Thus, Sstr = 0 for diamond (C), halite (NaCl), rutile (TiO2) and cubic perovskite (BaTiO3).

An alternative approach to structural complexity was suggested by Lister et al. [20, 21], who used the number of atoms in the asymmetric unit as a measure of complexity for a commensurate structure. This method has many advantages for the comparison of crystal structures of low symmetry, but, unfortunately, does not provide appropriate quantification of complexity of high-symmetry structures such as, e.g. paulingite, a complex natural zeolite, which was identified by Mackay and Klinowski [22] as one of the most complex inorganic structures.

The disadvantages of the parsimony indices in defining structural complexity of crystals originated from the fact that they are purely crystallographic. In order to define such a category as crystal-structure complexity, one has to quit the world of crystallographic parameters and turn to the modern definitions of complexity that have their origin in the field of information theory and computer science.

2.2.2 Information-based complexity measures

In the framework of the complexity theory, one of the approaches to the complexity of an object is to measure the amount of information that it contains: the more information the object contains, the more complex it is. In order to apply this principle to the crystal structures of minerals, we first provide an overview of the application of information theory to spatial structures.

2.2.2.1 Shannon formula and information content of a message

The concept of information was developed in connection with the theory of communication [23]. Information is measured in bits, or binary digits. Suppose that we have a message M consisting of n symbols taken from an alphabet S consisting of precisely s different symbols. The probability pi of the appearance of the ith symbol from S is equal to
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where ni is the number of the ith symbols in M.

Therefore
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The information content of the message M is calculated according to the Shannon formula
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In the case of a single coin toss, there are two possible outcomes: head (0) or tail (1), and the amount of information is equal to 1 bit. In the case of two sequential coin tosses, there are four equally probable outcomes: 00, 01, 10, and 11, and the amount of information is equal to 2 bits. If a process has three equally probable outcomes, the amount of information registered by the system is H = log23 = 1.585 bits.

2.2.2.2 Information content and complexity of a graph

A graph, G, is defined as a structure consisting of a set of objects V = {v1, v2,… }t called vertices, and a set of unordered pairs of vertices E = {vi, vj}, whose elements are called edges. Graphs have found extensive application in crystal chemistry and structural mineralogy, e.g. when atoms (or coordination polyhedra) are identified with vertices and bonds (or interpolyhedral links) with edges [24, 25].

 Rashevsky [26] was the first to apply the Shannon formula to the information content of topological and geometrical structures. He considered a graph as a message and its vertices as symbols. Two vertices of a graph G are equivalent if their permutation does not result in a graph topologically different from (= non-isomorphic to) G. For instance, the graph shown in Fig. 2.1a consists of five vertices, which can be subdivided into three equivalence classes, C1, C2 and C3. The first class, C1, consists of vertices 3 and 4 (C1 = {3, 4}); these vertices are equivalent as their permutation does not change the topology of the graph. The same is true for vertices 2 and 5, which belong to the class C2. The third class, C3, consists of the vertex 1, which has no equivalent vertex in the graph. The probability of a vertex from a certain class to be chosen randomly is equal to 2/5 for C1 and C2, and 1/5 for C3: p1 = p2 = 0.4 and p3 = 0.2. According to Rashevsky [26] and Trucco [27], the structural information content, IG, of a graph, G, is defined as
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where pi is the probability of occurrence of the vertex of the ith class.
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Fig. 2.1: Graphs of different complexity. See text for details. Reproduced with the kind permission of the Mineralogical Society from [15], published in Mineralogical Magazine (2013).

The information content of the graph shown in Fig. 2.1a is
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Its total information content, IG,total, is equal to 5 × 1.53 = 7.65 bits.

The graphs shown in Fig. 2.1b,c,d illustrate the evolution of structural information content along the topological modifications of the initial graph shown in Fig. 2.1a. Addition of an additional vertex, (6), and an additional edge (2)–(6) to the vertex 2 (Fig. 2.1b) results in a dramatic increase in IG, from 1.53 to 2.62bits/vertex (the total information content increases from 7.65 to 15.72 bits, i.e. more than twice!). The reason for such an increase in information is that addition of vertex 6 and edge 2–6 destroys the symmetry of the original graph; now all the vertices of the graph are inequivalent. Addition of vertex 7 and edge 6–7 (Fig. 2.1c) results in a slight increase in IG, from 2.62 to 2.80 bits/vertex (IG,total changes from 15.72 to 19.60 bits). However, addition of vertex 7 and edge 5–7 to the graph shown in Fig. 2.1b restores the symmetry of the original graph (Fig. 2.1d), and the information content drops from 2.62 to 1.96 bits/vertex. The total information content changes from 15.72 to 13.72 bits, i.e. the information content of the graph with 6 vertices shown in Fig. 2.1b is higher than that for the graph with 7 vertices shown in Fig. 2.1d.

The seminal work by Rashevsky [26] was followed by extensive work summarized by Dehmer and Mowshowitz [28]. The information content of a graph has been considered as measure of its complexity: the more information the graph contains, the more complex it is. A number of different and complicated information-based complexity measures have been developed for complex graphs and networks of different nature and origin [6].

2.2.2.3 Crystal structure as a message

From the topological point of view, a crystal structure can be can be mapped onto an infinite 3-dimensional graph (network) with the vertex set representing atoms and the edge set representing bonds. It is assumed that one bond links two atoms. Within this particular mapping procedure, a crystal-structure network is simple, i.e. it contains no loops or multiple edges, and is 3-periodic, i.e. there are three linearly independent translation vectors that map the graph into itself. Owing to its periodic character, the network of atoms and bonds in a crystal can be described using a finite graph that contains translationally non-equivalent vertices and edges only. From a mathematical point of view, transition from a 3-periodic net to its finite graph corresponds to the operation of projection, where all translationally equivalent vertices of the network project onto one vertex of the finite graph. This graph is called a quotient graph of a 3-periodic net [29,30].

Fig. 2.2a shows a simple 2-periodic graph consisting of black and white vertices. Its quotient graph (Fig. 2.2b) is quite simple, having 3-connected black and 2- and 4- connected white vertices. Fig. 2.3a shows the structure of lopezite, K2Cr2O7, a rare soluble secondary mineral discovered by Bandy [31] in vugs in massive nitrate rocks in the Tarapaca mine, Chile. The quotient graph of the structure is shown in Fig. 2.3b, and one can easily recognize its complexity.
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Fig. 2.2: Two-dimensional periodic network (a) and its quotient graph (b). Reproduced with the kind permission of the Mineralogical Society from [15], published in Mineralogical Magazine (2013).
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Fig. 2.3: The crystal structure of lopezite, K2Cr2O7 (a), and its quotient graph (b). Reproduced with the kind permission of the Mineralogical Society from [15], published in Mineralogical Magazine (2013).

As the quotient graph completely represents crystal-structure topology, its complexity has a direct correspondence to the complexity of the whole structure. Application of the Rashevsky formula [eq. (2.7)] requires equivalence criteria to be defined for the graph vertices. Krivovichev [14] suggested subdividing the vertices of a quotient graph into equivalence classes according to the Wyckoff sites that corresponding atoms occupy in the crystal structure. The important condition is that the multiplicity of a site should be related to the reduced (i.e. primitive) unit-cell.

The following formula was proposed to calculate the structural information content of a crystal structure [14]:
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where k is the number of crystallographic orbits and pi is the probability of occurrence of the atom of the ith crystallographic orbit, that is:
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where mi is the multiplicity of the crystallographic orbit relative to the reduced unit cell, and v is the number of atoms in the reduced unit-cell (= number of vertices in the quotient graph).

For instance, the structure of lopezite (Fig. 2.3a) is triclinic, space group P1̄ [32]. All atoms in the structure occupy 2i sites: there are four K, four Cr, and fourteen O sites, which corresponds to the total number of 22 equivalence classes. The total number of atoms in the reduced unit-cell (which in this case coincides with the crystallographic unit cell) is 44. Atoms from each equivalence class has the same probability of occurrence equal to 2/44 = 0.0455. The structural information content for lopezite is
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The total information content is determined by the formula
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For lopezite, IG,total = 44 × 4.459 = 196.196 bits per unit-cell (bits/cell).

The maximal structural information content IG max for a graph G with v vertices occurs, where all vertices are non-equivalent according to the automorphism group of G (which is defined as a group of permutations of the graph vertices and edges that do not change one-to-one correspondence between them). It can be calculated according to the following formula:
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In order for IG to be independent of v, we may define the normalized structural information content, IG norm, as
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For the structure of lopezite, IGmax = log2 44 = 5.459 bits/atom and IG,norm = 4.459/5.459 = 0.817.

The approach described above considers structure as a message consisting of atoms; the complexity of the structure is determined by its information content calculated through the direct application of the modified Shannon formula. The IG and IG,norm parameters are sensitive to the symmetry of the structure and thus describe its combinatorial complexity, whereas IG,total combines both symmetry and size of the structure, and therefore combines combinatorial and symbolic complexities in the context discussed by Steurer [33].

2.2.2.4 Information density

The information-based complexity measures allow us to introduce the concept of information density, which can be defined as a number of bits of information per cubic ångström:
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For lopezite, ρinf = 0.27 obits/Å3. For another modification of K2Cr2O7 [34], ρinf = 0.156 bits/Å3, which indicates its lower complexity compared to lopezite. It is important to note that information density should be calculated using the volume of the reduced unit-cell.

For two structures with similar unit cells but different symmetry, information density will be higher for the structure with lower symmetry (and higher complexity). For instance, cation ordering within the same unit cell would lead to the formation of superstructure with higher information density than that of the original structure. This shows that unit-cell volume alone cannot be considered as a measure of structural complexity, since it reflects only symbolic complexity of the system and is not sensitive to its combinatorial complexity.

Information density can be used also as a measure of complexity for crystal structures of similar composition. The fact that complexity is a function of both information content and unit-cell volume makes it dependent upon the size of atoms and ions that constitute the respective crystal, as well as upon temperature and pressure. Suanite, Mg2B2O5 [35], and natrosilite, Na2Si2O5 [36], have the same total structural information content (114.117 bits/cell), but their information densities are drastically different (0.333 and 0.242 bits/Å3, respectively), which is an obvious consequence of the different ionic radii of the Mg2+ and Na+ ions, on one hand, and of the B3+ and Si4+ ions, on the other.

2.2.3 Algorithmic complexity

2.2.3.1 General notes and historical remarks

The complexity measures based upon Shannon information is just one class of complexity parameters known in the modern ‘science of complexity’ [37]. In fact, Shannon information describes the static complexity, which addresses purely structural informational aspects and is independent of the processes by which information is encoded and decoded. Another type of complexity measures describes dynamic complexity, which addresses the question of how much dynamical or computational effort is required to build a system [38]. Among the dynamic complexity measures, one of the most popular is algorithmic complexity (or Kolmogorov complexity) that is defined as the length of the shortest program such as, when executed, yields the particular state of a system.

Estevez-Rams and González-Férez [39] discussed the use of algorithmic complexity to define the notion of crystallinity. They proposed to calculate the Kolmogorov complexity K(s/N) of the structure s consisting of N atoms according to the following formula:


[image: image]



where r* is the set of generators of the space group, v* are atom coordinates, and a* is the algorithm to compute all atomic positions from r* and v*. The notion /s/ means ‘the length of the string s'. In this definition, K(s/N) provides a universal measure of the process of generating crystal structures from lattice parameters, space-group generators and atomic coordinates. The measure can be applied to any crystal structure without regard to chemical composition and topology. However, there is no clear procedure to calculate the K(s/N) value; in particular, Estevez-Rams and González-Férez [39] provided no example of such a calculation, which makes this parameter non-applicable in its present form. Moreover, the K(s/N) parameter would provide a numerical description of the theoretical construction of a crystal structure (as implemented, for instance, in structure-drawing software) that has no relation to the process of formation of a crystal. A more natural and reality-relevant way to measure algorithmic complexity of a crystal structure is to investigate possible processes of building structure by attachment of atomic particles to the surface of a growing crystal. In the science of crystal growth, one of the accepted and widely used is the Kossel-Stransky or Terrace-Ledge-Kink (TLK) model, where crystal growth is viewed as happening due to the sequential attachment of cubic particles to the surface of a crystal. This model as well as the model of growth on dislocations was useful to describe some thermodynamic and kinetic aspects of crystal growth, but it is far from the real world in that the real particles are not ideal cubes and crystal-structure topology is far from the ideal cubic lattice. More realistic models can be developed by the analysis of topologies of real structures and the way of their generation by preferential attachment of atomic particles or building blocks. Mackay [40] pointed out that crystal growth can be modeled using finite automata and, in particular, cellular automata. This idea was applied by Krivovichev [41] to modeling growth of structures consisting of cubic modules such as sulfides of the djerfisherite and bartonite groups. The cellular automata models have also been used to generate novel framework types in zeolites [42], to describe growth and disorder of heteropolyhedral layered structures in uranyl selenates [43, 44], and to discuss possible pathways of self-assembly in the lovozerite-type structures [45]. It has been demonstrated that different periodic topologies may be generated by the same automaton depending upon the initial conditions (structure of a ‘nuclei’).

Krivovichev et al. [46] suggested using finite automata to describe generation of orthogonal networks and to use complexity of the state diagrams to evaluate algorithmic complexity of resulting structures. This method was applied to a wide range of inorganic structures, including minerals, zeolites, inorganic oxysalts, and coordination polymers. Krivovichev [47] demonstrated that a large amount of known topologies can be described as orthogonal networks, which allows construction of their topology- generating finite automata and further analysis of their complexity. Below we provide an overview of the use of finite automata to define algorithmic notion of complexity of crystals. More detailed treatment of the topic can be found in [47].

2.2.3.2 Orthogonal networks

Ideal orthogonal networks are networks with the angles between adjacent edges equal to 90 or 180° (adjacent edges are defined as having exactly one vertex in common). Each network that can be topologically (i.e., without breaking any edges) transformed into ideal orthogonal networks are orthogonal networks as well. The procedure of such a transformation is called an orthogonalization. Evidently, the maximal valency of a vertex in a three-dimensional orthogonal network is six and the full orthogonal network is the pcu net depicted in Fig. 2.4a. The pcu notation is taken from Delgado Friedrichs et al. [48] and denotes a primitive cubic net. Any orthogonal framework can be obtained from the pcu net by deleting portion of its edges and/or nodes. Orthogonal networks may be zero-, one-, two, or three-dimensional.


[image: image]



Fig. 2.4: The pcu net - a maximal three-dimensional orthogonal network (a) and perovskite-type framework of corner-sharing octahedra which topology can be described by the pcu net (b). Reproduced with the kind permission of the Mineralogical Society from [47], published in Mineralogical Magazine (2013).

The most straightforward realization of the pcu topology in inorganic compounds is the framework of corner-sharing octahedra present in the perovskite-type structures (Fig. 2.4b). Here each vertex of the pcu net corresponds to a single octahedron and each edge of the net corresponds to the linkage of two adjacent octahedra through a common O atom.

More than 50 % of the Earth’s crust is composed from the minerals based upon two types of tetrahedral frameworks: feldspar (43.1 %) and quartz (11.9 %). Krivovichev et al. [46] demonstrated that the feldspar framework (Fig. 2.5) is orthogonal as well as tetrahedral frameworks in other minerals with feldspar stoichiometries. The tetrahedral framework in the structure of quartz is shown in Fig. 2.6a. Its nodal representation (where each tetrahedron is symbolized by a vertex) is depicted in Fig. 2.6b as a threedimensional graph with four-connected vertices. This graph can be orthogonalized and transformed into graph shown in Fig. 2.6c, which, in turn, can be obtained by ordered elimination of edges from the pcu network. Orthogonal networks can also be found in the structures of other rock-forming framework silicates such as cristobalite, tridymite, nepheline, kalsilite, leucite, etc.
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Fig. 2.5: The crystal structure of anorthite (a), nodal representation of its tetrahedral framework (black and white nodes correspond to AlO4 and SiO4 tetrahedra, respectively) (b), and its orthogonalized version (c). Reproduced with the kind permission of the Mineralogical Society from [47], published in Mineralogical Magazine (2013).


[image: image]



Fig. 2.6: Tetrahedral framework in the structure of quartz (a), its nodal representation (b) and orthogonalized version of quartz network (c). Reproduced with the kind permission of the Mineralogical Society from [47], published in Mineralogical Magazine (2013).

2.2.3.3 Finite automata and formal languages: basic definitions and concepts

Orthogonal representation of complex networks as underlying topologies in crystal structures of inorganic compounds makes it possible to construct a simple deterministic model that generates periodic orthogonal networks. Since crystal structures are periodic, their generative models can be represented as finite automata. For the sake of simplicity, we use deterministic finite automata, though the elements of probability may be introduced to model disordered or partially ordered structures.

A deterministic finite automaton (DFA), A, is defined [49] as
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where Q = {1,2,3,4,…} is the finite set of states, ∑ is the finite set (alphabet) of transitional symbols (e.g., a, b, c, etc.), δ is a transition function, q1 is an initial state, F is a set of accepting states from Q. The transition-function arguments are relevant to the current state and the transitional symbol; the result is a new state. For instance, the expression δ(q1, a) = q2 implies that, under the current state q1 and the symbol a, the new state of the DFA will be q2.

The structure of a DFA can be described using a state diagram and/or transition matrix. Fig. 2.7 shows the structure of the DFA consisting of four states (1,2,3,4) and three transitional symbols (a, b, c). The state diagram in the left part of the Fig. 2.7 shows how states of the DFA are changing depending upon the input transitional symbol. The same information is described by the transition matrix given in tabular form in the right part of the Fig. 2.7. The state 1 is chosen as an initial state. Under the input symbol a, the DFA is changing its state from 1 to 2. Actually, the DFA in the state 1 accepts all three possible transitional symbols, a, b, and c. In contrast, the DFA in the state 3 accepts only the b and c symbols and does not accept the a symbol. This is because, for the state 3 and the symbol a, there is no new state defined by the state diagram or the transition matrix. The sequence of transitional symbols is defined as a string or a word. For instance, the DFA defined in Fig. 2.7 accepts strings abcbc and bcccbc and does not accept (rejects) strings aba or bbc. If W is the set of all words that the FDA A accepts, we say that W is the formal language of A and write L(A) = W. We also say that A recognizes W. On the other hand, A generates W through the application of all possible pathways of changing states. The production rules (formal grammar) for the words from L(A) are defined by either state diagram or transition matrix.

A simple example of a DFA is schematically shown in Fig. 2.8. It is an elevator in a house with three floors (Fig. 2.8a). It can be in one of three states (= floors): 1,2, and 3. The input system is inside the elevator and includes three buttons, which correspond to the numbers of the floors. Transition function is very simple: the elevator changes its state according to the number of button pressed from inside the elevator. If the elevator is at the third floor (state 3) and the button 1 is pressed on, the elevator moves to the floor 1 (state 1). If the elevator is in full operation, any sequence of input numbers is accepted. The state diagram of the DFA that describes such an elevator is shown in Fig. 2.8b. However, let us suppose that the elevator is broken and it is not possible to get from the floor 1 to the floor 3 (and back) directly, but only with the stop at floor 2. The state diagram of such a ‘broken’ elevator DFA is shown in Fig. 2.8c. It is obvious that this DFA would not accept strings like 1123231223 or 223123, since they contain substrings 13 and 31, which cannot be recognized by the DFA. The DFA that recognizes all possible sequences from the alphabet ∑ is called an universal automaton AU for the alphabet ∑.
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Fig. 2.7: To the definition of deterministic finite automata. See text for details. Reproduced with the kind permission of the Mineralogical Society from [47], published in Mineralogical Magazine (2013).
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Fig. 2.8: Elevator as an example of a DFA (a): state diagrams for fully working (b) and broken (c) elevator systems. Reproduced with the kind permission of the Mineralogical Society from [47], published in Mineralogical Magazine (2013).

2.2.3.4 Structural automata: basic constructions

For the generative description of crystal structures, Shevchenko et al. [45] and Krivovichev et al. [46] suggested to use structural automata (SA), which is the construction of DFA suggested by Morey et al. [50] for educational purposes in computer science. Fig. 2.9 shows correspondence between the elements of DFA and SA. A state corresponds to a vertex of a network with a certain configuration of adjacent edges. Symbols of the set ∑ are vectors (directed edges). The transition function identifies a transition from state q1 to state q2 via a vector ⊻ that belongs to the set ∑: δ(q1, v) = k2. For each vector (symbol) v, there exists a vector ⊻ such as δ'(q2, ⊻) = q1 (both v and ⊻ belong to the set ∑). This means that structural automata are bidirectional. Any state from Q may be initial (q1) and any state from Q is accepting.
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Fig. 2.9: Correspondence between the elements of finite and structural automata. See text for details. Reproduced with the kind permission of the Mineralogical Society from [47], published in Mineralogical Magazine (2013).

To generate an orthogonal network, one needs six vectors (symbols) defined in Fig. 2.10a: ∑ = {a, a̲, b, b̲, c, c̲} . The vectors constitute an orthogonal basis in threedimensional Euclidean space plus opposite vectors. The lengths of the vectors are equal to 1. Fig. 2.10b shows the state diagram of the structural automaton that generates the pcu network. The state diagram contains one state only: this is the consequence of the fact that all vertices in the pcu net are equivalent. All possible sequences of symbols from the alphabet ∑ are accepted; the FDA that generates the pcu net, A[pcu] , is the universal automaton for the alphabet ∑.
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Fig. 2.10: Orthogonal vector basis (a) and state diagrams for structural automata that generate the pcu (b), quartz (c), and feldspar (d) nets. Reproduced with the kind permission of the Mineralogical Society from [47], published in Mineralogical Magazine (2013).

State diagrams for the structural automata that generate quartz and feldspar orthogonal networks (Figs. 2.5c and 2.6c, respectively) are shown in Figs. 2.10c and d, respectively. The quartz SA contains three states and is simpler than the feldspar SA that contains eight states.

The construction of the SA for a particular structure can be illustrated by the following example. Fig. 2.11a shows the two-dimensional tetrahedral layer from the structure of RUB-15, [N(CH3)4]8[Si24O52(OH)4]-20H2O, a precursor phase in the formation of the sodalite-like microporous material [51]. Nodal representation of the layer is shown in Fig. 2.11b, whereas Fig. 2.11c provides its orthogonalized version. The network in Fig. 2.11c contains exactly three different vertex configurations (Fig. 2.11d). Therefore, the network-generating SA should contain three states that can be identified with three vertex configurations. Defining the a and b vectors as shown in Fig. 2.12c (right low corner), it is easy to construct the state diagram and the transition matrix for the corresponding SA (Fig. 2.12a,b). If the vertex λ is chosen as an initial vertex and the state 2 is assigned to it, the whole network can be produced by application of the respective production rules. New vertices of the net appear as the results of transition from the currently active vertices through the accepted vectors that play the role of transitional symbols in the SA. The generation of new vertices during the growth of the network is analogous to the generation of new words during the work of the respective FDA. Thus, any orthogonal framework can be put into correspondence with a certain and well-defined formal language. The production rules for the words of the language are dictated by the abstract structure of the corresponding FDA that may be expressed either as a state diagram (i.e. as a topological image) or as a transition matrix (i.e., as an algebraic structure). As all orthogonal networks are subnetworks of the pcu net, all their languages are sublanguages of the universal language L(AU) for the alphabet ∑ = {a, a̲, b, b̲, c, c̲}.


[image: image]



Fig. 2.11: Tetrahedral layer in the structure of RUB-15 (a), its nodal (b) and orthogonal (c) representations. The orthogonal network contains three different vertex configurations (d). Reproduced with the kind permission of the Mineralogical Society from [47], published in Mineralogical Magazine (2013).

2.2.3.5 Algorithmic complexity of structural automata

The dynamic model of growth of orthogonal networks by attachment of new vertices developed above allows formulating some criteria for the algorithmic complexity of orthogonal networks. Structural automata provide algorithms for the structure generation, and the complexity of these algorithms can be deduced from the analysis of the size and topology of state diagrams (it is very probable that other measures can be proposed through the analysis of complexity of transition matrices). As the first and more natural measures of algorithmic complexity one can use the number of states of the SA.

The interplay between dynamic and static complexity of crystal structures is an interesting problem that requires additional research. The crystal structures of cristobalite and quartz are based upon the dia and qtz (quartz) networks, respectively.
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Fig. 2.12: To the description of finite automaton generating the orthogonal RUB-15 network: state diagram (a), transition matrix (b), and portion of the network with words assigned to the vertices (c). Reproduced with the kind permission of the Mineralogical Society from [47], published in Mineralogical Magazine (2013).

Their algorithmic complexities defined as the number of states in the SA are equal to two and three, respectively. The static complexities of the crystal structures of cristobalite and quartz defined as structural information amounts [15] are equal to 5.510 and 8.265 bits/cell (per unit cell), respectively. Algorithmic complexity of the tridymite tetrahedral framework is equal to four, whereas its static complexity is 17.510 bits/cell Therefore, both dynamic (algorithmic) and static complexities for the three SiO2 polymorphs can be described by the same relation: the tridymite topology is more complex than the quartz topology, which is more complex than the cristobalite topology.

Krivovichev et al. [46] applied the model of structural automata to investigate complexity of crystal structures of the CaAl2Si2O8 polymorphs, including those that appear during metastable crystallization. Orthogonal frameworks of both metastable polymorphs, svyatoslavite and dmisteinbergite, can be generated by SA with four states, whereas state diagram for the feldspar framework contains eight states. These relations are corroborated by the static complexities of anorthite, svyatoslavite and dmisteinbergite that are equal to 76.211, 62.039 and 35.020 bits/cell, respectively.

2.3 Information-based structural complexity of minerals: Statistics and basic trends

A total of 19531 structure reports on minerals was extracted from the Inorganic Crystal Structure Database (ICSD, version 2011-2) and analyzed using the crystal-chemical program package TOPOS [52]. From these, 3949 entries were selected according to the following criteria: (a) for the same mineral, the most recent and most complete structure refinement was chosen for final calculations (e.g. a structure report with determined H atoms was preferred over the report with no H atoms); (b) if the same mineral was refined in different space groups, the entries for each space group were used.

Fig. 2.13 shows the total structural information content of minerals (IG,total) versus the information content per atom (IG) and the number of atoms in the reduced unit cell (v). The graphs show that neither the symmetry-sensitive IG, nor the size-sensitive v parameters can be used as single complexity measures, whereas the combined IG,total value is sensitive to both size and symmetry.
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Fig. 2.13: The total structural information content of minerals (IG,total) plotted against number of atoms in the reduced unit cell (v; above) and the information content per atom (IG; below). Reproduced with the kind permission of the Mineralogical Society from [15], published in Mineralogical Magazine (2013).

Statistical analysis of the data on structural complexity of all known minerals allowed us to calculate the average information content for mineral structures as 228(6) bits per structure and 3.23(2) bits per atom. A classification scheme for minerals according to their structural information content or complexity is presented in Tab. 2.1. Minerals can be subdivided into 5 categories: [1] very simple, [2] simple, [3] intermediate, [4] complex, and [5] very complex. Most of the rock-forming minerals fall into the first three categories. However, several exceptions are known. For instance, vesuvianite, a common mineral in skarns, is regarded as very complex. The structural complexity of vesuvianite is a consequence of its modularity: its structure is built from onedimensional modules from the structure of grossular [53]. Channels between the modules are occupied by a range of cations and anions, which results in a rather complex crystal-chemical behavior [54–56].

According to their crystal chemistry, most complex mineral structures can be subdivided into zeolites and complex feldspathoids, misfit layered silicates, minerals with nanoscale clusters and tubules, complex sulfates (apjohnite), and complex modular structures. A more detailed overview of selected examples is given in [15].

Tab. 2.1: Classification of minerals according to their complexity [15].
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2.4 Structural complexity and scalar hierarchy

The term ‘structural hierarchy’ was introduced into structural mineralogy by P. B. Moore [57], who defined it as ‘a general scheme which, through the appropriate algorithms, ties together a collection of arrangements’. However, implicitly this concept has been in use among mineralogists and crystallographers since the landmark papers by Machatschki [58] and Bragg [59] on the crystal chemistry of silicates. Very recently, Hawthorne [60] reviewed the development of a structure hierarchy hypothesis since 1920s and defined it as ‘a classification of atomic arrangements arranged (ranked) according to their principal constituent cation-polyhedra and the connectivity of those polyhedra’. The principal cation-polyhedra implied by this definition are coordination polyhedra with higher bond-valences, following the original idea proposed in [25].

In fact, most of the known structural classifications of minerals imply the construction of structural hierarchy schemes based upon specific criteria such as dimensionality that specify the respective hierarchical levels (see, e.g., systematics of silicates by Liebau [61]).

In general, the modern science (or the modern philosophy of science) distinguishes between two different types of hierarchy [62]. The first type is a subsumption or specification hierarchy such as the Linnaean hierarchy of biological species. This form of hierarchy has its levels as nested subclasses and, in mineralogy, has a usual form of structural-chemical systematics of minerals such as the one developed by Strunz and Nickel [63]. An example of a specification hierarchical analysis applied to minerals is
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Here the highest hierarchy level is represented by minerals in ge	neral, i.e. crystalline compounds of natural origin, and the lowest level is a particular mineral, paulingite. The term ‘structural hierarchy’ used by Moore [57] and the concept ‘structure hierarchy’ reviewed recently by Hawthorne [60] deals with the kind of specification hierarchy that is based upon particular features of structural arrangements (dimensionality, connectivity and topology of structural units, for example). Graphically, this type of hierarchical relations is depicted as cladograms and nested trees.

Another kind of hierarchy is a compositional hierarchy, also known as a scale or inclusion hierarchy. It considers a specific system as consisting of subsystems (components) nested within the system (whole). The example is an electron inside an atom inside a coordination polyhedron inside a structural unit inside a unit cell inside a crystal:

{crystal {unit cell {structural unit {coordination polyhedron {atom {electron}}}}}}.

This kind of a hierarchy is implied in any structural classification of minerals and also has a high relevance for the related concept of modularity. The quantitative basis for the compositional hierarchical analysis was established by Hawthorne [25] by means of the bond-valence theory. The approach used by Hawthorne [25] is coherent with the idea of a nearly decomposable system developed by Simon [64] in his famous paper ‘The Architecture of Complexity’. Such a system can be decomposed into subsystems according to the strengths of interactions of subsubsystems within them.

Simon [64] noticed that ‘hierarchy is one of the structural schemes that the architect of complexity uses’. Fig. 2.14 shows a general scheme of a hierarchical organization of a crystal structure of a mineral. In general, five hierarchical levels can be identified (from down to top):



	(1)
	atoms as primary basic units (PBUs);



	(2)
	coordination polyhedra as basic building units (BBUs);



	(3)
	fundamental building blocks (FBBs) or composite building units (CBUs);



	(4)
	structural units and interstitial complexes;



	(5)
	structure as a whole.




It is obvious that not all minerals are organized in such a way to possess all five possible levels of a scale hierarchy. Therefore, the number of hierarchical levels or a hierarchical depth (HD), can be considered as a measure of structural complexity. Another measure is a hierarchical span (HS) that reflects the size and diversity of organized entities on different hierarchy levels.
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Fig. 2.14: General scheme of hierarchical organization of an inorganic crystal structure.

For instance, the crystal structure of native copper contains only two hierarchical levels (Fig. 2.15a) and its hierarchy is very shallow, which underlines its structural simplicity. The hierarchical depths of the crystal structures of quartz (Fig. 2.15b) and albite (Fig. 2.15c) are three and four, respectively, which agrees well with the intuitive feelings of their structural complexity. A high complexity of the crystal structure of charoite can be seen from its structural hierarchy scheme shown in Fig. 2.16. The hierarchical organization of charoite contains five hierarchical levels (HD = 5) and its hierarchical span is really spectacular. Even on the third level, it contains five different CBUs, three of which belong to three topologically different types of one-dimensional silicate anions.

However, the difficulty with quantifying complexity in terms of hierarchical depth and span lies in the sometimes subjective subdivision of hierarchy levels as it was shown by Ferraris et al. [65]. As it was pointed out by Salthe [62], ‘only some users of hierarchical forms would insist that particular levels actually exist as such in natural systems’, as hierarchy is just a method of ‘cutting (a seemingly continuous) Nature at its joints.’ However, analysis of a hierarchical organization of crystal structures of minerals agrees well with the quantitative analysis of their complexity in terms of their Shannon information amount [14–16].
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Fig. 2.15: Examples of compositional hierarchy schemes of the crystal structures of minerals: native copper (a), quartz (b) and albite (c).
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Fig. 2.16: Compositional hierarchy scheme for the crystal structure of charoite.

2.5 Structural complexity and the ‘ease of crystallization’

2.5.1 General notes

The information-based complexity measures can be used to estimate the ‘ease of crystallization’ from the viewpoint of the simplexity principle proposed by Goldsmith [66] for understanding of formation of simple and complex mineral phases under both natural and laboratory conditions. In particular, Shannon information measures can be used to evaluate the complexity of metastable mineral phases crystallizing according to the Ostwald step rule [67, 68]. The latter has been interpreted not as ‘an invariant rule but an observation that metastable reaction products with simpler structures form more rapidly than complicated’ [67]. One of the reasons for such a behaviour is that simpler structures have smaller diameter of their critical nuclei than more complex structures, which strongly favors their formation under non-equilibrium conditions (e.g., crystallization from supercooled melts or supersaturated solutions). Below, we provide a short review of some observations of metastable appearances of minerals and discuss their structural complexities using the quantitative measures proposed above.

2.5.2 Silica polymorphs

Cristobalite is the topologically simplest silica polymorph with tetrahedrally coordinated Si atoms. Its total topological-information content equals to 5.510 bits/cell (the same as that for stishovite with Si in octahedral coordination). The high simplicity of the cristobalite structure may be invoked to explain its frequent occurence as a metastable phase in a number of geochemical environments [69]. Recent hydrothermal flow-through experiments of silica precipitation responsible for quartz vein formation [70] showed the following sequence of metastable solid-phase transformations: opal-A (amorphous) → low-ordered opal-C (C = cristobalite) → high- ordered opal-C → quartz. The first structured phase has cristobalite topology, which is transformed into the more complex but stable quartz topology. Very similar transformation pathways have also been observed in silica sinters [71] and for diagenesis processes in sediments [67]. In the latter, the common pathway is opal-A → opal-CT → reordered opal-CT → cryptocrystalline quartz (chalcedony) → quartz. Here, CT shows the presence of both cristobalite and tridymite diffraction peaks. It is noteworthy that the tridymite topology (17.510 bits/cell) is more complex than those of quartz (8.265 bits/cell) and cristobalite (5.510 bits/cell). However, the formation of tridymite may be viewed as the result of topochemical twinning of the cristobalite structure. At ambient pressure, cristobalite is the high-temperature silica phase and its transformation to quartz with decreasing temperature proceeds via the intermediate tridymite structure, which means that structural information increases along the pathway. It is very likely that the occurence of tridymite as a transitional phase may be explained by purely structural reasons, i.e. a steric convenience for the reconstruction of the cristobalite topology into that of quartz.

2.5.3 Feldspar compositions

Svyatoslavite [72] and dmisteinbergite [73] are two metastable polymorphs of CaAl2Si2O8, which crystallize in the CaO-Al2O3-SiO2 system prior to the crystallization of anorthite. They were first identified by Davis and Tuttle [74], and their stability, nucleation and growth kinetics were investigated in [75–77]. Abe et al. [75] reported that the pseudo-hexagonal (dmisteinbergite) and pseudo-orthorhombic (svyatoslavite) polymorphs nucleate prior to anorthite and grow in a supercooled CaAl2Si2O8 melt until anorthite starts to crystallize. At that moment, these phases either dissolve or transform to anorthite. As the structure of dmisteinbergite is not precisely determined (there is information on its synthetic counterpart only [76,77]), direct comparison of structural complexity of the metastable polymorphs and anorthite is not possible. However, the topology of the aluminosilicate frameworks is well-established for all polymorphs. The dmisteinbergite structure is based on double sheets of six-membered rings of AlO4 and SiO4 tetrahedra and has the lowest topological information content (35.020 bits/cell). Both svyatoslavite and anorthite are based on three-dimensional frameworks of tetrahedra, but the svyatoslavite topology is simpler (62.039 bits/cell) than that of anorthite (76.211 bits/cell). Therefore, both metastable CaAl2Si2O8 polymorphs are simpler than the stable anorthite structure, which explains their spontaneous crystallization from a supercooled melt. This is also an obvious explanation for their crystallization from high-temperature (up to 1200 °C) gases in the coal dumps of the Chelyabinsk coal area [72,73]. Nestola et al. [80] reported metastable formation of dmisteinbergite in a pseudotachylyte by rapid quenching of a friction melt generated by seismic slip. They suggest that ‘given the small grain size, <…> dmisteinbergite may not be so rare, but rather that its abundance is simply underestimated… dmisteinber- gite is probably more common than reported in rocks produced during large thermal impulses.’ Very recently, Ma et al. [81] reported on metastable formation of dmisteinbergite in the Allende meteorite, where it could have crystallized from a silicate melt at high temperature (~1200–1400 °C) via rapid cooling.

Hwang et al. [82] reported on kumdykolite, an orthorhombic (most probably pseudo-orthorhombic) polymorph of albite, NaAlSi3O8, which has very similar unitcell parameters to svyatoslavite [46]. Hwang et al. [82] pointed out that kumdykolite, discovered in the Kokchetav ultrahigh-pressure massif in Kazakhstan, is a metastable phase formed at high temperature by rapid cooling in the absence of H2O. If kumdykolite has the svyatoslavite topology (which seems likely), its formation may be explained by the higher simplicity of its structure topology compared to that of albite. Nemeth et al. [83] discovered kumdykolite in enstatite chondrite Sahara 97072, EH3, and proposed that the mineral formed above 1300 K and cooled rapidly enough to preserve its unique structure.

Kokchetavite, KAlSi3O8, is another mineral from Kokchetav massif [84], which most probably formed metastably in the stability field of K-feldspar from infiltrated melts during retrograde exhumation. Its structure is based on double aluminosilicate sheets with the dmisteinbergite topology, which is simpler than the stable feldspar framework-topology. It is of interest that kokchetavite occurs in association with cristobalite, which supports its metastable appearance as a phase that is simpler than its stable counterparts.

The dmisteinbergite double-sheet topology has also been observed in ‘hexacelsian’, BaAl2Si2O8 (not a valid mineral species), cymrite, BaAl2Si2O8(H2O), and ‘Kcymrite’, KAl2Si2O8(H2O) [85]. Both ‘hexacelsian’ and cymrite crystallize metastably well below their stability field [86–88], within the stability field of celsian. One of the reasons for their preferential crystallization may be derived from the lower complexity of their structure topologies.

2.5.4 Serpentine-group minerals

Antigorite is the stable phase in olivine-serpentine reactions [89, 90], but its nucleation rate is sluggish [91], which is usually explained by the high complexity of its structure. Dungan [92] pointed out that ‘the role of crystal structure is manifested in the relative ease of nucleation of the various phases’ and that ‘antigorite nucleation is hampered by its complex structure’. Indeed, the structural information content for different antigorite polysomes varies from 1277 to 2188 bits/cell [93–96], which corresponds to very complex structures according to the classification proposed above (Tab. 2.1). In contrast, crystal structures of chrysotile and lizardite are much simpler (43–86 and 35–112bits/cell for different polytypes, respectively, and that favors their dominant (and, in the case of chrysotile, metastable [90]) formation in serpentinites. The structures of all serpentine-group minerals are based on sheets of silicate tetrahedra and continuous sheets of Mg(O,OH)6 octahedra. The misfit between the tetrahedral and octahedral substructures results in strain, which is relaxed by rotation of tetrahedra in lizardite, formation of rolls and tubes in chrysotile, or inversion of tetrahedra in antigorite. Different numbers of inverted tetrahedra result in different polysomes, which are characterized by the number m of tetrahedra along the a repeat. According to Mellini et al. [97], a typical range of m values is 13–24. The structural complexity of antigorite polysomes is a function of m. For instance, the structural information contents for the m = 16 and m = 17 polysomes [95, 96] are 1761.323 and 2187.799 bits/cell, respectively. Wunder et al. [91] investigated pressure and temperature dependence of polysomatism and H2O content in antigorites and found that m decreases with increasing temperature and decreasing pressure. This is in agreement with the general trends of structure complexity increasing with decreasing temperature and moderately increasing pressure. Under ultrahigh-pressures, the situation may be drastically different (see above).

2.5.5 Micas and clay minerals

It has been shown by many observations and experimental studies that the first phase that forms during initial stages of crystallization of muscovite and illite is either the 1M or 1Md polytype (1Md has a strongly disordered structure). Velde [98] proposed that the stable polytype of dioctahedral white mica is 2M1, whereas the 1M and 1Md polytypes are metastable. Mukhamet-Galeyev et al. [99] synthesized muscovite from stoichiometric-composition gels and showed that the 1M and 2M1 polytypes form at the same time. However, the crystallization rate of the 1M polytype is much higher (it crystallizes more easily) and complete crystallization of the gel occurs almost completely in the 1M form. After this, the 1M form starts to convert to the 2M1 form, but the conversion rate is very slow. According to Meunier and Velde [100], this explains why the 1M polytype occurs in natural diagenetic sequences where it is a metastable form of illite. Baxter Grubb et al. [101] explained the formation of the metastable 1M and 1Md polytypes from the viewpoint of the Ostwald step rule. The relative ease of crystallization of the 1M polytype is in agreement with the Goldsmith’s simplexity principle: the structure of the 1M polytype is essentially simpler than that of the 2M1 polytype. For muscovite, their information contents are equal to 60.239 and 136.877bits/cell, respectively.

2.5.6 Metastability and structural complexity

The observations given above indicate that structural complexity may have a profound impact upon mineral reactions when kinetic factors are of importance and the system does not have enough energy to overcome the energy barrier that separates metastable simple and stable complex structures. Under non-equilibrium conditions, simpler structures may form metastably in the stability fields of more complex structures. However, metastable structures are not always the simplest ones. For instance, zeolites and other microporous materials, many of which are complex or very complex, are generally metastable phases in the corresponding chemical systems [102].

By rapid cooling the Pb-O-Br-Cl melt with the mendipite-like composition, Pb3O2(Cl,Br)2, Krivovichevetal. [103] obtained the compound Pb31O22X18 (X = Cl, Br), which has one of the most topologically complex tetrahedral layers known so far. Its structure is much more complex (873.264 bits/cell) than its stable mendipite-like counterpart (70.606 bits/cell). In many cases, the high complexity of metastable structures can be explained by their inheritance of the structures of starting reagents of chemical reactions. In particular, the crystal structure of Pb31O22X18 (X = Cl, Br) is based upon complex [O22Pb31]18+ layers that are direct derivatives of the crystal structure of PbO, which, along with PbCl2 and PbBr2, was the starting reagent of the reaction. Therefore, the complexity of metastable state is due to the transitional character of its structure that occurs in between more structurally simple initial and final stages.

The interesting case was observed for the crystal structure of β-Bi(SeO3)Cl, which occurs as a transitional phase between the α and γ polymorphs and exists in a very narrow temperature range [104]. The complexity of the α and γ phases is the same and equals to 62.039 bits/cell (that brings them to the category of simple structures: see Tab. 2.1), whereas that of the transitional β phase is 4705.880 bits/cell (very complex structure). The analysis of the crystal structures of the Bi(SeO3)Cl polymorphs in terms of Bi cation arrays [104] indicated that the cation array of the β phase is intermediate between those of the α and y phases. This shows that highly complex structures may appear as transitional states along reconstruction pathways between simple structures.

2.6 Microevolution of structural complexity in natural processes

The information-based complexity measures can be used to investigate evolution of paragenetic associations of minerals in a particular geochemical environment. Krivovichev [15] investigated the evolution of complexity of minerals during hydrothermal reworking of primary phosphates following Moore [105] and Hawthorne [106] to demonstrate that complexity is increasing with the decreasing temperature and increasing chemical complexity of the system. Below we provide two other examples of similar analysis that may lead to some interesting and important conclusions.

2.6.1 Information and chemical reactions: oxidation of pyrite and the cascade of iron sulfate hydrates

The discovery of iron sulfates on the Mars surface (see [107] and references therein) renewed the interest in formation and transformation of these minerals under conditions of changing temperature and humidity [108–110]. On the Earth, iron sulfates are among the most common secondary phases that form in oxidation zones of sulfide mineral-deposits and as corrosion products of steel. Jambor et al. [111] provided a detailed review of paragenetic sequences of Fe sulfate minerals resulting from pyrite oxidation. The scheme of transformations of different phases based upon both field studies and laboratory experiments is summarized in Fig. 2.17. Here each phase is characterized by its topological diagram that shows the topology of linkage between [Feϕ6] octahedra (ϕ = O2-, OH-, H2O) and SO4 tetrahedra in terms of a black-and- white graph as elaborated for sulfates by Hawthorne et al. [112]. As it can be seen, the transformation pathways between the phases are quite complex with a possibility of reverse transformations depending upon humidity and temperature conditions. However, a very general sequence of transformations starting from pyrite and ending at goethite can be established as follows:
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Fig. 2.17: General scheme of phase transformations occurring in oxidation zones of Fe silfide mineral deposits.

pyrite → melanterite → siderotil → rozenite → szomolnokite → copiapite → roemerite → quenstedtite → coquimbite → kornelite → rhomboclase → voltaite → bilinite → parabutlerite → jarosite → goethite

Fig. 2.18 shows the evolution of structural information per unit-cell along this sequence of phases. As it may be expected, the evolution is non-linear and demonstrates an oscillating behavior. However, some interesting features of this cascade of transformations can be revealed by more detailed analysis. The initial destruction of the very simple structure of pyrite (11.020 bits/cell) is accompanied by the oxidation reaction S2- → S6+, the formation of the sulfate oxyanion, SO42-, and the release of energy. The first sulfate phase that forms in the system is melanterite, Fe2+(SO4)(H2O)7, which has a complex structure (517.528bits/cell). It transforms into siderotil, Fe2+(SO4)(H2O)7 (184.477bits/cell), rozenite, Fe2+(SO4)(H2O)4 (300.235 bits/cell), and szomolnokite, Fe2+(SO4)(H2O) (45.059bits/cell), which corresponds to the decrease of structures from complex to intermediately complex and back to simple. The oxidation of Fe2+ to Fe3+ provides further input of energy into the system, which allows to build such mixed-valent Fe2+-Fe3+ sulfates as copiapite, Fe2+Fe43+(SO4)6(OH)2(H2O)20 (558.306 bits/cell), and roemerite, Fe2+Fe23+(SO4)4(H2O)14 (327.454bits/cell), which are classified as complex and intermediately complex, respectively. These phases may transform into purely Fe3+ sulfates such as quenstedtite, Fe23+(SO4)3(H2O)10 (269.212 bits/cell), coquimbite, Fe23+(SO4)3(H2O)9 (635.384 bits/cell), kornelite, Fe23+(SO4)3(H2O)7 (691.895bits/cell), and rhomboclase, (H5O2)Fe3+(SO4)2(H2O)3 (336.168 bits/cell), that can be described as fluctuations of structural state of minerals between intermediate and complex levels. The reverse Fe2+ ↔ Fe3+ reactions result in formation of the very complex structures of voltaite, K2Fe52+Fe43+ (SO4)12(H2O)18 (1566.017 bits/cell), and bilinite, Fe2+Fe23+(SO4)4(H2O)22 (2305.361 bits/cell). Fig. 2.17 shows that a direct transition was observed between copiapite and roemerite, on one hand, and voltaite and bilinite, on the other. Note also that the formation of voltaite requires introduction of K+ ions, which complexifies the system from the chemical viewpoint. The evolution of the system finishes with the formation of intermediately complex parabutlerite, Fe3+(SO4)(OH)(H2O) (260.235bits/cell), its transformation into structurally simple jarosite, KFe3+(SO4)2(OH)6 (46.664bits/cell), and structurally and chemically very simple goethite, FeO(OH) (19.020 bits/cell).
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Fig. 2.18: Evolution of the information per unit-cell for the minerals that form during oxidation of pyrite. Legend for the X axis: 1 – pyrite, 2 – melanterite, 3 – siderotil, 4 – rozenite, 5 – szomolnokite, 6 – copiapite, 7 – roemerite, 8 – quenstedtite, 9 – coquimbite, 10 – kornelite, 11 – rhomboclase, 12 – voltaite, 13 – bilinite, 14 – parabutlerite, 15 – jarosite, 16 – goethite.

In terms of structural complexity, the behavior of the iron sulfate system in oxidation zones of mineral deposits can be interpreted as an energy-for-information exchange. The input of energy into the system due to the oxidation reactions results in the rise of complexity, whereas, in the absence of such an input keeps the system at the level of complexity achieved at the previous stage. Very recently, Christy et al. [113] analyzed structural and chemical evolution of Te mineral parageneses at Bird Nest drift, Otto Mountain, California, USA, and described very detailed paragenetic sequences of Te minerals occurring at that locality. Analysis of evolution of structural information in the generalized paragenetic scheme did not reveal any particular trends with the variations in complexity from 21 to 416bits per cell (i.e. within ~400 bits/cell). It can be compared to the variations observed in the Fe sulfate system with the differences in information of separate phases reaching 2000 bits/cell). The most probable reason for the rather shallow behavior of information observed in the Bird Nest drift mineral parageneses is the absence of any considerable changes in either temperature or energy of the system. In addition, the chemistry of the parageneses is not constant and much more diverse than that of the Fe sulfate system, with the number of different chemical elements in the range from 3 to 7. In general, it may be concluded that, in the information-based analysis of paragenetic evolution of mineral systems, it is better to focus on those associations or transformation sequences, which are more or less isolated from the chemical point of view.

2.6.2 Information and temperature: Natural zeolites

Krivovichev [114] analyzed structural and topological complexities of zeolites and zeolite frameworks using the information-theory methods as described above. The obtained values of topological information for different tetrahedral frameworks may be used to investigate evolution of complexity in zeolite parageneses. As it has already been mentioned, in such an analysis, it is better to concentrate on really or hypothetically chemically isolated systems. In fact, there are only very few studies on such systems available in the literature. Bargar and Keith [115] provided an overview of the research that has been conducted using drill holes in active hydrothermal areas at Yellowstone National Park, USA. It has been observed that zeolites are among the last minerals to form and each zeolite has its own temperature limits of stability. For instance, erionite was found only at temperatures below ~100 °C, whereas analcime was found at temperatures > 80 °C, etc.

Chipera and Apps [116] provided thermodynamic modeling of the zeolite parageneses in silicic-rock hydrothermal environments that contained a representative suite of zeolites (analcime, chabazite, clinoptilolite, erionite, heulandite, laumontite, mordenite, phillipsite, stilbite, and wairakite). Fig. 2.19 shows the log[(aK+)2/aCa2+] vs. log[(aNa+ )2/aCa2+] diagrams constructed by Chipera and Apps [116] for the temperatures of 25,100,150, and 200 °C. First, it is of interest that, in terms of diversity, the system at 100 °C appears the richest (10 phases), whereas the system at 200 °C is the poorest (4 phases). In order to analyze structural complexity of the parageneses at different temperatures, one would need to refine crystal structures of all particular zeolites at particular temperatures, which cannot be achieved. However, it is possible to investigate evolution of topological information of zeolite frameworks, taking into account their complexity parameters reported in [114].
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Fig. 2.19: Log[(aK+)2/aCa2+] vs. log[(aNa+)2/aCa2+] diagrams for zeolites occurring in hydrothermal deposits in silicic-volcanic rocks (analcime, chabazite, clinoptilolite, erionite, heulandite, laumontite, mordenite, phillipsite, stilbite, and wairakite) calculated assuming an aqueous silica activity in equilibrium with quartz. Reproduced with the kind permission of the Mineralogical Society of America from [116], published in Reviews in Mineralogy and Petrology (2002).

The topological complexity values for the zeolites under consideration are listed in Tab. 2.2. Here each zeolite is characterized by the three-letter symbol that corresponds to the particular topology of tetrahedral framework that it is based upon. It is important to note that clinoptilolite and heulandite are based upon the tetrahedral framework of the same type, HEU, whereas analcime and wairakite contain frameworks of the ANA topology. In order to distinguish between these minerals, we use superscript symbols, e.g. HEUc and HEUh correspond to clinoptilolite and heulandite, respectively, whereas ANAa and ANAw correspond to analcime and wairakite, respectively. Fig. 2.20 represents modified versions of the diagrams shown in Fig. 2.19, where the fields of mineral phases are replaced by the fields of the topological types of their frameworks.

To estimate the average topological complexity of zeolite mineral-parageneses at different temperatures, one may use the parameter called average atomic topological complexity, atATC, for the section of a phase diagram defined as


Tab. 2.2: Framework types (FT) and topological complexity parameters for zeolites occurring in hydrothermal deposits in silicic-volcanic rocks.
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Fig. 2.20: Modified version of the diagram shown in Fig. 2.19, emphasizing topological types of zeolite frameworks occurring in particular mineral phases.


[image: image]



where iIG is a topological complexity of the ith phase measured as topological information per atom, n is the number of phases in the system, and δi is the normalized specific area of the ith phase in the diagram such that
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By analogy, one may define global glATC as
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where iIG,total is a topological complexity of the ith phase measured as topological information per unit-cell.

The behavior of the at ATC and glATC values versus temperature in the selected zeolite system is shown in Fig. 2.21. It is highly interesting that the temperature dependencies of the average topological complexity parameters are almost linear: the topological complexity of the system decreases almost linearly with the increasing temperature.


[image: image]



Fig. 2.21: Temperature dependencies of the average topological complexity parameters for the zeolite systems occurring in hydrothermal deposits in silicic-volcanic rocks.

The example of zeolite mineral parageneses considered supports the very general empirical rule that structural and topological complexity of the chemically isolated system consisting of n crystalline phases decreases with the increase of temperature. This rule reflects the fact that both configurational and vibrational entropies of crystalline materials are increasing with the increasing temperature. Though the exact relations between these two kinds of entropies and information-based complexity parameters are not yet clear, it is very probable that they both have positive correlation. Unfortunately, we are unaware of any systematic and widely applicable attempts to estimate configurational and vibrational entropies and their contributions to the total entropy of crystals.

The empirical rule formulated above can be violated, if there are other forces that govern phase transformations in crystals, e.g. chirality, magnetism, electricity, etc.

2.7 Macroevolution of structural complexity of minerals: Preliminary musings

The topic of global mineral evolution has emerged as a new paradigm in mineralogical sciences [3]. However, it is not always properly acknowledged that the concept of mineral evolution was first proposed and (to some extent) developed by Russian mineralogists in 1970–1980s [4,117]. A short history of the concept of mineral evolution in Russian scientific literature was given by Krivovichev [15].

Hazen et al. [3] defined three eras and ten stages of mineral evolution in the Earth’s history. The initial era (>4.55 Ga) is dominated by formation of minerals with a total information content that rarely exceeds 200 bits. At this stage, the appearance of species of intermediate complexity is usually associated with aqueous and thermal alteration events (formation of phyllosilicates and amphibole-supergroup minerals). The era of crust and mantle reworking (4.55 to 2.5 Ga) corresponds to the expansion of mineralogical diversity [3], but also results in accummulation of information due to the formation of a suite of minerals with intermediate complexity such as hornblende (146.877bits/cell), tourmaline-group minerals (176–207bits/cell), pollucite (103.637bits/cell), beryl (132.825bits/cell), scapolite (135.133bits/cell), staurolite (163.329 bits/cell), cordierite (120.175 bits/cell), etc. The third era of mineral evolution was identified by Hazen et al. [3] as an era of bio-mediated mineralogy (2.5 Ga to present), when a diversity of new formation pathways of minerals was triggered by the activity of living organisms. This era is characterized by the appearance of minerals produced by biomineralization processes; some of these minerals are especially information-rich: vivianite Fe3(PO4)2(H2O)8 (128.750 bits/cell), struvite Mg(NH4)(PO4)(H2O)6 (245.763 bits/cell), schwertmannite Fe16O16(OH)16(H2O)2 (282.193 bits/cell), hannayite Mg3(NH4)2(HPO4)4(H2O)8 (301.775 bits/cell), whitlockite Ca2.89Mg0.11(PO4)2 (375.013 bits/cell), melanterite (517.528/cell), hazenite KNaMg2(PO4)2(H2O)14 (936.313/cell), bakhchisaraitsevite Na2(Mg,Fe)5(PO4)4(H2O)7 (1128.771 bits/cell), etc. Extensive inorganic and bio-weathering activity during the Phanerozoic era is also responsible for the formation of very complex and information-rich minerals such as bouazzerite (3035.201 bits/cell), vandendriesscheite (2835.307 bits/cell), pertlikite K2(Fe,Mg)2Mg3Fe3Al(SO4)12(H2O)18 (1865.225bits/cell), richetite (Mg,Fe)Pb9((UO2)18O18(OH)12)2(H2O)41 (1748.848bits/cell), pushcharovskite Cu (AsO3OH)(H2O) (1640.967bits/cell), voltaite K2Mg5Fe4(SO4)12(H2O)18 (1566.017 bits/ cell), etc. Low-temperature hydrothermal activity results in the appearance of very complex zeolites (paulingite, tschoertnerite, mutinaite) and secondary phosphates such as cacoxenite, Al4Fe21(PO4)17O6(OH)12(H2O)24 (1537.391 bits/cell). The general trend of mineral evolution corresponds to the accummulation of information both in terms of diversity and complexity of the mineral world. Whether this trend is related to the evolution of biological complexity [118] or it is a consequence of general evolution of complexity in complex systems is an open question.

2.8 Information storage and processing in minerals versus living matter

In order to estimate information capacity of inorganic crystal structures versus living matter, one has to keep in mind that, in living organisms, information is stored in the DNA molecule contained in each cell of the organism. The DNA contains a sequence of four nucleobases, A (adenine), T (thymine), C (cytosine), and G (guanine), which can be considered as letters of an alphabet. The DNA of a simplest organism such as E. coli bacteria contains about 4×106 nucleotides. If different bases occur in the DNA of E. coli equally often, then for each nucleotide its probability of occurrence is equal to 1/4, which means that each base bears exactly 2 bits of Shannon information. Therefore, the total Shannon information of the DNA molecule of E. coli is about 8×106 bits [119]. The largest human chromosome, chromosome number 1, contains about 220×106 nucleotides, which, under condition of equal probability, equals to 440×106 bits of Shannon information.

As it was mentioned above, the most complex inorganic crystal structure of Al55.4Cu5.4Ta39.1 contains 48 538.637bits of Shannon information per unit cell, whereas the most complex mineral, paulingite, registers 6 766.998 bits. Therefore, in very rough terms, Shannon information capacity of inorganic crystals and living organisms differs by about three orders of magnitude. To use a simple analogy, the most complex mineral corresponds to one page of a book, whereas the simplest organism can be compared to a 1000-page book.

The difference of information capacity between inorganic and biological worlds can be compared to the difference in their diversity. According to the recent estimates [120], there are ~1.2 million currently valid biological species, and the estimated number of eukaryotic species only is ~8.7±1.3 million. The number of mineral species known today does not exceed 6000, and there are no estimates as to how large this number can be. Therefore, biodiversity exceeds diversity of mineral species by about three orders of magnitude, which is comparable to the difference in their information storage capacity.

There are, of course, many other differences between inorganic and biological species in terms of their information storage and processing. The most important one is in the character of the information: it is functional in organisms and obviously nonfunctional in crystals.

2.9 Conclusions

The approach to the analysis of minerals, their composition, crystal structure and evolution, in terms of information theory developed in this chapter and other works [14-16, 114] may provide interesting and important insights into those basic features of mineral behavior that depend upon structural and topological organization of matter in crystals. It also provides a general framework for the analysis of large amount of empirical data on the crystal structures of minerals accumulated in the mineralogical literature over the last hundred years. Among the directions for the further development of the approach one may identify the following: (i) the behavior of average structural complexity in the course of global mineral evolution; (ii) the fluctuations of complexity in the local-scale mineralogical and geochemical processes and their relations to the changes in chemical and thermodynamic parameters of the environment; (iii) the relations between complexity (understood as information) and energy from the viewpoint of current trends in information-to-energy conversion studies [121,122]; (iv) the relations between information-based complexity parameters and total entropy of minerals.
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3 Ab initio simulations of mineral surfaces: Recent advances in numerical methods and selected applications

3.1 Introduction

Traditional mineralogy and crystallography focus on the characterization of the structure of bulk minerals. Variations of structural parameters and physical properties of a mineral can be related to changes in chemical composition. For a given structural polymorph the variations of lattice parameters with phase composition are comparatively small. In contrast, a large diversity of crystal facets can be identified in mineral crystals having virtually identical bulk compositions. Crystal habit is a record of the history and physicochemical conditions of mineral growth. Small variation in growth conditions, such as cooling rate, degree of saturation and the presence of minor elements may have substantial consequences for the crystal morphology.

The formation of minerals and the stability of mineral assemblages in rocks can be described by thermodynamic equilibria between bulk phases. The rates of mineral dissolution and growth are controlled by the surface reactivity. Since the composition of a mineral surface can differ substantially from the bulk, surface layers may inhibit or catalyze dissolution or precipitation processes. Fundamental understanding the structure, reactivity and composition of mineral surfaces is essential for model-based description of geochemical processes.

Before the advent of surface sensitive techniques, the concepts of surface structures were derived based on the knowledge of bulk crystal structures, empirical systematics of crystal morphologies and basic electrostatic arguments. The development of surface sensitive diffraction methods (e.g. low energy electron diffraction, grazing incidence X-ray diffraction), electron spectroscopy methods (e.g. Auger electron spectroscopy, electron energy loss spectroscopy, photo electron spectroscopy) and highresolution surface microscopy techniques (atomic force microscopy and scanning tunneling microscopy) has revolutionized our view of mineral surfaces. The surface analysis has revealed that structure of near surface atomic layers may undergo substantial geometrical transformations different to the symmetry of the bulk phase. These structural changes lead to modifications of the electronic structure in the near surface layers which are responsible for a number of surface related phenomena such as the narrowing of the band gap and enhancement or reduction of electron conductivity, etc. Finally, a stable surface composition and structure depend on the external chemical conditions. Mineral surfaces are often covered with a passivating layer which may inhibit both dissolution and growth processes.

Interpretation of experimental data is seldom straightforward. It always relies on a model and several different models can be consistent with the measurements. Atomistic simulations may help to bound the set of possible models or model parameters and to provide complementary information about the system which is hard to access experimentally. Atomistic simulations have been widely used to predict the physical properties and structure of solid phases. At the beginning of the computer modeling era, simulations with empirical interaction potentials were particularly successful thanks to the low computational costs. The parameters for empirical interaction potentials are calibrated against known structures and their physical properties. The predictions with empirical potentials are highly reliable as long as the short-range coordination of atoms and molecules in the studied system is similar to the one used for the calibration. This is generally not valid for surfaces. An additional complication arises due to surface reactivity. In most cases empirical force fields are not capable of handling changes in chemical bonding. For these reasons, mineral surfaces are preferably investigated using quantum mechanical calculations.

Quantum mechanical modelling of mineral surfaces is a relatively new and rapidly evolving field. The aim of this review is to give a short introduction to modern quantum mechanical simulation techniques and to illustrate their application to several intriguing phenomena at mineral surfaces. Obviously the scope of surface science is very broad. Several text books [1, 2] and reviews [3, 4] from the field of solid state physics cover a wide range of surface phenomena. Advances in atomistic simulations of carbonate, sulfate and selected silicate minerals, have been reviewed recently in a broader methodological context [5]. Unlike other reviews, this paper is focused on surface phenomena rather than on particular mineral systems. The topics reviewed in detail are surface reconstructions, changes in electronic properties of the surface (with respect to bulk), chemical reactivity, acid-base equilibria and redox processes. In all of these phenomena substantial changes in chemical bonding at the surface takes place and thus the use of electronic structure calculations is indispensable.

The review is organized as follow. The most important structural phenomena and commonly used terminology are introduced in Section 3.2. State-of-the-art atomistic simulation approaches are reviewed with a strong emphasis on quantum mechanical electronic structure calculations in Section 3.3. Case studies illustrating application of the theoretical methods are considered in Section 3.4. Finally, perspectives for future research are discussed.

3.2 Theoretical background and simulation methods

3.2.1 Structural rearrangements and surface symmetry

In a bulk crystal each atom experiences forces from neighboring atoms. At the position of equilibrium the total force acting on an atom is zero. If a crystal is cleaved to form a surface, the force balance is disturbed. In order to equalize the forces and minimize the surface energy, atoms in the near surface layer and the electron density undergo structural distortions. The structure of the surface layers is rearranged relative to the bulk by means of relaxation, rumpling and reconstruction.

The relaxation is a change in the spacing between surface layers of a mineral compared to the bulk structure. Approximating ionic structures by a system of point charges with repulsive cores, a summation of the electrostatic forces between surface layers suggest an inward relaxation of the surface. For covalent structures the relaxation is generally also inward. This behavior can be explained on the basis of valence-bond theory. The shortening of the interlayer distance is thus a compensation for the decrease in the coordination of the surface atoms. Despite the fact that the ionic and covalent structures show the same relaxation trend, the behavior of ioncovalent structures is not straightforward and depends on the balance between the electrostatic and covalent contributions to the interaction energy.

Surface rumpling occurs on the surface of minerals composed of more than one type of atoms and result in an off-plane relative displacement of atoms in the near surface planes. Rumpling is weak in dense ionic structures, and becomes more pronounced as the covalent character of the chemical bonding increases. Rumpling can be explained by differences in the polarization of anions and cations. The presence of the surface disturbs the symmetry of the electrostatic potential and causes polarization of the electron density. Since the anions are more polarizable then cations, the induced dipole moment is stronger at anionic sites. The total force acting on atoms is towards the bulk, but is weaker for anions. Thus anions are displaced less than the cations.

Finally, the atoms in the surface layer can also be displaced within the plane coplanar to the surface. This displacement changes the two-dimensional symmetry and the dimensions of the surface cell with respect to the bulk lattice, and is referred to as surface reconstruction. In the most general case, surface reconstruction can be expressed by a 2 × 2 matrix which relates the surface lattice vectors of the unreconstructed lattice (as, bs) to the translation vectors of the reconstructed one (a′s, b′s):


[image: image]



If the angle between the lattice vectors of the original and the reconstructed lattice does not change, a more intuitive notation proposed by Wood can be applied [6]:


[image: image]



where (hkl) are the Miller indexes of the surface; m and n are the scaling factors of the translation vectors of the reconstructed lattice with respect to the bulk symmetry; ϕ is the rotational angle needed to align the reconstructed and original lattice vectors. The factor Rϕ is omitted if the angle is zero. If the superstructure is induced by adsorption the number of adsorbed molecules per supercell and type of adsorbate can be specified by its chemical formula at the end of the expression. For centered superstructures the symbol c is placed before the Miller index of the surface. Primitive cell can be indicated by the symbol p, but is omitted usually. Several examples of Wood’s and matrix notation are illustrated in Fig. 3.1.
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Fig. 3.1 : Some example of Wood’s and matrix notations of surface reconstructions for rectangular and hexagonal lattices. The lattice vectors of unreconstructed and reconstructed surfaces are shown as black and red arrows, respectively. Note that notations c(2 × 2) and [image: image] R45° describe the same reconstruction.

3.2.2 Stability of surfaces of simple ionic solids

The chemical bonding in most common minerals (e.g. silicates, oxides, sulfides, carbonates, etc.) can be well described as ionic-covalent interactions. This means that a significant redistribution of the electron density from the less electronegative atoms to the more electronegative atoms takes place, and the structure can be considered as a 3D arrangement of positively charged cations and negatively charged anions. Depending on the structure and the orientation of the lattice plane, three basic surface types can be imagined as illustrated in Fig. 3.2.

In type I surfaces, each atomic plane parallel to the surface is charge neutral and the surface has a zero dipole moment. In type II surfaces, atomic planes are not charge neutral, but the neighboring planes can be combined in charge neutral stoichiometric layers with a zero dipole moment. Finally, type III surfaces are formed by the alternation of negatively and positively charged planes which cannot be combined into units with zero dipole moment. According to basic electrostatic considerations, the surfaces of type I and II should have moderate surface energies and can be stable. In contrast, the electrostatic energy of a crystal with the type III surface diverges (to infinity). Thus type III surfaces can only be stabilized by substantial reconstruction within the surface layer.
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Fig. 3.2 : Three types of ionic and partially ionic materials after Tasker [124]. Q is surface layer charge and µ is dipole moment.

The classical electrostatic arguments offer a good qualitative description of surface stability. However, numerous experimental and theoretical evidences exist that type III surfaces may be stable under certain conditions. The simple ionic model neglects the polarization of electron density at the interface, which can be sufficient to stabilize polar surfaces. For this reason electronic structure based methods and polarizable force-field models are superior to the non-polarizable force fields, and have to be used for the surface studies.

3.2.3 Influence of the surface on the electronic structure

According to the concept of band theory, electrons in solids can occupy certain energy levels (electronic bands) separated by forbidden energy regions (band gaps). These energy levels can be interpreted as the superposition of electron states in the reciprocal space and can be measured by spectroscopic methods or estimated by electronic structure calculations. In an insulator (the majority of minerals), the electron bands are either fully occupied by electrons (lower energy levels) or empty (higher energy levels). Conductors (metals) possess partially occupied energy levels (conduction bands). In half-metals, the energy bands of one set of electron spins have properties of an insulator whereas those of another set of electron spins are conductor like. The presence of a surface can modify the band structure in various ways. Atomic relaxations can shift energy levels of valence and conduction bands leading to a narrowing or broadening of the band gap. The magnitude of the band gap determines the acid-base properties of the surface and its electron affinity. Non-stoichiometric surface reconstruction, surface defects and sorption result in the formation of surface electronic states, which can change the electronic structure of a surface layer form a conductor to an insulator or vice versa.

3.2.4 Theory of atomistic simulations

Several molecular simulation methods are discussed in the next chapters at an introductory level. The emphasis is placed on the basic approximations and their consequences for the interpretation of the results. The reader is referred to standard textbooks, e.g. [7–11] for a detailed description of these methods.

3.2.4.1 Molecular dynamics and Monte Carlo simulation methods

In the Molecular Dynamics (MD) method the thermal motion of N particles enclosed in a volume V, e.g. atoms in solid, fluids or at material interface, can be modelled by solving the system of Newton’s equations:
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where Mk and Rk are mass and position of the k-th atom in the system, respectively; t is the time and U is the total interaction energy of the system, which in general depend on positions of all atoms in the system {RI}; Fk is the total force acting on the k-th atom. Apart from a few special cases, the eq. (3.3) has to be solved numerically. Obtained time series of atomic positions form a sampling set of a so called thermodynamics ensemble and the physical properties of the material can be calculated based on formulas of statistical mechanics. Alternatively, a representative sampling set can be obtained using a stochastic process (Monte-Carlo simulations method (MC)). The randomly generated atomic configurations are accepted or rejected depending on the change in the system energy. If the thermal motion is irrelevant, the equilibrium structure of a material at zero Kelvin can be obtained setting the left hand side of eq. (3.3) to zero and finding the atomic configuration which minimizes the energy of the system (geometry optimization).

Bulk phases contain as many as ~ N23 atoms, which is not possible to handle in explicit numerical simulations. However, elementary chemical reactions and physical collision processes typically involve only few atoms in their direct neighborhood. The rest of the system (confinement) is seen by the reacting species as a mean field (the assumption of interaction locality is not appropriate under thermodynamic conditions close to second-order phase transitions). Thus, the mechanisms of complex chemical phenomena can be studied using comparatively small sets of atoms. Periodic boundary conditions are typically applied to simulate bulk materials. In this approach a “small” number of atoms, which can vary between 102–106 particles depending on the application, is modelled explicitly. The interaction with the rest of the system is approximated by the interaction with the periodic images of the central supercell. In solid state applications the simulations box typically span several unit cells and referred to as a supercell. Periodic boundary conditions can also be applied to “non-periodic” systems such as surfaces and interfaces. Care must be taken to use a sufficiently large simulation supercell in order to reduce artificial self-interaction between periodic images of the central supercell. If required, special methods can be applied to decouple the interaction between periodic images explicitly [12,13].

To perform geometry optimization, MD (eq. 3.3) or MC simulations, the potential energy of the system U has to be known for each instantaneous atomic configuration. The model used to calculate the system energy determines by far the tractable size of the system, accuracy and computational costs of the simulations. In general, one can use empirical interaction parameters (empirical force field method) or solve the stationary Schrödinger equation for the electrons in the system.

3.2.4.2 Empirical force field method

In the empirical Force Field (FF) method the interaction energy is defined as the sum of various inter- and intra-molecular contributions, e.g.:
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The first three terms in eq. (3.4) account for pair-wise intermolecular interactions (Coulomb Repulsion, Dispersion). Various terms of increasing complexity can be included to account for many-body interaction and the polarization of the media. Intra- (within a molecule) and inter-molecular (between molecules) interactions can be distinguished for molecular systems.

The Coulomb energy is a sum of pair-wise interactions of point charges:
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where e and ε are the elementary electron charge and dielectric constant of the media, respectively. Rij is the distance between atoms i and j with charges qi and qj, respectively. If all atoms in the system are considered explicitly, the dielectric constant ε is set to be equal to that of the vacuum. In the simulations of solutions it is often possible to consider the solvent as a continuum. In this case, ε is set equal to the dielectric constant of the solvent, whereas only solute molecules and ions are explicitly considered. Such an approach enables the computational costs to be reduced and to increase the size of the system considered at the cost of neglecting molecular irregularities of the solvent. To allow flexibility, atomic charges can be assigned an effective partial charge, different from the formal valence.

The Lennard-Jones potential is commonly used to account for the short-range repulsion and dispersion interaction between atoms and molecules (ULJ):


[image: image]



where Rij is the interatomic distance; Aij, Bij and are parameters typically obtained by fitting experimental data; n is an integer typically chosen to be between 9 and 12. It should be noted, however, that the coefficients Bij of the dispersion term can, in principle, be obtained by rigorous quantum mechanical calculations [14]. The above expression for short-range repulsion is very popular due to its simplicity. An exponential form provides a more accurate description of short range repulsion, and should be preferred in simulations of high pressure and high temperature systems:
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where ρij, Cij, Bijand are parameters typically obtained by fitting experimental data; The Morse potential is used to describe both intra- and inter-atomic interactions:
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where Dij is the dissociation energy of the bond; βij is related to the vibrational frequency and R0 is the equilibrium bond distance.

Anions are surrounded by a loosely bound cloud of valence electrons. This electron density is readily deformed (polarized) upon changes in coordination shell, creating additional contributions to the bounding energy. The polarization can be modeled by allowing the displacement of the ions’ negative charge (electron density) relative to the positivelt charged nuclei. The strength of the displacement is controlled by the harmonic potential. Since the displacement of the electron density depends on the coordination and at the same time exerts an additional induced force itself, the polarization has to be calculated self consistently by an iterative procedure [15]. Polarizable FFs significantly improve the accuracy of simulations. Polarization effects are particularly relevant for large anions with loosely bound outer electron shells and the simulations of material interfaces with different dielectric properties.

It is worth mentioning here a class of “reactive” FFs, which consider the possibility of bond dissociation [16]. For well-calibrated systems such a reactive force field could be a robust alternative to the expensive ab initio simulations. It has to be stressed that these parameters of these force fields are generally not “transferable”. This means that the parameters have to be calibrated for a particular system and are not expected to give reliable results if applied to another system.

3.2.4.3 Quantum mechanical system description

In quantum mechanics, the state of electrons in the system is described by a wave function (WF, Ѱ). The square of the wave function is equal to the electron density by definition ρ = |Ѱ|2. For a given nuclei position {RI}, the ground state WF (Ѱ0) satisfies the stationary electronic Schrödinger equation:
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where Ĥ is the so called Hamiltonian operator which defines a second order differential equation; E0 is the smallest eigenvalue of the Schrödinger equation, which has physical meaning of the ground state system energy; rp and RI are positions of electrons and nuclei, respectively. For real applications, the eq. (3.9) can only be solved in an approximate way. The most commonly used approaches are the Hartree-Fock [17] method and the density functional theory [18].

3.2.4.4 Hartree–Fock (HF) method

The HF method assumes that the total electronic WF of an N-electron system can be expressed as a determinant composed of N single electron WFs (the Slater determinant). A determinant has the property to change the sign upon exchange of arguments, which is the mathematical condition for the Pauli Exclusion Principle (so called exchange interaction). Upon substituting the Slater determinant into eq. (3.9), a system of N equations for non-interacting electrons is obtained. The electronic states are orthogonal and each electron feels the electrostatic field created by the nuclei and all the other electrons in the system. Since the potential acting on each electron depends on the electronic wave functions of the individual electrons, the system of equations has to be solved iteratively till the self-consistency is obtained. The HF method gives an exact description of the coulomb and exchange interactions. It ignores entirely the static and dynamic electrostatic correlations between electrons.

Calculations based on the HF method typically underestimate the bonding because the proper consideration of correlation effects would further lower the system energy. The so called post-HF methods, such as Møller–Plesset perturbation theory, configuration interaction theory, coupled cluster theory, etc. have been developed to account for electron correlation effects based on the HF reference solution. These methods can provide very accurate results, but the computational costs scale with the number of basis functions (see 2.4.8 Basis Sets) as M6, and higher, making the use of these methods prohibitive for systems containing more than a few atoms [8].

3.2.4.5 Density functional theory (DFT)

The foundation of DFT is based on a strict mathematical proof that the ground state of a many-electron system is uniquely defined via a universal functional of the electron density [19]. The explicit mathematical expression for this functional is unknown, however. In principle, this functional should include terms for the kinetic energy of electrons, describe coulomb interactions, electron exchange, as well as static and dynamic electron-electron correlations. Only the coulomb interaction energy can be calculated explicitly from the electron density. Expressions for exchange and correlation energies, on the other hand, are known to a good approximation for a homogeneous electron gas. An explicit expression for the kinetic energy of electrons is defined for the electron’s wave function but is not known for the electron density. To overcome these shortcomings, Kohn and Sham proposed to express the total electron density ρ(r, {RI}) of the N-electron system, using N single-electron [image: image] and to apply known expressions for the exchange-correlation energy of a homogeneous electron gas. This led to an expression for a single particle Kohn–Sham Hamiltonian ĤKS [20]:
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where [image: image] are the so called single particle Kohn–Sham orbitals, [image: image] are the eigenvalues, me is the mass of an electron. In this expression the electron-electron correlations and electron exchange are all lumped into the exchange-correlation term [image: image] The exact dependence of the exchange and correlation energy on the electron density ρel is not known, except for a homogeneous electron gas. In practical applications, [image: image] energies can be calculated within the so called local spin density approximation (LSDA) and its generalization (see below).

3.2.4.6 Exchange-correlation functionals and dispersion correction

Within the LSDA approximation, [image: image] at each point in space is assumed to be equal to the energy of the homogeneous electron gas with the same (local) electron density. Despite its simplicity, the LSDA was very successful in describing the structural and electronic properties of solids and molecules. In general, the LSDA tends to underestimate atomic ionization energies and to overestimate binding energies. The performance of the LSDA functional can be further improved in several ways. First, a dependence on the density gradient (generalized gradient approximation, GGA) can be included, or even the higher order derivative of the electron density can be considered (meta-GGA). The latter functionals are sometime referred to as semi-local. Secondly, the exact exchange energy calculated using the Hartree-Fock approach and combined with exchange and correlation energy predicted by conventional GGA functionals in a semi-empirical way leads to the family of the so called “hybrid functionals”. The GGA and hybrid-GGA functionals typically outperform LSDA for simple molecular systems [21, 22, 24, 25]. In solid state applications, neither LDA nor GGA is clearly preferable [26]. Both approaches have errors of comparable magnitude, though generally of opposite sign. LSDA is known to systematically underestimate lattice constants and coefficients of thermal expansion for solids, whereas GGA tends to overestimates these quantities. In contrast, LSDA tends to overestimate bulk moduli and phonon frequencies whereas GGA underestimates them [24].

A serious flaw of DFT in solid state applications is the underestimation of the band energy gap, which can be as high as 50 %. In contrast Hartree-Fock calculations tend to substantially overestimate the band gap. For these reasons, it is hoped that a hybrid-GGA functional could provide better predictions of band gaps in solids and thus give the more accurate description of the electronics states in the framework of DFT-approach. Another promising approach is the use of the so called orbital dependent functional [22]. A broad application of these methods is currently hindered by the high computational costs of the Hartree-Fock calculations performed with a plane wave basis set, which is the natural choice for periodic solids.

Density functional theory actually does not fully account for dispersion (van der Waals) forces between atoms. Such interactions can be very important for simulations of molecular sorption at mineral surfaces. An elegant and robust approach has been proposed by Grimme, in which the conventional DFT method is augmented by a semiempirical dispersion correction (the so called DFT+D method) [27,28]. The dispersion coefficients (e.g. last term in eq. (3.6), Bij) consistent with the popular exchange correlation functionals have been derived for the entire periodic table based on quantum mechanical calculations [29].

Another challenge for DFT calculations, even with GGA and hybrid functionals, is the correct prediction of the absolute energy for electron orbitals of highly localized states such as 3d states in transition metals or 4f and 5f states in lanthanides and actinides [23]. The simultaneous presence of multi-valence species (e.g. commonly the presence of Fe2+ and Fe3+ ions) adds extra complexity. The correct distribution (localization/de-localization) of electrons between ions of transition metals is very sensitive to the energy of the 3d states. Even hybrid functionals often give unsatisfactory results. A substantial improvement in the accuracy of calculations at low computational overheads can be achieved based on the use of the Hubbard model [30] (so called DFT+U method). In this approach an extra empirical potential is imposed to obtain the correct energy of the localized electron states [31]. The parameters for the DFT+U method have to be calibrated based on experimental data, however.

Among a large number of different exchange-correlation functionals proposed during last decades, the PW91 [32], BLYP [33, 34] and PBE [35, 36] are the most popular and robust functionals of the GGA family used in solid state calculations. PBE0 [37] is probably the most promising hybrid functional increasingly used in condensed matter applications.

3.2.4.7 Pseudopotential approximation

At most thermodynamic conditions relevant to the Earth crust, the distribution of inner shell electrons in a solid is similar to that in an isolated atom. Only the valence electrons adjust their distribution to the changes in structural environment or chemical reactions. In the pseudopotential approach, the true electrostatic potential due to the nuclei core and inner electrons is replaced by an effective electrostatic potential [38]. The core electron orbitals are excluded from the simulations and the valence electrons are replaced by pseudo-WFs consistent with the pseudopotential. The pseudopotential and pseudo wave functions are constructed based on electronic structure calculation for an isolated atom in the ground and if necessary in excited states (See [39] for a recent review). The pseudo WFs are constructed to satisfy a number of conditions. They must have the same eigenvalues as true WFs, reproduce true WFs beyond a pre-defined cutoff distance from the nucleus and to be a smooth node-less function within this cutoff. The node-less form of pseudo-WF allows reducing the number of basis functions (see 2.4.8 Basis Set) that are required for an accurate representation of pseudo WFs and the electron density. The square of pseudo-WFs of the so-called norm conserving pseudopotentials integrates to the same electron density as true wave functions [40-42]. The last requirement is left out in the so called ultra-soft pseudopotentials. The ultra-soft pseudopotentials allow to reduce further the number of basis set functions by means of a more complicated computational algorithm [43].

3.2.4.8 Basis set

In both the DFT and HF approaches the WFs and electron density have to be expressed in a numerically convenient functional form (basis set). The plane wave basis set is a natural choice for simulations with periodic boundary conditions. This basis set is almost exclusively used in conjunction with the pseudopotentials, which allows high numerical accuracy to be achieved with a small number of plane wave basis functions. Exceptional numerical efficiency of a plane wave basis in DFT calculations is attained using the fast Fourier transform technique, which allows n · log n scalability of the computational costs with the number of plane waves (n). Furthermore, plane wave basis sets converge in a smooth monotonic manner with the number of plane waves. This basis set is not associated with a particular atom (delocalized) and therefore provides an equally accurate representation of the WFs everywhere in the computational domain. To further improve computational efficiency, modern electronic structure codes combine reciprocal space representations of the electron density using plane waves with the real space Gaussian-like basis set for atomic orbitals. The later approaches allow the short range locality of electron distributions to be exploited [44].

Structural and electronic properties of a system are sensitive to the basis set in a different way. Good results for geometry can be obtained with a comparably small basis set. Energy and mechanical properties (elastic constants) are much more sensitive to the quality of the basis set. Thus, convergence of the system properties with respect to the basis set has to be tested systematically by increasing the number of basis functions until the required accuracy is obtained.

3.2.4.9 Ab initio molecular dynamics

According to the Ehrenfest theorem [45], an equation similar to eq. (3.3) also describes the dynamics of electrons. In principle, both systems of equations for collective motion of electrons and nuclei need to be solved simultaneously. It turns out that for many relevant phenomena, the motions of nuclei and electrons can be decoupled. The electrons are more than a factor of 103 lighter than the nuclei and thus move much faster. Solving eq. (3.3) for both nuclei and electrons simultaneously would need a very small integration step. Born-Oppenheimer (BO) and Car-Parrinello (CP) MD are two methods which deal with this issue.

In the BO approximation, electrons are assumed to be in their ground state for every instantaneous configuration of the nuclei. So, for every atomic configuration obtained by numerical integration of eq. (3.3), the ground state distribution of electrons and total energy is derived solving the corresponding Schrödinger equation (e.g. eq. (3.9) or eqs.  (3.10)–(3.12). Knowing the total energy, the forces acting on the nuclei can be calculated and the dynamics of atoms can be predicted solving eq. (3.3). In CPMD the propagation of the electronic WF close to the ground state is simulated by treating electrons as classical particles with a fictitious mass, The fictitious mass is chosen to be much larger than the actual mass of an electron but still smaller than the mass of the lightest nuclei in the system in order to maintain the adiabatic decoupling between the dynamics of nuclei and electrons [46]. In the CP approach, the Schrödinger equation is solved only once to obtain the ground state WFs at the beginning of the simulation. The time evolution of the WFs and nuclei is obtained by solving Newtons equations for electrons and nuclei simultaneously. Because of heavy fictitious electron mass, the equations of motion can be integrated with larger time step. The orthogonality of the WFs is maintained by mean of constraints using the method of Lagrange multipliers. Extensive benchmarking studies have shown that the value of the fictitious electron care must be carefully tested for each system. An inappropriate choice may lead to various numerical artifacts [47–50].

3.2.5 Thermodynamics of mineral surfaces

Surface structure can change with temperature and its composition depends on the chemical conditions. A general framework for predicting stable surface compositions and structure for arbitrary conditions based on ab initio simulations have been introduced by the pioneering work of Reuter and Scheffler [51]. The stability condition for a surface under given conditions is the minimum of the surface free energy γ(T, P, N) subjected to eqs. (3.13)–(3.14):
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G(T, P, N) is the Gibbs free energy of the system; µi(T, P) are chemical potential of the basis species; Ni and Nj are their mole concentrations and A is the surface area. µbulk(T, P) is the chemical potential of the bulk. Eq. (3.14) imposes equilibrium of the surface with the bulk mineral.

The Gibbs free energy of the system is obtained as:
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The lattice energy E is the largest term in eq. (3.15). It is obtained in a straight-forward way by electronic structure calculations. For ambient conditions the PV(T, P, N) term is small and can be entirely neglected. Fvib(T, P, N) accounting for both the zero-point energy and thermal vibrations of atoms, can be calculated from the vibrational density of state σ(V, ϖ):
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where β = (kBT)-1; ħ and kB are the Plank and Boltzmann constants, respectively; ϖ and K are vibrational frequency and the thermodynamic temperature. The vibrational density of state is obtained either in the harmonic approximation [52] using finite differences (frozen phonon approximation) or based on perturbation density functional theory [53]. A full anharmonic vibrational density of states can be obtained by MD simulations [52]. Since σ(V, ϖ) and Fvib(T, V, ϖ) are obtained at constant volume, the volume has to match the pressure of interest.

Eqs. (3.13)–(3.17) provide a complete set of equations to determine the surface energy as a function of composition and chemical potential (eqs. (3.13)–(3.14)), as well as temperature and pressure (eqs. (3.15)–(3.17)). In many applications the influence of thermal vibrations can be neglected. In this case eq. (3.13) reduces to:
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3.2.6 Acid-base properties of surfaces

3.2.6.1 Intrinsic acidity of the sorption sites

In natural environments, mineral surfaces participate in acid-base equilibria with water rich geochemical fluids. The interpretation of experimental titration data is often based on empirical models for the acidity of surface sites (≡ss). It is currently not possible to derive the acidity of individual surface groups at the mineral surfaces experimentally. Recently, a numerical approach has been proposed which allows the prediction of protonation constants for surface sites using DFT and taking into account explicit solvent and temperature effects by means of ab initio MD simulations [54–56].

In this method, free energy ΔdpA of a proton transfer reaction (eq. (3.19)) is derived by the thermodynamic integration of the ensemble averaged vertical protonation gap

⟨ΔdpE⟩H(λ):
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The quantity ΔdpE is the potential energy of the proton transfer reaction for a given configuration. The simulations were performed in an ensemble defined by a λ-dependent Hamiltonian:
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where H0 and H1 are the Hamiltonians describing the system of adduct and product of the proton transfer reaction in eq. (3.19).

The equilibrium constant (pKa) of the de-protonation reaction (eq. (3.19)) is calculated in the low temperature limit neglecting the difference in the zero point vibration energy of the proton in ≡ ssH and H3O+aq complexes as:
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where kB is the Boltzmann constant, T is temperature, a indicates the activity, c0 = 1 mol L-1 is the standard state concentration and ΛH+ is the thermal wavelength of a proton. The last term in eq. (3.22) is a thermochemical correction constant equal to –3.2 pK units. This term accounts for the configurational entropy of the proton in water [54].

In practical calculations, the integral in eq. (3.20) is approximated by numerical integration (e.g. Simpson’s formula). Three and more integration points are necessary for the evaluation of the integral. This implies that the simulations have to be performed for system of adducts (λ ≡ 0), products (λ ≡ 1), as well as several intermediate states described by the mixed Hamiltonian (0 < λ < 1). These mixed-Hamiltonian systems do not have chemical equivalents but rather provide a thermodynamic path between well-defined thermodynamic states. The simulations are straight forward if the acidity of the surface site is lower than the acidity of the water. If the water is more acidic than the surface, a spontaneous protonation of the surface site may occur during the simulation, especially for H1. A practical solution to this issue is to apply restrains to the interatomic distances in the H2O molecules. Since the restrains are applied for both adduct and product states, the energy due to the restraints cancels out.

3.2.6.2 Effect of the electric double layer

The method described above can predict the acid-base properties of surface sites at the pH of zero charge in equilibrium with pure water. Some mineral phases may not be stable under such conditions, or only exist in equilibrium with a mineralized fluid. Surface charge created due to protonation-de-protonation reactions at a surface in contact with electrolyte solutions induce electrostatic potentials, which in turn modify the spatial distribution of anions and cations near the interface and lead to the formation of a so called electrical double layer (EDL). Direct simulations of electrolyte solutions at mineral surfaces from first principles are not feasible due to the long relaxation times involved. Usually, empirical surface complexation models [57] or course-grain simulation approaches are applied to predict the surface charge and the ion distribution at the interface [58]. Surface charge σ0 and potential Ψ are related via capacitance C:
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In empirical sorption models the capacitance is considered as a fitting parameter. Recently, an approach has been proposed allowing to estimate the capacitances of the EDL at the charged mineral surfaces based on ab initio MD simulations and to compare these results with an empirical model fitted to the experimental data [59]. One of these approaches relies on the energy of the conduction band minimum as function of the surface charge (UCBM), calculated a follow:
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where ΔA+H++e– is the free energy for a simultaneous reversible insertion of an electron in the solid and a proton in the fluid phase. This quantity is estimated by an ab initio thermodynamic integration approach similar to the one used for the calculation of pK (eqs. (3.20)–(3.23)). [image: image] and ΔEZPE are standard chemical potentials of a proton in the gas phase and an energy correction for the zero point energy of the proton in water, both of which are system independent constants [59]. The capacitance is calculated as:
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3.2.7 Simulation packages

Several open source and commercial simulation packages for the solid state applications are available. ABINIT (www.abinit.org), QuantumExpresso (www.quantumespresso.org) and CPMD (www.cpmd.org) are plane wave based DFT codes which perform basis electronic structure calculations (total energy, forces stress tensor) and provide access to other material properties based on perturbation theory. Compared to CPMD, the ABINIT has the more efficient implementation of k-point sampling. QuantumExpresso offers advanced functionality for the modelling of phonon and NMR spectra. CP2K (www.cp2k.org) is a hybrid code using both plane-wave and Gaussian basis sets. Its particular strength is the simulation of large disordered systems. VASP (www.vasp.at), CASTEP (www.castep.org) and WIEN2K (wien2k.org) are commercial simulation packages available for academic use at relatively low cost. WIEN2K-implements one of the most accurate methods for band structure calculations and is often used to benchmark the results obtained with pseudopotential calculations.

3.3 Case studies

3.3.1 Diamond

Diamond is the hardest mineral so far known. Each carbon atom in the diamond structure is in the sp3 hybridization state, which allows the formation of perfect tetrahedral coordination. The hardness of diamond is orientation dependent and is highest in the [111] direction [60]. The (001) surface of diamond is the slowest growing surface in the chemical vapor deposition process used for manufacturing synthetic diamonds and thus is of high industrial importance [61]. The surface properties, including hardness, strongly depend on the surface treatment. The most studied surfaces of diamond are (001) and (111) [62–68]. The clean (001) surface is known to form a (001) - 2 × 1 reconstruction (Fig. 3.3). Neighboring atoms at the surface come together to form double bonded dimers (C = C) with a bond distance 1.37 Å. For comparison, the C – C bond in the bulk diamond structure is about 1.5 Å. The dimers are arranged in rows along [110] directions. The C = C surface dimers contribute to bonding and antibonding states (π and π*) with a gap of about 1.3 eV, making the surface semiconducting. For comparison, the bulk diamond is an insulator with a band gap of 5.5 eV [66]. The filled surface states are placed energetically within the valence band of the bulk diamond. The surface relaxation results in a shortening of the interlayer distances and a buckling of the near surface atomic planes [62].

The monohydrogenated (001) – 2 × 1 – 2H surface of diamond is believed to be the most stable diamond surface under ambient conditions. In hydrated surfaces, the π bounding in the surface dimer is replaced by a σs–p OH bond. The bond length of the C – C surface dimers increase to about 1.6 Å, reflecting the change in the bonding mechanism. The surface hydrogenation counter balances the surface potential and results in much smaller relaxation and buckling of the near surface atomic planes. The band gap on the (001)–2 × 1 – 2H surface is lowered due to an upward shift of the valence states by about 2 eV. Similar structural changes are observed for the hydroxylation of (001) surface. The energy of the hydroxylated surface reconstruction (001) –2 × 1  OH lies in between the surface energy of the hydrogenated and the clean (001) –2 × 1 surface [64].
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Fig. 3.3 : Geometries of (001) – 2 × 1 and (111) – 2 × 1 surface reconstruction in diamond.

The clean unreconstructed (111) surface of diamond is unstable and undergoes the so called Pandey-chain reconstruction (111) – 2 × 1. This type of reconstruction was first described by Pandey for the Si( 111) – 2 × 1 surface [69]. The surface atoms in the Pandey chain form 1.43 Å long C - C bonds. Surface π states are located energetically near the Fermi level of the bulk diamond. Due to the weak interaction between the Pandey chains, the splitting of bonding and antibonding surface states is weak and the surface is expected to have a semimetallic character. Hydrogenation of the (111) surface stabilizes an unreconstructed (111) – 1 × 1 – H surface termination [70, 71]. The electronic properties of the (111) – 1 × 1 – H surface are very similar to the those of the (001) – 2 × 1 – 2H one. The hydrogenation removes the surface state from the valence gap and the surface becomes semiconducting.

3.3.2 Rutile

One of the most intensively studied surfaces of oxides is that of rutile (TiO2). The rutile structure is a model for several industrially relevant metal oxides. It is also a preferred material for experimental studies because high quality surfaces can be prepared by sputtering and annealing. Thus surfaces of rutile have been characterized by most of the available experimental techniques. Excellent compilations of experimental and modelling results can be found in recent reviews [3,72–75]. The (110) is the most stable and also the least reactive stoichiometric surface of rutile. The structure of the (110) rutile surface has been intensively studied at different levels of theory [76–83]. In agreement with experiments, the simulations predict that (110) – 1 × 1 is the most stable surface geometry (Fig. 3.4). The surface undergoes a substantial relaxation and rumpling. Also, theoretical calculations and experimental observations are in agreement that the five-fold coordinated Ti5f atoms and two fold coordinated O2f sites undergo inward displacement by 0.13–0.16 and 0.0-0.08 Å, respectively. The sixfold coordinated Ti6f surface site and threefold coordinated O3f sites displace outwards by 0.13–0.31 and 0.13–0.22 Å, respectively [82, 84]. The surface charge analysis suggests that the surface maintains a covalent character. The most prominent electronic relaxation is the partial transfer of net charge from the twofold O2f site to the fivefold Ti5f site. The presence of the surface lowers the band gap. The valence states are essentially represented by 2p states of surface oxygen atoms and the conduction band minimum is represented by the 3d states of the surface Ti atoms [84].
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Fig. 3.4 : (110) – 1 × 1 surface of rutile. Ti and O atoms are shown by blue and red spheres, respectively.

An accurate description of the 3d electronic states of Ti atoms is challenging for standard DFT methods. Comparative studies between DFT calculations with LDA, GGA, hybrid exchange-correlation functionals and DFT+U approach indicate that accurate predictions of surface energies, and in particular the electronic structure of the surfaces with defects, using conventional LDA or GGA functionals can give unsatisfactory results [79, 85, 86].

The growth of the (110) rutile surface has been modelled by combining ab initio total energy calculations, MD simulations based on coordination dependent interaction potentials and on-the-fly kinetic Monte Carlo simulations [81, 87]. The ab initio simulations were used to obtain activation energies for the different atom deposition pathways and to calibrate the parameters for the force field for the MD simulations. The activation energies were used to calculate deposition rates probabilities applied in KMC simulations. The system specific force field parameters were applied to simulate of the surface growth directly from atomistic MD simulations. These simulations are computationally time consuming and are used as a benchmark for the more efficient KMC approach.

The interaction of water with the (110) surface has been a topic of continuous research by both theoretical and experimental methods. One of the central issues in these studies is whether water adsorbs as a molecule or by a dissociative mechanism. Most experimental studies suggest that water adsorption on the ideal (110) surface takes place by a non-dissociative molecular mechanism [88]. The theoretical studies are inconclusive [72, 76, 77, 80, 89]. The simulations suggest that the relative stability of the phys-sorbed and chem-sorbed water at the TiO2 surface strongly depends on the thickness of the TiO2 slab used for the simulations, the size of the supercell as well as the symmetry of the upper and lower slab surface [80]. Furthermore, it was suggested that the stability of the chemisorbed water can be further increased due to hydrogen bonding. Thus, multilayer water adsorption should favor the water dissociation.

The rutile surface has also become a reference system for the development of the sorption complexation models for electrolyte solutions [83]. One of the important parameters in such models is the protolysis of the surface OH groups. In the past, these quantities were considered as fitting parameters. Recently, an attempt was made to evaluate these constants directly from ab initio simulations [90]. Two active hydroxyl groups at the (110) surface were investigated. One corresponds to bidentate (Ti2OH) site attached to the six fold coordinated Ti site, and another to the H2O molecules adsorbed at the Ti5f site (TiOH2). The intrinsic acidities of these sites, e.g. protonation constants at an infinite dilution in pure water, were found to be –2 and 8pK units, respectively. The estimated potential of zero charge was found to be in good agreement with the experimental measurements. A further step taken towards a description of electrolyte solutions at mineral interfaces was the evaluation of the EDL capacitance for a NaF electrolyte solution. The simulations show that the capacities vary with the protonation state of the surface. The capacitance of the negatively charged (de-protonated) surface was found to be lower than that of the positively charged (protonated) surface. This can be explained by the fact that fluorine interacts weaker with its solvation shell than Na due to a larger ionic radius. Therefore, the effective dielectric constant of media with a F– rich double layer is larger than the one of a Na+ rich double layer. Accordingly, the capacitance of the positively charged surface was predicted to be larger than that of negatively charged one.

Other low index surfaces of rutile are more reactive and show larger structural variability [82]. Different (011) – 2 × 1 surface reconstructions have been suggested based on simulations in vacuum [91–94]. The observed differences in the structure of the surface could be related to the differences in the simulation setup and the methods used. The simulations suggest that water adsorbs on (011) – 2 × 1 rutile surface by a dissociation mechanism [89, 95]. It was also argued by [89] that chemisorption of water on the (011) – 2 × 1 surface can lead to stabilization of (011) – 1 × 1 geometry.

3.3.3 Pyrite

Pyrite is one of the most abundant sulfide minerals in geological formations. Oxidation of pyrite in mining tails is responsible for the formation of acidic waste water. The oxidation process may follow different reaction mechanisms depending on the environmental conditions. The presence of sulfide and iron oxidizing bacteria can substantially increase the rates of oxidative pyrite dissolution. Clay minerals and aqueous cations Al3+, Fe3+, Cu2+ may also act as catalysts. Thus the stability and reactivity of pyrite surfaces has been the subject of intensive research [96–115]. Simulations suggest that the clean (100) pyrite surface maintains 1 x 1 geometry (Fig. 3.5) [98,109,111,114]. The surface is formed by the breaking of Fe-S bonds, whereby the S-S dimers remain intact. The Fe atoms in the top most layer are fivefold coordinated. The surface relaxation is manifested by a shortening of the Fe-S bonds oriented normal to the surface plane. In contrast, the changes in the S-S bonds and in-plane Fe-S bonds are minor. The obtained electronic structure suggests that the surface is non-metallic and diamagnetic.
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Fig. 3.5:(100) – 1 × 1 surface of pyrite. Fe and S atoms are shown by red and yellow spheres, respectively.

H2O molecules were found to adsorb on top of the five coordinated Fe sites by a non-dissociative mechanism. The orientati on of H2 O molecules at low coverage is controlled by weak -H..S- hydrogen bonds. As the water coverage increases, neo formed -H..OH- hydrogen bonds start to dominate the geometry of the adsorbed water layer [111]. Recent studies of multilayer adsorption suggest that the presence of bulk water leads to the shortening of Fe-Ow bonds. It can be explained by a stronger polarization of the near surface H2O molecules due to multilayer adsorption and thereby to a stronger Fe-Ow interaction [99].

Pyrite shows imperfect cleavage parallel to (100), suggesting that this surface should incorporate a significant number of defects. These defects should play a key role in surface oxidation mechanism. Monomeric S sites, either dissociated S2 dimers or S atoms, adsorbed at fivefold coordinated surface Fe sites, are considered to be the most important active sites for the oxidation of pyrite surfaces. These defect couples can be formed by the dissociation of S-S dimers followed by the adsorption of released S atoms at Fe sites by two different mechanisms:
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or
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Combined experimental and theoretical studies by von Oertzen [115] are in favor of the first mechanism. In contrast, the theoretical study by Stirling at al. [113] supports the second mechanism in which the oxidation state of the Fe and S at the surface sites is 4+ and 2-, respectively. Both interpretations seem to be consistent with the experimental data within the uncertainties of the applied theoretical and experimental methods.

Reactive (dissociative) co-adsorption of O2 and H2O on the (100) surface of pyrite has been studied at a wide range of oxygen and water partial pressure [110]. The calculated surface stability phase diagram as a function of pO2–pH2O suggests that at high pO2 (and low pH2O) one oxygen ad atom is adsorbed at each surface Fe site forming ferryl-oxo species ≡ Fe4+ – O2–. At ambient conditions (high pH2O and pO2) each Fe surface site forms ferric-hydro groups (≡ Fe3+ – OH–). At low pH2O and pO2 the most stable surface composition is a 50:50 mixture of ≡ Fe3+ – OH– and ≡ Fe4+ – O2–groups.

Full surface coverage with ≡ Fe3+ – OH– groups (favorable at ambient conditions) was considered as the starting point for sulfur oxidation at the (100) surface of pyrite. It was suggested that surface S-S dimers oxidize to SO42– through a chain of intermediate H2O and O2 adsorption steps by a dissociative mechanism. Each reaction step was found to be exothermic with activation barriers not exceeding 25 kcal/mol, suggesting that the process is slow but still feasible at room temperature.

Periodic quantum mechanical studies of other pyrite surfaces are scarce [102, 103]. In agreement with experimental observations, the (110), (111) and (210) pyrite surfaces have higher surface energies than the (100) face. The (110), (111) and (210) surfaces have by far more variable surface structures (e.g. 4, 5 and 6 coordinated Fe sites) and thus higher reactivity.

3.3.4 Magnetite

Magnetite is the strongest magnetic mineral found on the Earth so far. It is an abundant accessory mineral in igneous, metamorphic and sedimentary rocks. The ferrimagnetic property of magnetite is used for paleomagnetic reconstructions. Its oxidation to hematite buffers oxygen fugacity in geochemical systems. Under ambient conditions and higher temperatures, Fe3O4 adopts an inverse spinel structure built on a cubic close packed sub-lattice of O2– atoms. One eighth of the available tetrahedral sites is occupied by Fe3+ cations and one half of octahedral sites is occupied by equal amounts of Fe2+ and Fe3+. However, this formal assignment of an integer charge (2+ and 3+) to the Fe atoms at octahedral sites is misleading. In fact, the “extra” electron, assigned to Fe2+ belongs to the conduction band of minor spin states and therefore it is delocalized over all octahedral sites. In this context it is more appropriate to assign a fractional charge (+2.5) to the Fe at octahedral positions. The charge ordering (localization of electrons at octahedral Fe sites in such a way that non-equivalent Fe2+ and Fe3+ sites emerge) indeed takes place at 121 K (the so called Verwey transition) [116–118]. Below this temperature a cubic spin-polarized magnetite (half metallic phase) transforms into a semiconducting monoclinic phase with structurally non-equivalent octahedral Fe2+ and Fe3+ sites. The symmetry of the low-temperature Fe3 O4 phase has certain similarities with the structural reconstruction observed at the (001) magnetite surface, which is considered by some authors as a surface analog of the Verwey transition [119–122]. The (111) and (001) are dominant facets of magnetite crystals resulting in a broad family of cube-octahedral forms. The stability of the different morphologies has been predicted as the function of oxygen fugacity and redox conditions [123].
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Fig. 3.6: (111) and (001) surfaces of magnetite. Octahedral and tetrahedral iron is shown by brown and green spheres, respectively. Oxygen atoms are red.

The stacking sequence of atomic planes in magnetite along the [111] direction is shown in Fig. 3.6. Any unreconstructed (111) termination of magnetite has a nonzero dipole moment, and thus, according the electrostatic arguments of Tasker [124], can only be stabilized by substantial structural re-arrangement of the surface layers or coadsorption. The stability, geometry and composition of the (111) magnetite surface for different terminations have been investigated in detail [122, 125–131]. The calculations suggest that Feo2-Fet1-O1- termination dominates in a wide range of oxygen fugacities, whereas the O1-Feo1- terminated surface is only stable in a narrow region of high partial oxygen fugacity close to atmospheric conditions. Both terminations undergo strong inward relaxation, which helps to partially recover the coordination of the surface atoms and reduce the surface dipole moment. It has been confirmed by different modelling approaches that the relaxation of a Feo2-Fet1-O1- terminated surface leads to a change in the ordering of -Fet1-O1- atomic planes near the surface [125,130]. Adsorbed H2O preferably binds to FeO2- sites. Dissociation of H2O is an energetically favored exothermic process with a moderate activation energy barrier [129]. It is worth mentioning that Feo2-Fet1-O1- and Fet1-O1- terminations were predicted to have surface energies close to one another and could coexist on disordered surfaces [125,126,128]. The energy of an Fet1-O1- termination was found to be lowered further by dissociative hydrogen adsorption [125,127].

Structural rearrangements at the magnetite surface (111) have profound consequences for the electronic and magnetic properties of the surface layer. Bulk magnetite is a half-metal, with majority-spin electrons occupying the valence band below the Fermi level and minority-spin electrons occupying the conduction band above the Fermi level. Simulations suggest that the band gap closes for both Feo2-Fet1-O1- and O1-Feo1-terminations and that the surface layer is metallic. The magnetic moment of the surface Fe was found to be lower than the bulk Fe due to an overlap of the majority and minority states at Fermi level [128,130].

The (001) surface of magnetite has recently attracted great attention [119–123, 131–143]. Similar to the (111) surface, the (001) surface is polar. The (001) surface can be terminated with O, Feoct, or Fetet atomic plane. Atomistic thermodynamic calculations suggest that the Feoct terminated surface is dominant, whereas the Fetet terminated surface could potentially be stable in a narrow range of low oxygen fugacity. It is widely accepted that the (001) surface of magnetite undergoes [image: image] reconstruction. The origin and underlying changes of electronic and magnetic properties of the surface layer are still a matter of debate [119, 120, 122, 128, 133, 140–142, 144].

Studies by [133, 138, 141, 142, 144] suggest that upon [image: image] reconstruction the surface layer of magnetite undergoes a half-metal to metal phase transition. The nature of this relaxation is essentially explained by a Jahn-Teller distortion of the surface Fe atoms. A study by [140] suggests that the (001) surface retains half-metal character similar to the bulk magnetite. In contrast, recent studies argue that [image: image] reconstruction is a result of charge ordering in the near surface layer, structurally similar to a low temperature Verwey phase transition [119, 121, 122]. These studies predict a semiconducting state of the surface layer. Another study confirms the formation of a semiconducting surface, but explains the origin of [image: image] reconstruction by presence of Fe vacancies rather than charge ordering [120]. None of the reported experimental and theoretical studies provide an ultimate proof for the nature of the (001) magnetite surface. A recent comparative simulation of bulk magnetite with various exchange-correlation functionals suggests that the predicted electronic structure depends strongly on the functional used and can lead to qualitatively different results [145]. This could be one of the reasons for diverging interpretations of the simulation results.

The electron conductivity of the (001) surface layer of magnetite was estimated based on a model of small polaron hopping between Fe3+ and Fe2+ sites in the octahedral sub-lattice. The calculations predicted a polaron hoping rate of up to two orders of magnitude lower than that in the bulk. The reduced polaron mobility was explained by a high energy barrier for Fe3+-Fe2+ reorganization in the surface layer. It was suggested that the availability of Fe2+ at the surface and the reduced conductivity of the surface layer might be the rate limiting for redox reaction involving magnetite [143].

3.3.5 Phyllosilicates

Phyllosilicate minerals are omnipresent in soils and other sedimentary rocks. Platelets of phyllosilicate minerals are composed of alternating sheets of cations having an octahedral configuration (O-sheets) and sheets of Si-tetrahedra (T-sheets). The most common sequences formed are TOT and TO layers, also called 2:1 and 1:1 phyllosili- cates. Heterovalent substitutions in octahedral and tetrahedral sheets result in a net negative charge of the TOT-layers. This permanent charge is compensated by hydrated and/or bare cation alkali and alkali-earth elements. A high surface area and permanent surface charge are responsible for outstanding sorption capacities of phyllosilicate minerals. Two surface types, namely the basal plane and the edges, can be distinguished. The basal plane, formed by oxygen in the tetrahedral sheets (in 2:1 phyllosilicates) or by OH groups (in 1:1 phyllosilicates) at the octahedral sheets. The basal plane is known to be chemically inert in a wide range of environmental conditions. The sorption properties of basal surfaces have been studied by classical simulations with empirical FFs over several decades. (e.g. recent reviews [5, 146, 147]). Ab initio simulations are scarcer [148–157]. Edge-surfaces readily participate in acid-base reactions and are responsible for the pH-buffering capacity of phyllosilicates. Pyrophyllite and kaolinite are two substitution-free 2:1 and 1:1 clay minerals, respectively. They can be considered as structural prototypes for a wide range of phyllosilicates. Cleaved edge surfaces of phyllosilicate adsorb water by dissociation mechanism [158]. Ab initio simulations suggest that (010) and (110) are the most stable hydrated edge facets of phyllosilicates [158–163]. The surface structure and protonation schema of [image: image] of cis-vacant pyrophyllite considered as prototype of 2:1 phyllosilicates is shown in Fig. 3.7. Acid-base properties of the OH groups at (110) and (010) edge sites of pyrophyllite and kaolinite have been directly estimated based on an ab initio thermodynamic integration approach [164–166]. These data provide a fundamental structural basis for the formulation of empirical surface complexation models [57]. Due to the potential use of clays as a buffer material in the disposal of conventional and radioactive waste, sorption mechanisms of actinides, fission products and heavy metals need to be understood. Atomistic simulations provide insights into the mechanisms of these processes at the molecular level and help in the interpretation of spectroscopic results [139, 167, 168]. The simulations suggest that depending on the thermodynamic conditions divalent transition metals can form bidentate complexes at the edge surface or can be incorporated into the octahedral sheet of phyllosilicates [170, 171]. The predicted geometries of the surface complexes agree well with the structural parameters derived from the spectroscopic studies.
 
3.4 Outlook

Quantum mechanical modelling of mineral surfaces is a rapidly evolving field. It is a powerful tool which provides in-depth structural and chemical information concerning surface processes occurring at an atomistic scale. Most of the applications in the past have been limited to rather simple binary systems. However, even these “simple” systems show very complex behavior attributable to atomic relaxations in the surface layer. The further development of theory, numerical algorithms and increasing computing performance will inevitably broaden the scope of application. Some challenging and intriguing applications would be ab initio simulations of disordered systems, mineral-fluid interfaces, surface reactivity and atomistic thermodynamic modelling from first principles. Simulations of these systems would substantially improve the interpretation of spectroscopic data and model development. Nowadays state-of-the- art ab initio simulations can handle systems with as many as several 104 atoms [172]. This opens the door to ab initio simulations of “reality sized” nanomaterials for which surface phenomena dominate the macroscopic behavior.
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Fig. 3.7: Surface structure and protonation schema of [image: image] of cis-vacant pyrophyllite considered as prototype of 2:1 phyllosilicates. Si atoms are brown, Al atoms are green, O atoms are red, H atoms are white.
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4 Natural quasicrystals: A new frontier in mineralogy and its impact on our understanding of matter and the origin of the solar system

4.1 Prelude to quasicrystals

With the discovery of the first natural quasicrystal in 2009, a new frontier in mineralogy has opened that could lead to new discoveries in geoscience, astronomy, condensed matter physics, and materials engineering. For the first time, minerals have been discovered that violate the symmetry restrictions of conventional crystallography. That nature could accomplish this without human intervention was unexpected, requiring the existence of petrological processes never considered previously. The fact that the quasicrystals were found in a meteorite formed in the earliest moments of the solar system means these processes have been active for over 4.5 billion years and influenced the mineral composition of the first objects to condense around the Sun. Finding quasicrystals formed in these extreme environments informs the longstanding debate about the stability and robustness of quasicrystals among condensed matter physicists. Finally, the discovery inspires further searches for quasicrystals and other new forms of matter not seen in the laboratory previously, which may provide valuable new materials for physics and engineering.

The discovery of natural quasicrystals is not the first time that mineralogy has had a broad impact in science. The pioneering work of Rene-Just Haüy establishing that minerals can have only limited facets, dihedral angles and symmetries provided some of the first evidence that matter is composed of irreducible units (which Haüy called molecules), providing arguably the first evidence for the atomic hypothesis. The same analysis applied to human-made materials as well and, hence, profoundly influenced solid state physics for the next two centuries. Haüy’s work also motivated the first use of group theory in science, which set the foundations of crystallography and deeply affected many realms of chemistry and physics. Later, the discovery of X-ray diffraction in 1912 by von Laue and its first application by him and by William and Lawrence Bragg (1914) to analyse simple crystals brought Haüy’s concepts into a modern quantum context.

The key principle that governed Haüy’s ideas and crystallography for the next two centuries was lattice periodicity. Periodicity was considered to be an essential feature of all solids with non-random atomic arrangements. From that principle followed rigorous mathematical theorems that restrict rotational symmetry, rules that were considered to be evident and unbreakable.

At the beginning of the 20th century, however, mineralogists reported striking observations challenging the validity of the well-known law of rational indices [1–3] derived from assuming periodicity. By careful high-precision goniometry measurements of several crystal facets of the mineral calaverite (Au1-χAgχTe2, with 0 ≤ χ ≤ 0.33), these authors discovered the possibility of incommensurability in crystals. Only after nearly half a century did the morphology of calaverite begin to be understood [4, 5], based on invoking four indices rather than the three that suffice for periodic crystals. The expression “satellites” (usually with weaker intensity with respect to the main reflections) was used to describe those reflections for which the fourth index is nonzero. The key to interpreting the structure was the concept of superspace, a higher dimensional (in this case, four-dimensional) space [6]. The incommensurate or modulated structure in three-dimensions can be viewed as the projection of a periodic four-dimensional superspace structure into three dimensions (e.g., [7]).

Mineralogists discovered other complex materials that challenged the hegemony of periodicity. For example, Makovicky and Hyde in their landmark paper of 1981 [8] reported several mineral “layered” structures that consist of two periodic interpenetrating components that are incommensurate in the direction parallel to the layers and commensurate normal to the layers, thus introducing the concept of incommensurate (misfit) layer structures into condensed matter physics. Structures with similar features are currently known as composite structures. It was later realized that composite structures could also be described in using a higher-dimensional superspace.

The discovery of incommensurately modulated and composite structures shook the foundations of crystallography but did not break them. All the examples obeyed the same rotational symmetry restrictions as conventional crystals. Also, the incommensurability was not absolutely fixed. Even small variations in temperature and pressure can alter the modulation, transforming incommensurate irrational ratios of periods into rational ones in some cases.

4.2 Revolution in Crystallography: Quasicrystals (1984)

The great departure from periodicity and the structures of conventional crystallography was the introduction of the concept of quasicrystals in 1984 by Dov Levine and one of us (PJS) [9]. Quasicrystals, by definition, have an atomic arrangement that is quasiperiodic – two or more types of atomic clusters each repeat at regular intervals whose ratio is irrational (not expressible as a fraction). (“Quasicrystal” is short for “quasiperiodic crystal”). Unlike a periodic crystal, the sequence of atoms never exactly repeats in the sense that no two atoms have exactly same arrangements of atoms surrounding them (if the atomic arrangement is followed sufficiently far out). Levine and Steinhardt showed that quasiperiodic structures can violate the mathematical constraints of conventional crystallography and exhibit any rotational symmetry forbidden to crystals, including five-fold symmetry in the plane and icosahedral symmetry (the symmetry of a soccer ball) in three dimensions. An inspiration for the idea was the five-fold symmetric Penrose tiling composed of two tile shapes that repeat with frequencies whose ratio is the famous irrational number known as the “golden ratio” (Fig. 4.1a). Unlike the case of incommensurate crystals, the irrational ratios of periods are fixed by the non-crystallographic symmetry and do not shift continuously with changes in pressure and temperature.
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Fig. 4.1: (a) Fragment of a two-dimensional Penrose tiling composed of two types of tiles arranged quasiperiodically with crystallographically-forbidden five-fold symmetry; (b) Fragment of a three-dimensional icosahedral quasicrystal composed of four types of polyhedral units with holes and protrusions that constrain the way the units match face-to-face in such a way as to guarantee that all space-filling arrangements are quasicrystalline. For details of the construction, see Socolar and Steinhardt [33]. Figure after Bindi and Steinhardt [27].

In 1984, Dan Shechtman, Ilan Blech, Denis Gratias and John Cahn [10], reported the discovery of an aluminum-manganese alloy that has point-like electron diffraction pattern like a crystal but with forbidden icosahedral symmetry. Levine and Steinhardt had not yet publicized their idea, so the Shechtman et al. paper did not consider it or propose any theory to explain their profound rule-violating discovery. Levine and Steinhardt showed that the diffraction pattern they observed closely matched the one computed for an icosahedral quasicrystal and proposed that Shechtman’s discovery may be an example of the quasicrystal concept.

Notably, ideas originally developed for the earlier incommensurately modulated crystals can be generalized for quasicrystals. For example, the diffraction pattern for an icosahedral quasicrystal can be indexed using six rational indices, and the real space structure can be viewed as a three-dimensional slice through a six-dimensional periodic superspace structure. The superspace picture is now a common approach for describing all known aperiodic structures, including incommensurately modulated, composite and quasicrystalline structures, although other types of ordered structures may be possible that cannot submit to a superspace description.

The original announcements by Shechtman et al. and Levine and Steinhardt were greeted with skepticism because the experimental diffraction pattern was not quite point-like and the reflections were not quite ideally located compared to the ideal quasicrystal picture. Also, it was conjectured that atoms could not self-organize into a non-repeating pattern, like a quasicrystal, without introducing a high density of defects. A turning point was the successful synthesis of the Al63 Cu24Fe13 quasicrystal by An-Pang Tsai and collaborators in 1987 [11]. This alloy exhibited high resolution-limited Bragg peaks and an extremely high degree of structural perfection clearly fitting the quasicrystal hypothesis. Competing models, such as the Shechtman-Blech random cluster picture, the Stephens-Goldman icosahedral glass picture, and the Pauling multiply-twinned picture, could not explain the new diffraction patterns [12]. In this sense, Al63Cu24Fe13 might be considered the first bona fide quasicrystal.

Today, despite the increasing number of different quasicrystal alloys synthesized in the laboratory and careful analysis (e.g., [13,14]), there is still not a general consensus about the status of quasicrystals as a fundamental state of matter. Some believe that quasicrystals can be energetically stable states of matter in which atomic clusters join together in energetically favorable configurations analogous to the way Penrose tiles fit together according to matching rules into a perfect quasiperiodic pattern, as conjectured by Levine and Steinhardt [9]. Others argue that quasicrystals are, at best, entropically stable analogous to random tilings (Penrose-like tiles without matching rules randomly arranged to fill a space) with icosahedral symmetry and quasiperiodicity appearing for entropic reasons when averaging over large configurations [15]. According to this picture, quasicrystals are inherently delicate, metastable oddities that may only be synthesized for ideal compositions and under highly controlled laboratory conditions. On the contrary, the original concept [construction using polyhedral units and certain “face-to-face matching” rules that force a quasiperiodic arrangement with perfect long-range icosahedral order (Fig. 4.1b)] considered quasicrystals to be energetically stable and robust as crystals and to form even in non-ideal conditions.

4.3 Revolution in Mineralogy: Natural Quasicrystals (2009)

The search for quasicrystals in nature was motivated in large part as an attempt to shed light on the quasicrystal debate. If quasicrystals are energetically stable and robust as crystals, then it is conceivable that they formed under natural conditions, just like crystalline minerals. Although recent extensive studies in the laboratory by Tsai and others (for a comprehensive review see [16]) have shown that quasicrystals are almost certainly stable states of matter in some cases, as Levine and Steinhardt [9] long argued, rather than a random, decomposing aggregate, the discovery of an ancient (million years old) natural example, would make the case even more compelling. One of us (PJS) began to consider this possibility soon after the first papers on quasicrystals appeared.

The first attempts to find natural quasicrystals involved casually looking for candidates whenever visiting extant museum mineral displays, but nothing came of this approach. Then, in 1998, an idea for searching for natural quasicrystals systematically was conceived that took advantage of the existence of computer databases of X-ray powder diffraction patterns that could be accessed online. X-ray powder diffraction patterns are obtained by scattering X-rays from a mixture of many grains oriented at random angles such that the diffraction pattern is circularly symmetric. Powder patterns have the disadvantage that they obscure the rotational symmetry. On the other hand, a computer database containing the powder diffraction patterns of over eighty thousand samples including nine thousand mineral samples maintained by the International Center for Diffraction Data represents a rich source of information to tap if one knows what to do with it. Working with Peter Lu, Ken Deffeyes and Nan Yao, a set of quantitative measures was devised that could identify the most promising quasicrystal candidates in the database, including a handful of minerals. Each of the minerals was acquired and studied by transmission electron microscopy (TEM) and single-crystal X-ray diffraction to check for forbidden symmetry, but, in the end, no new quasicrystals, synthetic or natural, were discovered in the original study. The results were published in a paper [17], which included at the end an offer to share the names of additional candidates on the list with any collaborators willing to test minerals from their collection.

Six years later, the call was answered by one of us (LB) who began by testing samples on the list that were also in the collections of the Museo di Storia Naturale of the Universita degli Studi di Firenze (Italy). When that effort failed, Bindi suggested examining a sample labelled “khatyrkite” (catalog number 46407/G; Fig. 4.2), a metallic crystal phase of copper and aluminum, (Cu,Zn)Al2, based on the fact that many known synthetic quasicrystals include metallic aluminum. According to the museum catalog, the sample originated from the Khatyrka region of the Koryak mountains in the Chukotka autonomous okrug on the north-eastern part of the Kamchatka peninsula [18–20]. The first report of khatyrkite appeared in a paper by Razin et al. [21] in 1985. According to that report, khatyrkite is a tetragonal mineral found in association with cupalite, nominally (Cu,Zn)Al, an orthorhombic phase. The Florence sample did not consist purely of metal, though. Other typical rock-forming minerals [e.g., forsterite, (Mg,Fe)2SiO4, diopside, CaMgSi2O6, spinel MgAl2O4] were intergrown with the metals, which included cupalite, β-AlCuFe and, most significantly, a few grains of a new species, whose composition Al63Cu24Fe13 had not been found previously in any mineral [18,19]. Intriguingly, the composition was close to that found by Tsai et al. [11] for a synthetic quasicrystal.

Initial tests of X-ray powder pattern produced promising results, but other promising powder patterns had found early in the search for candidates that later proved to be duds. The key test was obtained with a transmission electron microscope from isolated tiny grains extracted from the sample. The sample was sent to Princeton University where the test was performed at 7:00 am on the very first day of 2009. The results were dramatic and clear: the diffraction patterns of the natural Al63Cu24Fe13 grains had the precise signature of an icosahedral quasicrystal (Fig. 4.3)! Self-similar patterns of sharp peaks arranged in straight lines with five-, three- and two-fold symmetry were observed along different axes separated by the characteristic angles of an icosahedron [18].
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Fig. 4.2: Different views of the original khatyrkite-bearing sample belonging to the collections of the Museo di Storia Naturale of the Universita degli Studi di Firenze (catalogue number 46407/G). The lighter-coloured material on the exterior contains a mixture of spinel, clinopyroxene and olivine. The dark material consists predominantly of khatyrkite (CuAl2) and cupalite (CuAl), but also includes granules of icosahedrite with composition Al63Cu24Fe13. Figure after Bindi and Steinhardt [27].

The degree of perfection was especially impressive. They exceeded the results obtained in the original aluminum-manganese phase found by Shechtman et al. [10] or in typical synthetic quasicrystals. Quasicrystals made by rapid quenching and/or embedded in a matrix of another phase generically exhibit easily detectable phason strains [22, 23]. Phasons are hydrodynamic (gapless) modes that occur in incommensurate crystals and quasicrystals in addition to the usual phonon modes. If the atomic density ρ(χ) is decomposed into a sum of incommensurate periodic density waves, a phason shift corresponds to a uniform phase shift between density waves whose periods have an irrational ratio. A phason strain corresponds to a spatial gradient in the phase shift. At the atomic level, phason strains produce rearrangements of atoms relative to the ideal ground-state configuration that require diffusive motion to relax away, so the phason strains remain after solidification unless the sample is grown using a very carefully-controlled protocol. In reciprocal space, the signature of phason strain is a systematic shift in the Bragg peak positions from the ideal by an amount that increases as the peak intensity decreases. The effect is easily observed by holding the diffraction pattern at a grazing angle and viewing along rows of peaks. The phason strain can be observed as deviations of the dimmer peaks from straight lines [23].
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Fig. 4.3: The unmistakable signature of an icosahedral quasicrystal consists of planar patterns of sharp peaks arranged along straight lines in an incommensurate lattice with five-fold (a), twofold (c) and three-fold (d) symmetry depending on the beam direction. The electron diffraction patterns shown here, taken from a grain of icosahedrite, match those predicted for a face centered icosahedral quasicrystal, as do the angles that separate the symmetry axes. In panel (b) is reported a single-crystal X-ray diffraction precession photograph down one of the five-fold symmetry axes of the icosahedron collected on a small icosahedrite fragment removed from a grain recovered in the Koryak expedition. Figure after Bindi and Steinhardt [27].

 Yet, no detectable phason strain can be found in the electron diffraction patterns in Fig. 4.3 despite the fact that icosahedrite was not grown under controlled laboratory conditions. Instead, this degree of perfection was obtained in a quasicrystal intergrown with other phases under conditions that are clearly far from equilibrium (Fig. 4.2). Somehow Nature had managed to accomplish a feat that humans had to work very hard to achieve.

Although the formation conditions remained to be understood, one point was clear: Twenty-five years after the concept of quasicrystals was first introduced, the first natural quasicrystal had been discovered, and a new chapter in the study of mineralogy had opened that forever changed the conventional classification of mineral forms.

4.3.1 Extraordinary evidence

Extraordinary claims require extraordinary evidence. The claimed discovery of a natural quasicrystal was extraordinary, partially because none had ever been detected before but especially because of the presence of metallic aluminum in the quasicrystal grains as well as some of the other mineral phases found in the rock. Aluminum normally oxidizes unless placed in a highly reducing environment, as is done in the laboratory or in industry. Hence, serious consideration had to be given to the possibility that the sample was slag or an accidental byproduct of some anthropogenic process (including rocket or plane exhaust) or intentional fakery. Extraordinary evidence had to be assembled to address these concerns.

At first, there was no direct evidence where the Florence sample actually came from other than the marking on the sample box indicating the source as the Koryak Mountains of the Kamchatka Peninsula in far eastern Russia. Only through a remarkable investigation stretching over a year and worthy of a detective novel was the claim ultimately confirmed. Ultimately, the history of the sample was traced back to the person, Valery V. Kryachko, who originally unearthed it from a blue-green clay bed along the Listventovyi stream off the Iomrautvaam tributary of the Khatyrka River in the Koryak Mountains in 1979 [24].

As this detective story was being pursued, more laboratory data was collected from the Florence sample that provided overwhelming evidence that the rock was formed by a natural process. Particularly telling was the discovery of a grain of quasicrystal trapped within stishovite (Figs. 4.4 and 4.5), a polymorph of SiO2 that only forms at ultrahigh pressures (>100,000 times atmospheric pressure) [20]. Any concerns that the sample was slag or a human-made hoax were now eliminated. Of all the explanations that had been considered, the only two remaining possibilities were that the quasicrystal formed near the core-mantle boundary and was projected to the surface in a superplume, or that it formed in a violent collision between meteorites in space.

The evidence for naturalness was now sufficient for the International Mineralogical Association to accept the new mineral as the first natural quasicrystal to be entered into its official catalog. The mineral was assigned the name icosahedrite, in recognition of the icosahedral symmetry of its atomic structure [19]. The sample is identified as having a face-centred icosahedral symmetry (abbreviated as [image: image] and its diffraction pattern is characterized by six Miller-like indices corresponding to the six basis vectors that define an icosahedral reciprocal lattice.
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Fig. 4.4: (a) TEM image of a 50 nm grain of stishovite, a tetragonal polymorph of SiO2; (b) selected area diffraction pattern taken down the [001] axis; (c) selected area diffraction pattern taken down the [010] axis; (d) selected area diffraction pattern taken down the [0–11] axis. All the collected diffraction patterns establish the tetragonal symmetry and lattice parameters a = 4.2 Å and c = 2.7 Å, typical for the mineral stishovite. Figure after Bindi et al. [20].
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Fig. 4.5: Panel (a) shows an inclusion of icosahedrite in the stishovite grain shown in Fig. 4a; (b) Rotated TEM image showing enclosed icosahedrite which, when combined with (a), establishes that icosahedrite is totally encased in stishovite (the boundary of inclusion has been depicted with a dashed line for clarity). Figure after Steinhardt and Bindi [24].
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Fig. 4.6: A plot of oxygen three-isotope composition as suggested by Clayton et al. [25] to discriminate terrestrial and extra-terrestrial minerals, containing data for four minerals (pyroxene, nepheline, olivine, and spinel) in the sample studied. All data are ion probe measurements made with either the Cameca nanoSIMS (large error bars) or the Cameca 7f geo (small error bars). The error bars are 2σ. The plotted compositional indices, δ18OVSMOW and δ17OVSMOW, are respectively the difference between the ratios 18O/16O and 17O/16O and the same ratios in Vienna Standard Mean Ocean Water (VSMOW), expressed in parts per mil. Terrestrial minerals fall along the upper gently sloping line (TF); the oxygen isotope compositions measured for our sample lie along the line corresponding to anhydrous minerals in the CO or CV carbonaceous chondrites (the ‘CCAM’). Figure after Bindi et al. [20].

The next step was to measure the ratio of oxygen isotopes (18O/16O and 17O/16O) to determine if origin of the Florence sample was terrestrial or extraterrestrial [25]. Anhydrous carbonaceous chondrites commonly contain minerals that differ markedly in oxygen isotope composition from terrestrial materials because they condensed from or underwent isotopic exchange with nebular gas near the formation of the solar system that had a different radiogenic history. The results were unambiguous: the oxygen isotope measurements (Fig. 4.6) of all the tested minerals in the Florence sample fit tightly the characteristic results for the constituents of Calcium Aluminum rich Inclusions (CAIs) from CV3 and CO3 carbonaceous chondrites, among the oldest meteorites to have formed in our solar system.

To go the next step and understand how the copper-aluminum alloys formed in the early solar system required more than the tiny specks of powder that remained from the Florence sample after all the studies. New extraordinary evidence was needed, and the only way to get that was to return the place where the Florence sample was first found.

Despite the difficulties and the unlikely possibility of finding more samples, a geological expedition to Chukotka in far eastern Russia was organized and undertaken in 2011 [24, 26, 27]. The journey to one of the most remote places on the planet (Figs. 4.7 and 4.8) resulted in the unexpected discovery of new nine samples [27, 28] whose properties have firmly established that the quasicrystal and the rock containing it are part of a carbonaceous chondritic meteorite (now officially named Khatyrka, after the river in Chukotka; see [28]) with calcium aluminum inclusions that date back 4.5 Gya to the formation of the solar system.
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Fig. 4.7: Members of the Koryak expedition team (left to right): Will Steinhardt (Harvard, USA), Vadim Distler (IGEM, Russia), Luca Bindi (University of Firenze, Italy), Alexander Kostin (BHP Billiton, USA), Michael Eddy (MIT, USA), Christopher Andronicos (Cornell, USA), Glenn MacPherson (Smithsonian Institution, USA), Valery Kryachko (Voronezh, IGEM), Paul Steinhardt (Princeton, USA) and Marina Yudovskaya (IGEM, Russia).

Some of the recovered grains show petrographic features clearly indicating that the meteorite underwent an impact shock that produced a heterogeneous distribution of pressures and temperatures in which some portions reached at least 5 GPa and 1200 °C [29]. The conditions would have been sufficient to melt Al-Cu-bearing minerals, which then rapidly solidified into icosahedrite and other Al-Cu metal phases. The meteorite also contains heretofore unobserved phases of iron-nickel and iron sulfide with substantial amounts of Al and Cu, including the recently described new mineral stein- hardtite [30].

The abundant and consistent information gained from tracking down the source of the Florence sample, conducting the expedition to the Koryaks, and finding grains containing new mineral phases and evidence of high-velocity impact shock unobserved previously in other CV3 carbonaceous chondrites constitutes the “extraordinary evidence” needed to show that icosahedrite is the result of natural processes that occurred in the early solar system.
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Fig. 4.8: Field operations at the Listventovyi Stream (clockwise): extracting clay from areas along the stream, panning the clay down to mineral separates, mapping the structural geology and examining mineral samples.

4.3.2 Impact

The discovery of the first natural quasicrystal is a breakthrough in mineralogy that may be just the beginning of a new era. Could there possibly be other natural quasicrystals to be discovered? As it turns out, the answer to that question is already known. Recently, Bindi et al. [31] reported a phase of iron-nickel with a much higher fraction of aluminum than crystalline steinhardtite. The new phase, with composition Al71Ni24Fe5, is the second natural quasicrystal to be found (Fig. 4.9). The find is historic because it is the first example of a natural quasicrystal with decagonal symmetry (ten-fold symmetry in the plane and periodic along the axis perpendicular to the plane). The new quasicrystal was found associated with steinhardtite (Al38Ni32Fe30), Fe-poor steinhardtite (Al50Ni40Fe10), Al-bearing trevorite (NiFe2O4) and Al-bearing taenite (FeNi). As it was the case for icosahedrite, the new decagonal phase had been synthesized in the laboratory previously. The laboratory studies showed that it is stable over a narrow range of temperatures, 1120K to 1200K at standard pressure, adding further support for the conclusion that the Khatyrka meteorite reached heterogeneous high temperatures [1100 < T(K) ≤ 1500] and then rapidly cooled after being heated during an impact-induced shock.

These mineralogical discoveries of new quasicrystals have an impact on other scientific disciplines. Icosahedrite, the new decagonal quasicrystal phase, and all the aluminum-bearing crystalline alloys present a challenge for meteorite science and our understanding of novel processes in the early solar system. We still are not certain of how the natural quasicrystals in the Khatyrka meteorite formed. At present, two possible scenarios have been described in the literature: (i) the Al-bearing FeNi phases might have been the initial source of aluminum in the Al-bearing alloys khatyrkite, cupalite and icosahedrite; or (ii) the Al-metals may have had a pre-accretion nebular origin and steinhardtite and Al-bearing taenite observed in the sample formed by reaction of shock-produced Al-melt and pre-existing taenite. In the first hypothesis, the shock features observed in parts of some grains of the Khatyrka meteorite [29] would be generated by a strong increase of heat and pressure sufficient to extract Al from the FeNi metals and to initiate the local melting of metals and silicates. In the second hypothesis, the Al metals would form in some nebular process before the impact, with the impact resulting in the remelting, rapid cooling (about 102–103 °C s−1) and solidification of the Al metals. (Other hypotheses for naturally producing metallic Al are also being considered and tested presently.) In any scenario, the sequence of events leading to the exchange of metallic Al that formed steinhardtite, the new decagonal quasicrystal and Al-taenite can only be plausibly imagined to occur in space under low f O2 solar nebular conditions.

Icosahedrite and the crystalline alloys that contain both Al and Cu present a challenge to geochemistry. As is well known, in the early stages of the solar system, aluminum formed solids when copper was still a gas. Also, aluminum has an affinity for oxygen and copper an affinity for sulfur. Understanding the formation of the Al-Cu alloys in Khatyrka could provide insights about a spectrum of geochemical processes that were unknown before.

The search for natural quasicrystals has raised numerous interesting issues for those interested in the evolution of the solar system. It seems clear now that, even if we do not understand how, quasicrystals formed in the early stages of the solar system that ultimately led to the formation of planets. This places quasicrystals among the first 100 minerals known to have formed in our solar system. It is too early to quantify the relative abundance, but the fact that examples have been seen at all suggests that it cannot be negligible. Further, if quasicrystals formed in our solar system, it is reasonable to suppose that it formed in other solar systems in the Milky Way and in galaxies throughout the cosmos. Conceivably, quasicrystals may have also formed in the highly reducing conditions near the core-mantle boundary, as speculated during the early stages of the investigation when we did not yet know that the Florence sample was extraterrestrial. This possibility seems worthy of exploring since it may give us new insights on core composition and properties. More generally, the discovery of the first quasicrystals should trigger the re-examination of other terrestrial and extraterrestrial minerals in search of different quasicrystals.
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Fig. 4.9: The top panel shows micro CT-SCAN 3D-images (at two different angles) of the whole Grain 126. The left panel shows outer material only; the right shows a tomographically reconstructed slice through the grain. The brighter and the darker regions are Cu-Al metals and meteoritic silicates, respectively. The bottom panels show electron diffraction patterns collected with a TEM from a small fragment of Grain 126 that contains the second natural quasicrystal (Al71Ni24Fe5) to be discovered. The bottom-left diffraction pattern was collected along the ten-fold axis; the bottom-right pattern, along an axis out of the ten-fold plane, displays a periodicity along the rows of reflections. The combination of quasiperiodicity and ten-fold symmetry in one plane and periodicity along the third dimension is characteristic of decagonal symmetry. (By contrast, icosahedrite is quasiperiodic along all symmetry axes.)

 From the perspective of condensed matter physics, the observations that the samples formed under astrophysical conditions constitute significant new support for the original proposal that quasicrystals can be energetically stable states of matter, on the same footing as crystals [9]. The alternative entropic picture, which assumes that the atoms have enough time to explore many different random configurations, is hard to reconcile with the extreme conditions under which icosahedrite and the new decagonal quasicrystal formed and annealed with a high degree of structural perfection. The finding of natural quasicrystal enclosed within stishovite and other evidence which indicates that formation likely occurred under shock conditions and rapid cooling where entropic effects were unimportant compared to energetics and kinetics in forming the phase [29]. Furthermore, all the icosahedrite grains that have been studied thus far have the same composition, to within better than one per cent, even though the phases surrounding them are different. This observation is expected if the composition corresponds to an energetically preferred structure, whereas the entropic model generally allows a continuous range of composition (corresponding to crystal approximant structures). Further laboratory studies could shed light on this issue. For example, our recent investigations of synthetic Al63Cu24Fe13 by means of in situ synchrotron X-ray diffraction experiments using multianvil device clearly show that it is stable up to ~5 GPa and 1673 K with a negligible effect of pressure on the volumetric thermal expansion properties [32]. In addition, the structural analysis of the recovered sample has excluded the transformation of the AlCuFe quasicrystalline phase to possible approximant phases, which is in contrast with previous predictions at ambient pressure. Results from our preliminary study [32] extended the knowledge on the stability of icosahedral AlCuFe at higher temperature and pressure than previously examined and have provided a new constraint on the stability of icosahedrite. Moreover, we are currently working on the phase diagram of AlCuFe-quasicrystals up to very high pressures to better understand the stability of icosahedrite in nature.

4.4 Outlook

The birth of mineralogy as a quantitative science, as pioneered by Hauy, led to profound new insights across the physical sciences. The exploration of natural quasicrystals described here demonstrates that mineralogy can continue to surprise us and can have an impact on other disciplines, including geoscience, solar system evolution, planet formation, condensed matter physics, and materials engineering.

From the physics point of view, perhaps the greatest puzzle is to understand why quasicrystals are more stable than crystals for some compositions. Further explorations in mineralogy may also lead us to discover quasicrystal compositions and symmetries never observed previously, leading to new materials with novel physical properties of some utility.
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5 Ringwoodite: its importance in Earth Sciences

5.1 History of ringwoodite

The history of ringwoodite started in 1869 in a remote locality in the south-west of Queensland in Australia. Mr. Michael Hammond witnessed a meteorite shower close to the junction between Cooper and Kyabra Creeks (Lat. 25° 30′ S., Long. 142° 40′ E.), not far from Windorah (Queensland, Australia) and about 1000km west of Brisbane. The meteorite fall was very impressive and in due course 102 stones were recovered. Mr. Hammond was the owner of the Tenham Station and from this the meteorite collection was named as “Tenham meteorites”. This collection was then offered in 1935 to the British Museum by Mr. Benjamin Dunstan, formerly Government Geologist of Queensland [1].

But why does this nice story match with ringwoodite? In 1969, exactly 100 years after Mr. Hammond observed the Tenham meteorite fall, R. A. Binns, R. J. Davies and S. J. B. Reed published in Nature [2] the first natural evidence of ringwoodite after studying a fragment of the Tenhammeteorite. Thirty years later Chen et al. [3] reported clear images of some lamellae of about 1–2 μ in thickness showing a higher density than olivine but with identical composition (Fig. 5.1, modified fromChen et al. [3]). The X-ray powder diffraction data of the same lamellae inside olivine [2] indicated cubic symmetry with the cell edge a = 8.113(3) Å. This discovery showed that this new cubic polymorph of olivine was identical to the phase synthesized three years earlier [4] at about 17 GPa and a temperature estimated to be around 900 °C. This cubic polymorph was obtained at experimental conditions typical of deep mantle, demonstrating that this phase could be a major component of this layer of our planet. Thus, a proposal for a new mineral was submitted [2] to the International Mineralogical Association (IMA) leading to approval of this new cubic polymorph of olivine as RINGWOODITE (IMA 1969-038). The name was given in honor of Prof. Alfred Edward Ringwood of the Australian National University for his experimental studies on petrology, phase transformations, constitution, and dynamics of the mantle.
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Fig. 5.1: Back-scattered image of lamellae of ringwoodite in olivine (modified from [3]). The lamellae are evident being marked by a brighter grey. The darker grey corresponds to olivine. The blue solid lines are reported to indicate the directions along which ringwoodite grew. In white parentheses the lattice planes are indicated. The thickness of the lamellae could be on the sub-μim scale.

The stability field of ringwoodite falls within the P-T conditions of the so-called transition zone. The transition zone extends between 410 and 660 km depth. It does not show any complex thermal or chemical structure and is not subject to melting processes, which usually occur in the shallower region of the upper mantle [5]. According to Frost [6] the transition zone is characterized by some seismic discontinuities [7, 8] that should be related to mineral phase transformations. The phase assemblage of the transition zone mainly consists of ringwoodite, wadsleyite and majoritic garnet. Fig. 5.2 is a representation of the mineral volume-fraction in this layer (modified from Frost [5]). The diagram shows that the transition zone is constituted of about 41% majoritic garnet, about 34% ringwoodite, 23% wadsleyite and the remaining 2% are CaSiO3 and CaMgSi2O6 diopside. In Fig. 5.2 the green area represents about 60% olivine, which transforms to wadsleyite at a depth of about 410km, which in turn transforms to ringwoodite at about 525km [5]. Finally, ringwoodite breaks down to ferropericlase (Mg,Fe)O plus bridgmanite MgSiO3 (perovskite-type structure). The reader is referred to chapter 4 for a more detailed discussion on structure and sharpness of the transition zone and thus the actual extension of the ringwoodite stability field.
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Fig. 5.2: Volume fraction of the transition zone between 410 and 660 km showing the three main phases ringwoodite, wadsleyite and, majoritic garnet (modified from [5]). In addition to the main phases diopside (light green) and in yellow CaSiO3 (likely with walstromite-like structure) are displayed. Above and below the transition zone the upper mantle (dark green) and the lower mantle (light orange) are shown.

5.2 Crystal structure and Mg/Fe substitution

For a better distinction from its lower-pressure polymorphs wadsleyite and common olivine, ringwoodite is also known as γ-olivine. Wadsleyite and olivine are called [9] β-olivine and β-olivine, with Imma and Pbnm symmetry (both orthorhombic), respectively. Thus, the two former modifications are symmetrically distinct from cubic γ- olivine of the Fd3̄m space group. Hereafter we will use the IMA mineral name ringwoodite, olivine (group name), and wadsleyite.

Ringwoodite has the chemical formula (Mg,Fe)2SiO4. The Fe dominant member was recently discovered in the Martian meteorite Tissint and named ahrensite ([10], IMA 2013-028, in honor of T.J. Ahrens (1936–2010), geophysicist at California Institute of Technology).

The ringwoodite-ahrensite solid solution shows complete miscibility as demonstrated by synthetic samples, e.g. [11–13]. Optical and physical properties for the two end-members are reported in Tab. 5.1. Ringwoodite and ahrensite crystallize in the spinel structure-type with space group Fd3̄m. For comparison, the crystal structures of ringwoodite, olivine and wadsleyite are shown in Fig. 5.3.

Tab. 5.1: Physical and optical properties for ringwoodite and ahrensite.




	
	Ringwoodite
	Ahrensite





	Refractive index n
	1.768
	1.895*



	Relief
	High
	High



	Colour
	Blue, deep blue, purple
	Black



	Calculated density
	3.56 g/cm3
	4.98 g/cm3



	Hardness (Mohs)
	7-7.5
	





* estimated from the density differences between forsterite-fayalite and ringwoodite-ahrensite


Ringwoodite and olivine group minerals are both classified as orthosilicates. In these minerals, SiO4 tetrahedra are isolated and not connected to other tetrahedra. In contrast, the crystal structure of wadsleyite has one oxygen (O2) connecting two tetrahedra forming an Si2O7 group and is classified as sorosilicate. Ringwoodite has only one regular octahedron (with all Mg-O distances having the same length). Olivine has two (M1 and M2) more irregular octahedra, and wadsleyite has three symmetry independent M1, M2, and M3 octahedra (see Fig. 5.3).


[image: images]



Fig. 5.3: Crystal structure of ringwoodite (a), forsterite (b) and wadsleyite (c). The structural data were from [11], [15] and [16], respectively. The orange octahedra are always relative to Mg, whereas the deep violet tetrahedra refer to Si. The red spheres correspond to oxygen atoms. The thin solid lines show the unit cell for each polymorph. The structures were drawn using Vesta software.


Already in 1968 Kamb [14] explained on a structural basis, the reason why ringwoodite is the stable Mg2SiO4 form at high pressure. In case of olivine, wadsleyite, and ringwoodite the transformations are not driven by changes in the cation coordination number as observed for several other silicates. The olivine structure is based upon a non-ideal hexagonal-closest packed arrangement of oxygen atoms, with Si in tetrahedral coordination andMg/Fe in octahedral coordination. In contrast, ringwoodite shows a cubic-closest packed arrangement of O atoms with Si andMg/Fe having the same coordination number as in olivine. In general terms, this arrangement in olivine and ringwoodite should at first glance yield similar densities. This, however, is not the case. Actually, the density of ringwoodite is about 10% higher than that of forsterite (olivine). We know that the higher density is the main reason for the stabilization of a polymorph to higher pressure, therefore, it is important to understand the structural reason for the higher density of end-member ringwoodite compared to end-member forsterite. The major reason for the density difference is the cation distribution in the second coordination sphere, considering also metal-metal (Si,Mg) distances [15]. The spinel structure exhibits six shared edges among adjacent octahedra whereas the olivine structure has on average (M1, M2) three shared octahedral edges and additionally three shared edges between MgO6 octahedra and SiO4 tetrahedra.

Only part of the density difference can be attributed to the average Mg-O distance, which is longer in olivine (about 2.120 Å, [15]) and significantly shorter in ringwoodite (2.066 Å, [11]). According to Kamb [14] the cause can be attributed to the shortening of shared polyhedral edges. The c axis in olivine is twice the Mg1-Mg1 distance (2.99 Å) across the shared octahedral edges whereas along the corresponding direction in ringwoodite the distance is only 2.85 Å contributing with a factor of 1.049 to the increased density (2.99 Åolivine/2.85ringwoodite Å = 1.049). The length of the a axis in olivine is affected by the distortion of the SiO4 tetrahedron. In particular, the distance from base to vertex of the tetrahedron in olivine is about 2.85 Å and only 2.7 Å in ringwoodite. Such a difference of 0.15 Å contributes to an elongation of the a axis in olivine by a factor of 1.033 (doubled distances: 4.70 Åolivine/4.55ringwoodite Å = 1.033). If these two factors are combined with the difference in the average Mg-O distance (i.e. 2.12 Åolivine/2.066 ringwoodite Å = 1.027), an increased density d = 3.59 g/cm3 is estimated for ringwoodite relatively to the density of 3.23 g/cm3 for forsterite. This simple calculation matches the experimental density of Mg ringwoodite.

The above reasoning can also be applied to the intermediate-pressure polymorph wadsleyite (d = 3.47 g/cm3). Wadsleyite is considered a spinelloid and as such also based on a distorted cubic closest packing of O. M1 and M2 octahedra have six shared edges while M3 has seven. The average Mg-O distance in wadsleyite is 2.082 Å [16] while Mg-O in ringwoodite is 2.066 Å. This difference contributes to an increase of ringwoodite density by only 1% (i.e. 2.082 Åwadsleyite/2.066ringwoodite Å = 1.01). Along the b axis wadsleyite has a distance between Mg1 and Mg2 equal to 2.870 Å, which is slightly longer than that of ringwoodite along a corresponding direction. This difference only justifies a density increase by about 0.7% (2.870 Åwadsleyite/2.850ringwoodite Å = 1.007). However, along a direction close to [111] in wadsleyite the distance Mg1– Mg3 is 2.902 Å, while in ringwoodite the corresponding distance is only 2.850 Å (2.902 Åolivine/2.850ringwoodite Å = 1.018). Thus, starting from the density of wadsleyite d = 3.47 g/cm3, multiplied by 1.010 ×1.007 ×1.018 leads to d = 3.59 g/cm3 for ringwoodite, again a perfect match with observation.

The structural parameters of ringwoodite and ahrensite are reported in Tab. 5.2. The available data on ringwoodite-ahrensite were collected [17] on synthetic samples as no natural crystals suitable for structural investigation have been found so far. This could be important to better understand whether in the Earth mantle the octahedral site in ringwoodite and ahrensite can be partly occupied by Si replacing Mg/Fe. Si in octahedral coordination, indeed, is a remarkable feature of some high-pressure minerals like majoritic garnet (i.e. [18, 19]) and stishovite (the high-pressure polymorph of silica has Si only in octahedral coordination with average Si-O distance being 1.775 Å, see [20]). In particular, the case of majoritic garnet is of special importance as this phase is thought to be the most abundant phase of the transition zone: a typical natural majoritic garnet with respect to the ideal synthetic end-member, Mg3 VI(MgSi)Si3O12, shows in the octahedral VI(MgSi) site about 0.3–0.4 Si atoms per formula unit (apfu) based on 12 O, Al close to 0.9–1.0 apfu, Fe2+ close to 0.5 apfu and some Ti4+ [19] However, Nakatsuka and coauthors [18] studying the structural change along the synthetic join MgSiO3– Mg3Al2Si3O12 found that for Si between 0.24 and 0.38 apfu the typical garnet symmetry Ia3̄d changes to tetragonal I41/acd. This was confirmed by diffraction data and supported by optical evidence. Independent of symmetry, in majoritic garnets Si occurs in both tetrahedral and octahedral coordination.

Tab. 5.2: Crystal-structure parameters for ringwoodite (Mg2SiO4) and ahrensite (Fe2SiO4).
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Ringwoodite synthetized at 20 GPa and 1400 °C may contain about 4% of Sitot at the octahedral site [21]. The presence of six-coordinated Si could be favored by high temperature [12] under these mantle-like pressure conditions. Surprisingly, for the Fericher samples Si does not show any tendency [11] to enter the octahedral site. It has not yet been investigated whether Si/Mg disorder is a peculiar characteristic of synthetic samples or whether it is also typical of natural samples. Hazen and coauthors [11] propose for their synthetic Mg end-member ringwoodite the crystal chemical formula (Mg1.96Si0.04)(Si0.96Mg0.04)O4 and infer a double substitution VIMg2+ + VISi4+ = IVMg2+ +IVSi4+ to maintain charge balance.

5.3 The effect of water on the crystal structure of ringwoodite

In 1987 Smyth [22] suggested that hypothetically wadsleyite, the polymorph stable in the transition zone together with ringwoodite and majoritic garnet, could host a considerable amount of water and therefore possibly act as a significant mantle water reservoir. Although, there was actually no evidence of water (in terms of OH groups) in wadsleyite, Smyth [22] claimed that if this could be demonstrated then it could have substantial consequences for geophysical and geochemical models of the upper mantle. Just some years later, up to 3.1wt.% H2O in wadsleyite were experimentally demonstrated [9, 22, 23], confirming the hypothesis [22] about the capacity of such phases to host substantial amounts of water. At the same time, experimental evidence [9] demonstrated water solubility up to 2.7 wt.% H2O in terms of OH groups in ringwoodite.

In the decade from 1985–1995 several experimental studies dealing with the synthesis of dense Mg-silicates focused on water storage under mantle conditions [24]. However, among all hydrous Mg-silicates only wadsleyite and ringwoodite could have a significant impact on the mantle geophysics and geochemistry and thus most projects focused on these two phases.

In the first study dealing with the influence of water on the ringwoodite structure, Smyth and coauthors [25] investigated seven samples of hydrous ringwoodite with compositions between Fo100 and Fo89 and H2O contents between 0.2 and 1.1 wt.% [a typical composition of their sample was [image: images] Mg1.633Fe2+231Fe0+026Si0.999(H0.174)O4]. The samples, synthesized from 18 to 22 GPa and 1400 to 1500 °C, were analyzed by singlecrystal X-ray diffraction, Fourier-transform infrared (FTIR) spectroscopy, Mössbauer spectroscopy, wave length dispersive spectroscopy (WDS) using an electron microprobe, and transmission electron-microscopy (TEM). It could be shown [26] that the principal hydration mechanism involves octahedral cation vacancies with the occupancy of the octahedral site appearing to decrease systematically with H content.

Results of Mössbauer studies indicated that Fe3+ is negligible (i.e. maximum content 0.026 apfu) and thus does not affect the crystal structure. The influence of Fe2+ on the structure of ringwoodite has already been discussed in the previous section. Let us consider the H-richest ringwoodite sample [25] SZ0104 with the chemical formula [image: images] Mg1.633Fe0+231Fe3+026Si0.999(H0.174)O4, which contains about 1.1 wt.% H2O.

For anhydrous ringwoodite, complete replacement of Mg by Fe2+ (i.e. ahrensite end-member) causes an increase of the octahedral M-O (M = Mg/Fe) bond lengths by about 0.0006(3) Å/(0.01 molar fraction). Therefore, an increase in M-O = 2.0736 Å should be expected due to the Fe content in SZ0104, which is 0.129 in molar fraction. Instead the M-O bond length for hydrous ringwoodite SZ0104 is considerably longer with M-O = 2.0809(6) Å. The same logic applies to the unit-cell volume, which for a ringwoodite with starting composition Mg1.742Fe0.248, like SZ0104, should be 529.85(10)Å3; instead the observed volume is 532.49(7) Å3. Thus, in ringwoodite containing 1.1 wt.% H2 O the M-O distance is increased by 0.007 Å and the unit-cell volume by 2.6 Å3.

More recently [24], Fe-free hydrous ringwoodite hosting 2.5 wt.% H2O (measured by secondary ion mass spectroscopy) revealed a similar effect of H2O on its crystal structure: the Mg-O distance increased by 0.006 A and the unit-cell volume by 2.09 A3, relative to the prediction for the anhydrous composition. Panero et al. [26], studying similar samples at different pressure and temperature conditions, found different substitution mechanisms for OH groups in the ringwoodite structure. Both the Mg octahedra and Si tetrahedra may host H by a typical hydrogarnet substitution [26]. An increase in the unit-cell volume of 2.09 Å3 due to 2.5 wt.% H2O in ringwoodite corresponds to an expansion caused by a temperature increase of 140 °C.

5.4 Ringwoodite stability field

The Mg2SiO4-Fe2SiO4 system was studied at 1400 °C as a function of pressure and Fe/(Fe+Mg) ratio [6]. For the Mg end-member olivine transforms to wadsleyite slightly above 14 GPa and wadsleyite transforms to ringwoodite at about 20 GPa (Fig. 5.4). With increasing Fe the average transformation pressure decreases and at the same time the transformations occur within a significantly broader pressure interval. In general, it is observed (Fig. 5.4) that at 1400 °C the minimum pressure at which ringwoodite can exist reduces from 20 GPa for the pure Mg end-member to only about 6 GPa for the pure Fe end-member.
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Fig. 5.4: Mg2SiO4-Fe2SiO4 stability field calculated at 1400 °C as a function of pressure (modified from Frost [6]).

For Mg/Fe compositions typical of the mantle chemistry (i.e. (Mg0.9Fe0.1)2SiO4) at 1400 °C the wadsleyite to ringwoodite transformation was calculated [6] to occur at 17.5 to 18.5 GPa for the Mg-richer composition and at 15 to 16.5 GPa for the Mg-poorer composition. H2Oand Fe3+ are predicted to have little effect on the wadsleyite-ringwoodite transformation as they have similar solubility in both wadsleyite and ringwoodite [6].

Thus, ringwoodite and wadsleyite can coexist between 16.5 and 17.5 GPa (about 495 and 525 km depth) at 1285 °C and between about 17.7 and 18.7 GPa (about 531 and 560 km depth) at 1470 °C. The maximum pressure at which ringwoodite can still exist (where wadsleyite is no longer stable) is defined by the ringwoodite breakdown to ferropericlase + bridgmanite, which is widely agreed to occur at an average depth of 660 km with an uncertainty of about 30–50 km (i.e. [5]).

5.5 Thermo-elastic properties of ringwoodite

5.5.1 Bulk modulus

The bulk modulus, defined as K = –V∂P/∂V, is a key thermodynamic parameter being the inverse of compressibility, which indicates the volume change as a function of pressure. The bulk modulus is a central property that provides information about elasticity of Earth’s materials [27]. In order to determine the bulk modulus of ringwoodite we should consider only methods suitable for studying “small samples” in the 0.01–0.1 mm range. Among these techniques, the most widely used are:



	(1)
	in-situ high-pressure X-ray diffraction, which allows under static compression conditions, determination of KT by studying the unit-cell volume at different pressures and then fitting the pressure-volume data to some equation of state (see [28], EoSFIT7.c).



	(2)
	Brillouin scattering provides the adiabatic bulk modulus KS and is based on the relationship between the acoustic elastic waves and the elastic moduli and density.



	(3)
	Ultrasonic interferometry is based on wave velocity measurement; the seismic wave velocities Vp and Vs are related to KS, to the shear modulus G, and to the density of a material.




Finally, in addition to experimental studies there are several computational approaches that should be considered; however, a detailed discussion of these is beyond the scope of this review.

In order to compare the data obtained using the three techniques listed above, an expression relating KS and KT is required: KS = KT(1 + αγT), with α = thermal expansion, γ= Grüneisen parameter and T = temperature. At low temperature the difference between KS and KT is not larger than about 1%, which is of the same magnitude as the experimental uncertainty. However at high temperature such difference becomes significant and the conversion factor (1 + αγT) must be taken into account. For the purpose of a simplified comparison [29] at T = 298 the conversion factor is 1.099 for ringwoodite.

Surprisingly, more research has been performed on the effect of water on the bulk modulus of ringwoodite than focusing on the same mineral under dry conditions. This is likely due to the discovery that ringwoodite can host significant amounts of water. In the following paragraph the bulk modulus (and thermal expansion) of dry ringwoodite is analyzed and then the analysis is extended to data from hydrous ringwoodite.

In Tab. 5.3 the values of adiabatic bulk modulus (KT is converted in KS by using the conversion factor of 1.099) and its first pressure derivative (where available) are reported for dry ringwoodite. In detail, data for Mg and Fe end-members and intermediate compositions are separated. Analyzing Tab. 5.3 Mg ringwoodite shows general agreement among different studies with an average value of KS = 191(11) GPa. The first pressure derivative K′ on average is 4.35. For intermediate Mg-dominant compositions a similar behavior is observed as for the Mg-end member. For ahrensite (Fe2 SiO4) a large data scatter with values ranging from 187 to 220 GPa is found. The average value of the adiabatic bulk modulus Ks is 204(10) GPa. The first pressure derivative K′ is on average 4.56, in good agreement with the Mg end-member.

Tab. 5.3: Adiabatic bulk modulus and its first pressure derivative for the ringwoodite-ahrensite solid solution. The data of bulk modulus obtained by X-ray diffraction were converted in adiabatic bulk modulus for purpose of comparison among different techniques.
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Fitting all data in Tab. 5.3 the following linear equation is obtained:
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The first pressure derivative IK shows a general agreement with an average value of 4.4(4). The evolution of Ks as a function of Mg2SiO4 end-member is displayed in Fig. 5.5.

5.5.2 The effect of water on the bulk modulus of ringwoodite

As ringwoodite can host a considerable amount of structural water in terms of OH groups and this significantly affects its crystal structure, it is quite reasonable to assume that water can also affect the thermodynamic properties.

In Tab. 5.4 all available data on hydrous ringwoodite with Fe up to about 50% and water content ranging from 0.40 to 2.80 H2O wt.% are reported. In a first step Fe-free ringwoodite with water content between 2.20 and 2.80% (Tab. 5.2) is considered. The bulk modulus ranges from 165.8 to 149.4 GPa, with an average value of 159(7) GPa and an average K′ = 4.9(4).
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Fig. 5.5: Evolution of the adiabatic bulk modulus, Ks, as a function of the Mg/Fe substitution along the ringwoodite-ahrensite solid solution. The solid line was obtained by using the data in Tab. 5.1 and the relationship (5.1) reported in the text.


For Fe-richer samples with 1% H2O, the bulk modulus increases to about 176– 177 GPa and for samples with 0.4–0.7% H2O the bulk modulus reaches the average value of Fe-free anhydrous ringwoodite (Mg2SiO4). In order to quantify the effect of water on the bulk modulus for Fe-free ringwoodite the following equation was obtained:
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using data in Tab. 5.4 for hydrous ringwoodite and the average bulk modulus of equation (5.1) for a Fe-free ringwoodite. In Fig. 5.6 the variation of Ks for pure Mg2SiO4 with the water content is shown.

However, natural ringwoodite is always Fe-bearing requiring knowledge of the effect of H2O on a Fe-bearing variety. This could be attempted by combining equations (5.1) and (5.2). For equation (5.1) the presence of Fe increases the bulk modulus, whereas for equation (5.2) the presence of water decreases Ks.

Thus, equation (5.3) provides an empirical way of obtaining the adiabatic bulk modulus of ringwoodite as a function of Fe and H2O content. This equation (5.3) reproduces the data in Tab. 5.4 within an uncertainty of about ±4 GPa if all uncertainties are propagated:
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Tab. 5.4: Adiabatic bulk modulus and its first pressure derivative for hydrous ringwoodite-ahrensite solid solution. The data of bulk modulus obtained by X-ray diffraction were converted in adiabatic bulk modulus for purpose of comparison among different techniques.
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Fig. 5.6: Evolution of the adiabatic bulk modulus, Ks, as a function of the water content in Mg2SiO4 ringwoodite. The solid line was obtained by using the data in Tab. 5.2 and the relationship (5.2) reported in the text.

The calculation of (5.3) should not be affected by the first pressure derivative of Ks as theaveragevaluefor K‘ for anhydrous ringwoodite is 4.4(4) and 4.9(7) for hydrous ringwoodite. A simple average of these values and their standard deviations (K‘ = 4.7(8)) should yield a reliable result for any ringwoodite composition.

5.5.3 Thermal expansion of anhydrous and hydrous ringwoodite

Thermal expansion, together with compressibility, represents one of the most important thermodynamic parameters. It could be simply defined as the volume variation as a function of temperature at a constant pressure being α(T) = V-1(∂V/∂T) (with the only constraint for such expression being α(T) = (∂α/∂T) = 0 at absolute zero, e.g. [28]). Different thermal expansion equations might be used: the Berman equation, the Fei equation, the Salje equation, the modified Holland and Powell equation or the Kroll form of the Holland and Powell equation as described in detail in [28]. Literature data are applied in this review to determine the volume thermal-expansion coefficient at 298 K, αV0 for anhydrous ringwoodite. Only one anhydrous intermediate composition between ringwoodite and ahrensite has been taken into account.

The thermal expansion data for “dry” and hydrous ringwoodite are reported in Tab. 5.5. The data for anhydrous Mg2SiO4 show in general significant scatter but the average value is αV0 = 2.3(5) × 10-5 K-1. The intermediate composition, (Mg0.91Fe0.09)2SiO4, shows a similar volume thermal-expansion and also anhydrous Fe2SiO4 has an average value of αV0 = 2.3(2) × 10–5 K–1. Apparently, there is no change in thermal expansion along the ringwoodite-ahrensite solid-solution series.

Tab. 5.5: Volume thermal expansion data for anhydrous and hydrous ringwoodite-ahrensite solid solution.
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Few results [30] are not covered by Tab. 5.5. The excluded data were affected by “disequilibrium irreversible expansion starting already at 606 K” [30]. For water contents between 2.50 and 2.60wt.% H2O the average thermal expansion coefficient is αV0 = 2.8(1) × 10–5 K–1. Although only two data sets are used for the present comparison, it seems that water increases the thermal expansion of ringwoodite by about 17–18%. Combining the data in Tab. 5.5 the following equation is derived:


[image: images]



Equation (5.4) thus takes into account the effect of Fe and water on the thermal expansion coefficient of ringwoodite.

5.5.4 Thermo-elastic properties of ringwoodite: implications for Earth Sciences

How could the change of the bulk modulus and of the thermal expansion as a function of composition and water content be used in Earth Sciences obtaining geophysical information? It was recently demonstrated that the new approach of so-called “elastic geobarometry” can be applied to any mineral inclusion entrapped in a mineral host. Such an approach, developed by Angel et al. [31], is mainly based on the difference of thermo-elastic properties between host and inclusion and on the residual pressure to which the inclusion is still exposed when the host is at atmospheric pressure. A very good example is represented by diamond and its mineral inclusions. Due to the very high bulk modulus and very low thermal expansion coefficient, diamond shows a much smaller expansion when it reaches the surface from the mantle. In contrast, the inclusions in diamond tend to expand much more as their thermo-elastic properties are strongly different from those of diamond. In general, diamond has at least a 2–3 times larger bulk modulus than common silicates found in it as inclusions and a thermal expansion, which is at least 3 times smaller [31]. This means that, for those diamond-inclusion pairs not showing any cracks at atmospheric pressure, the inclusion is always under some pressure (i.e. 0.4–0.5 GPa, see [15]), which is called “residual or remnant or internal pressure”.

If such a geobarometric method is applied to the diamond-ringwoodite pair important information on the possible depth of entrapment can be obtained. The software EosFit7c [28] was used to perform the calculation of the elastic properties for a pure Mg anhydrous ringwoodite, a Fe-rich ringwoodite, and a very hydrous ringwoodite like the one found in the Brazilian diamond by Pearson et al. [32].

A ringwoodite host within diamond, not surrounded by cracks, is assumed to have a possible internal pressure of 5 GPa. For a temperature of 2000 °C in the transition zone, a pressure of formation (or entrapment) for the diamond-ringwoodite pair can be calculated that is equal to 22.7 GPa for a pure anhydrous Mg ringwoodite. Adding some Fe (20%) to the anhydrous ringwoodite such calculation provides a pressure of 22.9 GPa, so the difference is not significant as the bulk modulus and the thermal expansion as a function of the Mg/Fe substitution do not show large variations (at least for limited substitutions). If instead, the same calculation is performed for a hydrous ringwoodite, with a water concentration (ca. 1.4 wt.%) similar to the one found in a diamond inclusion [32], then at 2000 °C the pressure of formation is reduced to 17.2 GPa. These results are of high importance because it is known that the pressure of formation obtained above for anhydrous ringwoodite (regardless the Fe content at least up to 20% in molar fraction of Fe2SiO4) are too high and fall in the ferropericlase + bridgmanite stability field. In contrast, the pressure of formation obtained for hydrous ringwoodite leads to the transition zone at about 515–516 km depth, which nearly overlaps with the wadsleyite - ringwoodite phase boundary. Thus, this is proof that the presence of water decreases the pressure of the ringwoodite stability field. However, the true values are strongly dependent on the quality of the thermo-elastic parameters. To conclude, we hope that in future it will be possible to measure the unit-cell parameters and the crystal structure of a natural ringwoodite still trapped in a diamond in order to obtain reliable geobarometric data.

5.6 Ascent of diamond-bearing kimberlite magma

The discovery of ringwoodite in diamond not only provided a new scenario relatively to the real amount of water stored in Earth but at the same time it could provide new constraints on the debate about the ascent velocity of diamond-bearing kimberlite magmas. This topic has been strongly discussed in the literature and still doubts remain. The literature data suggest an ascent velocity from some meters per second to tens of meters per second [33].

One of the most recent contributions to this issue originates from Baruah et al. [34]. These authors tackled the “rapid ascent problem” by a multi-directional approach: they took into account (a) the kinetics of the diamond-graphite transformation, (b) the settling velocity of diamond phenocrysts in magmas, (c) the formation of ruptures during high-speed magma ascent. Such an approach is reasonable, as none of the above points must be neglected to provide a reliable value of ascent velocity.

In detail, Baruah et al. [34] measured the degree of graphitization of diamond as a function of the ascent velocity in a synthetic kimberlitic diamond-bearing magma (also varying the starting compositions). Even if the authors cannot provide a “single number” for their final results they propose an ascent velocity higher than 10 m/s. It must be remarked that even for this ascent velocity they find some degree of graphitization on very small diamonds. Unfortunately, the authors [34] did not provide measurements for velocities higher than 10 m/s. Averaging their measured data, a reasonable velocity for large diamond with no evidence of graphitization can be estimated to be around 20 m/s (or about 72km/h). Octahedral lithospheric diamond, up to several mm large, with no traces of graphitization is quite common (see [35]). For such diamonds the ascent time may be estimated to last a couple of hours assuming a possible depth of formation at around 150km [15].

If for “super-deep” diamonds similar ascent velocities are assumed, such diamond travels from the transition zone, about 550km, to the surface in less than 8 hours. It is known from ringwoodite found in a Brazilian diamond that its host diamond crystallized at least at a depth of 525km. However, it remains unknown whether the diamond reached the Earth’s surface in one single “trip” from 525km or this long journey had multiple stages, characterized by a first very fast ascent reaching some depths under the cratonic area at which the temperature was too low to allow backtransformation of ringwoodite to olivine. Unfortunately, there are no kinetic data that could reveal how fast the back-transformation of ringwoodite to olivine is, and at the same time it needs to be considered that such a transformation should occur inside diamond. Thus, for a meaningful study of such kinetic processes it will be necessary to obtain large diamond crystals containing ringwoodite and at present such experiments appears to be highly unlikely.

5.7 Ringwoodite and the Earth’s storage water capacity

The Earth’s water storage capacity is one of the most debated scientific issues in Earth Sciences. For decades scientist have been trying to find out how much water is stored in our planet. Several investigations addressed this topic and one of the recent reviews [36] indicates a total mass of water equal to 3.04 × 1024 g. An even more recent review [37] recalculates the mass of water at 5.50 × 1024 g. This difference is primarily due to the crucial discovery [32] of a crystal of hydrous ringwoodite enclosed within a “superdeep” diamond from Brazil characterized by a water concentration of about 1.4 wt.% (Fig. 5.7). A recent study [38] confirmed this water concentration by using a new IR calibration and reported a concentration of 1.43(27) wt.% H2O for the ringwoodite inclusion [32]. This water concentration represents about 50% of the maximum water solubility in ringwoodite and is different from previous assumptions about natural ringwoodite compositions. Furthermore, if ringwoodite is hydrous there are no reasons to think that wadsleyite is not. Even if these two minerals in the transition zone could host half of their maximum water solubility, as found in laboratory, such a finding could change the complete scenario of the water cycle on our planet. This discovery would also explain why, compared to the amount water determined for CI carbonaceous chondritic meteorites, which is about 10% ([39] and references therein), the Earth appeared so dry. Apparently the difference between the water content on the Earth and that in CI chondrites is much smaller than that previously estimated and this could be due to ringwoodite and wadsleyite in the transition zone.

Some authors actually suggested that ringwoodite found in diamond may only represent a locally water-rich enrichment and be unrepresentative of the real water concentration of the transition zone (e.g. [40]). Although this explanation cannot be ruled out, a recent study on the transformation of hydrous ringwoodite to MgSiO3 bridgmanite plus (Mg,Fe)O (occurring at 660km depth) documented the formation of intergranular melt and this might be consistent with large hydrated regions in the transition zone [41]. Moreover, a strongly hydrated transition zone has been proposed by geophysicists (i.e. [42]) and although the level of hydration of the transition zone has not been proven conclusively, thanks to ringwoodite any future geophysical model of this region and of the entire Earth must take into account much more water than previously thought.
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Fig. 5.7: Dr. Graham Pearson (top left) holding the diamond from Juina in which for the first time hydrous ringwoodite was found in the Earth [32]. On bottom left a magnification of the diamond and on top right a magnification of the tiny hydrous ringwoodite grain. The images are modified from [32] and [40]. The picture of the diamond is from Richard Siemens (University of Alberta).
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6 Investigation of bio-related minerals by electron-diffraction tomography: Vaterite, dental hydroxyapatite, and crystalline nanorods in sponge primmorphs

6.1 Introduction

The definition of ‘biomineral’ includes either biologically-controlled minerals (BCM),i.e. minerals synthesized by an organism for a specific function (e.g. support, motion, protection, predation, chemical storage, optical, gravitation or magnetic sensing), or biologically-induced minerals (BIM), i.e. minerals produced as a byproduct of an organism’s metabolism [1, 2]. Understanding the processes that regulate biomineral formation and make them to arrange in complex tissue architectures is of primary importance for life sciences and for developing efficient diagnoses and medical treatments for diseases like osteoporosis and Alzheimer [3, 4]. In the last twenty years, biominerals raised a remarkable interest also in materials sciences, due to the growing attention for bio-inspired, bio-mimetic, and bio-functionalized materials, and for the influence of organic agents in the synthesis of anisotropic nano-materials [5, 6]. A considerable attention is dedicated to the development of materials for prosthesis and body implantations, which must be compatible with human tissues and endowed by enhanced mechanical properties and durability [7]. Moreover, biologic processes played a major role in the evolution of Earth surface and atmosphere and probably were responsible for the appearance of most of nowadays known mineralogical species [8]. Thus, paleo-biomineralization is one of the keystones for understanding not only biologic evolution, but also climatic and geologic changes.

Biominerals are generally found only as micrometric or sub-micrometric crystals. BCM in particular are required to perform very specific functions at cellular level or to be organized in hierarchical architectures made of a complex arrangement of inorganic microcrystals and organic elements [9-12]. A comprehensive characterization of biominerals is therefore hardly feasible, and often unattainable, by conventional optical microscopy and X-ray methods, even using synchrotron sources. Crystals are normally not large enough for single-crystal X-ray diffraction. In some cases, the extraction of sufficient material for X-ray powder diffraction (XRPD) from biological tissues is a serious issue and the nanometric size of the coherent crystalline domains, associated with the eventual presence of multiple mineral species (phases), may results in diffraction data affected by significant peak broadening and overlap. Moreover, the investigated materials are anyway analyzed out of their biologic environment and any information about biomineral occurrence and arrangement into the biologic tissue is lost.

On the contrary, electron-microscopy techniques can contribute considerable information about biomineral crystal-habit, structure, and arrangement in the native biologic environment. Both scanning electron microscopy (SEM) and transmission electron-microscopy (TEM) have been widely used for the characterization of vegetal, animal and human mineralized tissues [2]. TEM in particular proved to be a versatile and powerful technique able to display nanoscopic features and to work with very limited volumetric amount of sample, thus allowing the investigation of very specific biologic environments [13–15] and facilitating the study of time-related processes, for instance connected with progressive growth stages or production of short-term intermediates [16, 17].

Biologic samples for TEM study are normally obtained after a complex protocol that involves fixation, dehydration, embedding and eventually staining. The most common procedure consists in cutting thin sample slices using an ultramicrotome. More recently, focused ion beam (FIB) allowed preparing comparable slices from more specific sample areas [15]. Cryo-facilities, able to keep the sample at liquid N2 temperature, are frequently used both for sample preparation and TEM observation, in order to reduce the heating produced by cutting and exposure to the electron beam.

The most common imaging modes are bright-field TEM, where micrographs combining density and phase contrast are normally recorded by photographic plates or charge-coupled device (CCD) cameras, and dark-field scanning-transmission electron microscopy (STEM), where the electron beam is rapidly scanning over the sample and the inelastic scattered electrons are recorded by a high-angle annular dark field (HAADF) detector. STEM contrast is given only by difference in density and is quite convenient for imaging inorganic particles against the low-density, low-contrast organic background. Additionally, STEM significantly reduces the beam dose-rate on the sample because the beam is not kept stationary.

Both TEM and STEM imaging-modes may deliver information about single particle size, shape and arrangement in the biologic tissue. TEM and STEM images can also be acquired sequentially in fixed angular steps and used for tomographic reconstructions in order to get accurate three-dimensional information about particle arrangement [18] and particle morphology, eventually up to the identification of exposed crystal facets [19]. Imaging information can be complemented by chemical composition, obtained by energy dispersive X-ray spectroscopy (EDX or EDS) and electron energy loss spectroscopy (EELS), magnetic properties, obtained by electron holography (EH) [14, 16, 18, 20] and energy-loss magnetic chiral dichroism (EMCD) [21], and crystal structure information.

High resolution transmission electron microscopy (HRTEM) has been widely used to get crystal structure information about biomineral particles. This technique has been used for identifying particle morphology [9, 22], orientation [12, 16] and mineralogical phase [4, 14]. Though, complete ab-initio structure determination of a fully unknown phase by imaging is limited by the difficulty in obtaining comprehensive three-dimensional information with atomic resolution and by the strong illumination required, which quickly degrades and destroys beam-sensitive biominerals and their organic environment.

On the other hand, electron diffraction allows the acquisition of three-dimensional single-crystal structural data from crystallites of few nanometers, i.e. 10–1000 times smaller than the crystallites normally feasible for X-ray single-crystal analysis. Remarkably, this information is acquired using a much milder illumination than the one required for HRTEM and is significantly less affected by objective lens aberrations. Despite its remarkable potential, selected area electron-diffraction (SAED) has been only used for recognizing crystal orientation [15] and distinguishing among known mineral phases [13, 23].

Convergent beam electron-diffraction (CBED) is another technique able to deliver unique information about the structure of nanomaterials. CBED is produced by a convergent electron beam, focused on a very tiny area of the sample. Dynamical scattering is responsible for the appearance of interference bands (Kikuchi lines), while diffraction spots are replaced by diffraction disks, each of them displaying internal extinction patterns. The Friedel law is violated by dynamical scattering and hence the real symmetry of the crystal can be determined by combining the symmetry of transmitted beam, first order Laue zone and higher order zones [24, 25]. Despite this remarkable ability, CBED found as well a limited use in the study of biomineralizations [26–28].

The little use of electron diffraction for the study of biominerals, and of nanomaterials in general, is connected with the traditional limits of conventional electrondiffraction data recorded by orienting well-recognizable, low index crystallographic zones. This data acquisition strategy limits the number of sampled reflections and emphasizes dynamical scattering that ruffle reflection intensities [29, 30]. Additionally, obtaining a satisfactorily ample collection of well-aligned crystallographic zones from a nanoparticle requires an expert microscope user and a certain timeframe that may be critical for beam sensitive materials like organic samples [31].

The need for less dynamical and more complete data sets led to the development of the automated diffraction tomography (ADT) method [32–35]. ADT data collection strategy and analysis allows for more complete, less dynamical and faster electron- diffraction data collection. In this chapter, we review three case studies of bio-related minerals structurally characterized by ADT method [36–38], emphasizing ADT potential for the investigation of complex nanocrystalline materials, eventually sampled inside their biologic native environment.

6.2 Automated diffraction tomography (ADT)

ADT data collection consists in the acquisition of a series of electron-diffraction patterns while the sample is rotated around an arbitrary tilt axis by sequential mechanical steps and within the full tilt range of the microscope goniometer (Fig. 6.1a) [32, 35]. The tilt axis generally does not correspond to a specific crystallographic direction. Data completeness is higher than for conventional in-zone data, as the whole reciprocal space available within the mechanical limits of the microscope goniometer is sampled, including those reflections not belonging to low-index zones (Fig. 6.1b).


[image: images]



Fig. 6.1: ADT data collection and analysis. (a) Scheme showing ADT acquisition. The crystal is tilted around an arbitrary tilt axis while sequential off-zone diffraction patterns are recorded. (b) Reciprocal space sampling during ADT acquisition. The tilt axis does not correspond to any prominent crystallographic axis of the structure. All reflections following in the tilt range (grey) are sampled, even if not belonging to low index crystallographic axes. Tilt range depends on the TEM construction and on the sample holder. Reflections following in the missing cone wedge (white) cannot be sampled. (c) An exemplary single off-zone diffraction-pattern collected by ADT method. Reflections cannot be easily recognized and indexed on the basis of a single pattern. (d) A three-dimensional diffraction volume reconstructed on the basis of ADT data viewed along the tilt axis of the acquisition.

ADT diffraction data are collected in nano-electron diffraction (NED) mode, using mild illumination conditions obtained by high condenser spot size settings and a 10 μm objective aperture. The probed area can be as small as 40–50 nm in diameter (a smaller probe introduces significant geometrical distortions in the diffraction patterns that hamper the three-dimensional reconstruction). Crystal position is tracked after each mechanical tilt step by scanning transmission electron microscopy (STEM), keeping similar lens current settings. The electron dose-rate is estimated at 3–130 e/Å2 per second [32] and the total exposition time may be less than 2 minutes for a complete data acquisition (0.5–2 seconds exposure per about 120 patterns). Despite the low electron dose-rate, some materials, like organics and biological tissues, are still affected by beam damage and may not stand for a full acquisition tilt. In such cases, cooling the sample by a cryo-holder significantly increases its stability under the beam.

Differently from traditional in-zone electron-diffraction patterns, ADT non-oriented patterns cannot be directly indexed and measured (Fig. 6.1c). Though, because each pattern is acquired off-zone and fewer reflections are simultaneously excited, multiple scattering and dynamical effects are significantly reduced. After the acquisition, the recorded stack of two-dimensional non-oriented patterns must be transformed into a three-dimensional diffraction volume (Fig. 6.1d). On the basis of this reconstruction, cell vectors, containing cell parameter and orientation information, are automatically defined by clustering routines working in difference vector space [33, 39] or arbitrarily defined on the basis of visual inspection. Cell parameters, even for triclinic lattices, may be determined with an accuracy of 1–2%. Local structural features like disorder, twinning and polycrystallinity can be also visualized in the three-dimensional space and related to cell parameters and crystal morphology.

Reflections sampled by the ADT method are generally affected by a non-predictable excitation error. i.e. reflection intensities are under-sampled if the Ewald sphere does not cut the middle of the reflection [40]. In order to improve reflection intensity data, each ADT pattern can be acquired in precession electron-diffraction (PED) mode [34, 41]. The electron beam is slightly tilted with respect to the vertical optical axis and rapidly rotated around it. In such a way, instead of recording a stationary cut of the reciprocal space, it is possible to perform an integration over a portion of the reciprocal space and over each reflection volume. Actually, PED guarantees a significant reduction of the influence of excitation error on experimental intensities recorded by the ADT method [34].

The internal residual of ADT intensity data-sets is normally in the range of 15–25% due to the experimental instability of goniometer rotation, residual excitation error and dynamical effects, missing routines for correcting absorption and geometrical effects. This inaccuracy results in relatively high structure residuals that hamper a proper kinematical structure refinement. Nonetheless, ADT data sets were successfully used for ab-initio structure determination of several unknown nanocrystalline materials [42], like minerals [43–45], zeolites [46–48] intermetallic nanoparticles [49] and organic compounds [31, 50].

6.3 Experimental

6.3.1 Conventional TEM, ADT and structure analysis

TEM, STEM, EDX, and ADT were performed with a FEI TECNAI F30 STWIN transmission electron-microscope equipped with field emission gun and working at 300 kV. TEM imaging and diffraction were recorded by a CCD camera (14-bit 1024×1024 pixel GATAN 794MSC). STEM imaging was recorded by a FISHIONE HAADF detector. Samples were mounted on a tomographic FISCHIONE holder capable of a tilt range up to ± 60°.

ADT was executed by a semi-automatic software able to perform sequentially crystal tilt, crystal position tracking and diffraction pattern acquisition [32]. Each data collection was performed in tilt steps of 1°. PED was performed with a NANOMEGAS DigitStar device keeping the precession angle at 1.2°.

ADT data elaboration, including three-dimensional diffraction volume reconstruction and visualization, cell parameter determination and reflection intensity integration, was carried out via ADT3D software and in-home developed routines [33–35, 39]. Ab-initio structure determination for vaterite and dental hydroxyapatite were done using direct methods implemented in the software SIR2008 [51] and SIR2011 [52]. Structure refinement was done by SHELX97 [53]. The kinematical approximation [image: images] was always assumed and no correction for geometrical effects or absorption was applied.

6.3.2 Sponge primmorphs sample preparation

Live specimens of Suberites domuncula (Porifera, Demospongiae, Hadromerida) were collected in the Adriatic Sea near Rovinj (Croatia) and kept in artificial sea-water aquaria for over ten months. Single primmorphs cells were obtained with the procedure described in Müller et al. (1999) [54] and Mugnaioli et al. (2009) [36]. After staining, dehydration and fixation, the sample was finally fixed in Araldite and sliced using ultramicrotome Leica Ultracut S.

6.3.3 vaterite synthesis

Two samples of vaterite were obtained by different synthetic routes. Standard spherical vaterite aggregates were prepared by aqueous synthesis as described in Dandeu et al. (2006) [55] and Mugnaioli et al. (2012) [37]. The sample was thereafter crushed with a FRITSCH Pulverisette 7 ball mill equipped with ZrO2 balls. Single-phase vaterite nanoparticles were obtained by the non-aqueous synthesis described by Schüler & Tremel (2011) [56].


6.3.4 Human hydroxyapatite extraction

Human dental enamel and dentine powder were taken from permanent human molar and premolar teeth from persons of 25 to 35 years of age of both sexes. Enamel and dentine were mechanically separated using a hand-guided dental drill. After separation, both samples were milled in an agate mortar [38].

6.4 Characterization of unknown biominerals inside tissues: Crystalline nanorods in sponge primmorphs

Sponges are among the most ancient multicellular organisms. They have an endoskeleton composed by thousands of structural elements named spicules that may be made of spongine, calcium carbonate or amorphous silica (SiO2). During the investigation of the first stages of siliceous spicule formation, sponge primmorph-cells from Suberites domuncula (Porifera, Demospongiae, Hadromerida) were cultivated in vitro and subsequently sliced for electron-microscopy observations. STEM imaging revealed the presence of rod-like structures much brighter than the surrounding organic environment [36]. The rods had a typical size of 300–600 nm in length and 20–50 nm in width and were commonly observed intracellularly, hosted in specific vesicles (Fig. 6.2a-d).

The average atomic composition of the nanorods, detected by EDX, was (atomic %): O 63.5, Si 21.2, Al 11.5, Mg 1.9, K 0.9, Fe 0.9. Crystallinity and major presence of Al and other elements clearly distinguished these nanorods from mature spicules made of amorphous silica. HRTEM showed that nanorods were completely or partially crystalline, with a layered structure characterized by ~ 10 Å interlayer spacing (Fig. 6.2e) parallel to the growth direction of the rod [36]. Nonetheless, it was not possible to get a complete structure characterization of the nanorods by imaging, because nanorods were always characterized by a pervasive defectivity, like fragmentation, kinking, and bending (Fig. 6.2c–d). Moreover, the sample could stand HRTEM illumination-conditions only for few minutes.

Three-dimensional ADT data taken from single nanorods allowed to unambiguously determine a C-centered cell with parameters a = 5.2 Å, b = 9.2 Å, c ~ 22 Å, β ~ 95° (Fig. 6.2f). Cell parameters and composition are consistent with layered silicates (phyllosilicates). The not perfect crystallinity of the sample determined a high variability of the c parameter and did not allow for a more precise identification of the mineral phase that is probably an interstratified clay mineral.

Interestingly, nanorods are commonly associated with other high-contrast features, like rounded high-contrast areas enriched in amorphous silica (Fig. 6.2b), Ferich nodules of few tens of nanometers interpreted as ferritin cores [57, 58] (Fig. 6.2b) and amorphous nanofibril bundles enriched in silica and possibly associated with the first stages of axial filament formation [59] (Fig. 6.2d). The role of all these intracellular features during sponge spiculogenesis is still not fully understood. Crystalline nanorods may play a role during the early stages of axial filament formation acting as a rigid template, or they may be floating clay crystallites taken up from the sea water and used as a silica source for spicules after dissolution and removal of undesired elements [59]. Nevertheless, ADT was the only method able to deliver unambiguous unitcell information about nanorods, i.e. about fully unknown and isolated nanoscopic crystals directly sampled inside a biologic tissue.
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Fig. 6.2: Crystalline inorganic nanorods in sponge primmorphs. (a) Dark-field STEM image of a nanorod inside a vesicle located intracellularly. (b) Dark-field STEM image of a vesicle hosting nanorods, large rounded areas enriched in silica and a small nodule enriched in iron (marked by arrow). (c) Dark-field STEM image of a vesicle hosting kinked and bent nanorods. In the neighborhood some fibril bundles enriched in silica are marked by arrows. (d) Dark-field STEM image of a vesicle hosting a kinked nanorod with incoherent crystalline layers. (e) Bright-field HRTEM image of the ‘almost’ coherent crystalline nanorod shown in panel (a). (f) ADT three-dimensional reconstructed diffraction volume for the nanorod showed in panel (a), viewed along b* direction. The unit cell is sketched in white.


6.5 Ab-initio structure determination of complex bio-related nanocrystalline minerals: Vaterite

Calcium carbonate is by far the most abundant among bio-related compounds. Among other occurrences, CaCO3 polymorphs (calcite, aragonite and vaterite) are found as BCM in the skeleton of coccolites, foraminifera and mollusks, in avian eggshells, crab cuticole, sponge spicules, fish gravity receptors, coral and echinoderm shells, and as calcium reservoir in plants [2]. In addition, quantities of calcium carbonate precipitates are continuously produced in aquatic environment by algae and cyanobacteria activity [2].

While calcite and aragonite commonly form up to centimetric crystals and their structure is well known from X-ray crystallography, vaterite exists only in form of nanoscopic crystals, typically forming polycrystalline spherical aggregates (Fig. 6.3a). As a consequence, the atomic structure of vaterite is still debated, despite its widespread occurrence as mineral in Nature and its primary role in biomineralization, weathering, and nucleation procsses [60–62]. The five experimental models hitherto proposed for vaterite on the basis of X-ray diffraction [63–67] comprise hexagonal or orthorhombic symmetry. The corresponding unit cells are commensurate with the smallest cell proposed by Kamhi (1963) [64], and therefore difficult to distinguish on the basis of the low-quality diffraction data available. Though, none of these models is able to explain all the physical and spectroscopic observations [37].
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Fig. 6.3: Synthetic vaterite nanocrystals. (a) Dark-field STEM image of typical spherical aggregates of vaterite. A zoom of the area marked by the grey rectangle is shown in the inset, in order to point out the needle-like morphology of vaterite nanocrystals. (b) Bright-field HRTEM image of a vaterite nanoparticle characterized by disorder and local superstructure sequences.


The ADT method allowed for the first time ab-initio structure determination of vaterite by three-dimensional single-crystal data taken from single crystallites of about 50nm [37]. ADT revealed a C-centered monoclinic cell of a = 12.17 Å, b = 7.12 Å, c = 9.47 Å, β = 118.95°. Despite the monoclinic symmetry, this cell corresponds to a superstructure of Kamhi’s cell [64] (Fig. 6.4). The vaterite structure was determined ab-initio in space group C2/c by direct methods and refined imposing flat CO3 groups and restraints on C-O and O-O interatomic distances (Fig. 6.5). Remarkably, this structure is isotypic with the high-temperature polymorph of (Y0.92Er0.08)BO3, previously described as a vaterite-like structure on the basis of the powder-diffraction profile and recently independently solved in monoclinic symmetry [68].
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Fig. 6.4: Vaterite cell (black thick lines) determined on the basis of ADT data [37], superimposed to Khami’s cell [64] (grey lines).


The so-determined vaterite structure shows an unusual stacking of cationic and anionic layers along the [001] direction. Ca2+ ions are packed in pseudo-hexagonal layers parallel to (001), which alternate with layers of [image: images] groups arranged in a bridging mode. The main difference with previously proposed vaterite structures is a reciprocal shift of anionic layers that destroys the hexagonal symmetry and splits both Ca and C sites in two crystallographically distinct positions. This model can explain spectroscopic and physical observations significantly better than previous structure models (see Mugnaioli et al. (2012) [37] for the complete discussion).
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Fig. 6.5: Vaterite atomic structure determined and refined on the basis of ADT data. a) View along b. b) View along the pseudo-hexagonal axis, approximately corresponding to the crystallographic direction [103]. Big blue spheres: calcium atoms; small brown spheres: carbon atoms; small red spheres: oxygen atoms.

Recently, Wang and Becker (2009) [69] and Demichelis et al. (2012) [70] proposed different vaterite models on the basis of ab-initio calculations. These models can also account for most of spectroscopic evidences. On the other hand, Wang et al. (2012) [71] showed that their calculations may lead also to a monoclinic C2/c model, thus independently achieving a structure very similar to the one determined experimentally on the basis of ADT data [37]. Also Demichelis et al. (2013) [72] showed that the monoclinic model, eventually relaxed to the acentric space group C2, is almost isoenergetic with their trigonal model calculated ab-initio [70]. In fact, the three models proposed by Mugnaioli et al. [37], Wang and Becker [69], and Demichelis et al. [70] differ only for the stacking sequence of anionic layers and cannot be clearly distinguished on the basis of experimental evidences like XRPD, HRTEM, SAED [73] and Raman spectroscopy [74]. Actually, the problem of establishing a conclusive vaterite structure is further complicated by the pervasive stacking disorder already observed at the nanoscale and by the occurrence of local, more complex periodic or quasi-periodic modulations [37] (Fig. 6.3b). Moreover, other authors provided evidence suggesting that synthetic and biologic vaterite have different structures, and that even different varieties of both synthetic and biologic vaterite exist [75, 76].

ADT allowed determining ab-initio the structure of vaterite, or at least of its basic structure motif, from three-dimensional experimental electron-diffraction data obtained from low-defective single crystals with a size of about 50 nm. This model was not able to close the discussion about the vaterite structure, but pushed the research toward lower symmetry that had been previously neglected. This model also consolidated the evidence that the vaterite structure is characterized by a marked separation between anionic and cationic layers leading to very unfavorable Coulomb contributions to the lattice energy. This may explain why vaterite is the first CaCO3 polymorph to form in solution and why it is confined to a nanometric size, progressively replaced by calcite or aragonite during crystal growth [77].

6.6 Structure investigation of human calcified tissues: Dental hydroxyapatite

Animal calcified tissues, like mollusk nacre [12] or vertebrate bones and teeth [78], consist of nanocrystalline inorganic particles and organic elements organized in a hierarchical architecture over several length scales. This complex arrangement allows tuning physical and chemical properties in order to absolve specific biological functions [10, 11]. Macroscopic properties are thus regulated by size, arrangement, atomic structure, and growth evolution of microscopic and sub-microscopic elements.

Human calcified tissues absolve the main functions of structural support (bones) and food mechanical grinding (tooth enamel and dentine), and at the same time they are the main reservoirs of calcium and phosphorous for the human body [78]. The atomic structure of bones and teeth nanocrystals, determined by X-ray diffractometry, and infra-red and Raman spectrometry, is very similar to that of geologic and synthetic hydroxyapatite, Ca6Ca4(PO4)6(OH)2, which crystallizes in space group P63/m [79]. The mirror plane orthogonal to the unique caxis is preserved by a statistical positioning (1/2 occupancy) of OH- groups along the [00l] channels (Fig. 6.6a). When different anionic species enter the hydroxyapatite structure, OH- groups may get ordered and correspondingly the symmetry reduces to the monoclinic space group P21/b (Fig. 6.6b) [80]. Elliot et al. (1973) [81] proposed that hexagonal and monoclinic hydroxyapatite polymorphs coexist in human calcified tissues.

Dental enamel and dentine nanocrystals were recently investigated by TEM imaging, ADT, and CBED [38]. Teeth tissues are composed by elongated nanocrystals with platelet- or needle-like habit and size typically smaller than 100 nm, typically tile- piled in ‘bundles’ a few microns long [Fig. 6.7a-b]. Five independent ADT data sets, three for dental enamel and two for dentine, were acquired from crystals of about 50 nm in size. All ADT volumes (Fig. 6.7c) were equivalent and showed single-crystal hexagonal lattices with no extra reflections typical of the monoclinic modification [80, 81]. The crystallographic direction c was always parallel to the main direction of crystal growth. Unexpectedly, ab-initio structure determination and refinement in acentric space group P63 resulted in significant lower structural residuals and clearer potential maps when compared with the related centrosymmetric space group P63/m. The main difference between centrosymmetric and acentric structures concerns the OH- group, as in P63 a single well-defined OH- position breaks the mirror plane (Fig. 6.6c).

The acentric symmetry of the dental crystals was confirmed by CBED analysis of the same enamel sample (Fig. 6.7d) [38]. Patterns taken along the zone [11–20] clearly showed a mirror plane along c*, while no mirror plane was observed orthogonal to c*. This symmetry is consistent with the acentric space group P63. Previous CBED analyses of human hydroxyapatite mostly focused on higher order Laue-zones [26]. The difference between acentric and centrosymmetric model is anyway confined to the OH- group position, and this may produce little evidence on these patterns.

According to these evidences, Mugnaioli et al. (2014) [38] considered that the atomic structure of human dental nanocrystals is more reasonably described in the acentric space group P63. Enamel and dentine tissues would therefore consist of hierarchically arranged acentric nanocrystals, characterized by an electrostatic potential along the unique c axis, i.e. the main growth direction. Electrostatic potential in acentric crystals may be tuned by stress and temperature, while the application of an external electric force determines anisotropic stress and strain. This experimental evidence is of primary importance for understanding the influence of electric fields and the role of osteoblast cells in the morphogenesis process of calcified tissues [82, 83]. Remarkably, it was recently reported that also thin films of synthetic hydroxyapatite show acentric physical properties [84].
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Fig. 6.6: Hydroxyapatite structures. Only the oxygen atoms belonging to OH- groups and the neighboring calcium atoms are shown. (a) Pure geological hydroxyapatite, space group P63/m. (b) Hydroxyapatite with partially substituted anionic species, space group P21/b. c) Human dental nanocrystal structure as determined and refined on the basis of ADT data, space group P63. Red spheres: oxygen; green spheres: calcium. Note that in (a) OH- position is split along [00l] channels, in (b) is alternated in different channels, in (c) is always shifted in the same direction.

6.7 Conclusions and perspectives

Macroscopic properties of biologic mineralized tissues are regulated by a complex hierarchical architecture made of nanocrystalline inorganic BCM and organic elements. TEM offers a wide range of techniques for characterizing mineralized tissues through imaging, holography, chemical spectroscopy, and diffraction [2]. In this regard, the ADT method has the remarkable ability to collect three-dimensional quasikinematical atomic structure information from single nanograins directly inside their native biologic environment. At the same time, ADT is very suitable also for the characterization of nanocrystalline BIM aggregates produced as byproduct of biologic activities. Compared with X-ray techniques, electron diffraction gives the possibility to spot minority phases and isolated nanodomains in polyphasic or polymorphic mixtures and to get unambiguous structural information from phases characterized by long cell parameters, low crystallinity, and pseudo-symmetry [35, 42, 47].

The success of ADT has encouraged other groups to develop their own systems for tomographic acquisition of electron-diffraction data [85, 86]. Electron-diffraction to mographic acquisition has been coupled with electron- beam tilt for a finer reciprocal space sampling (rotation electron-diffraction, RED [87, 88]) and with energy filter for removing the amorphous and inelastic scattering [89]. Additionally, software able to use ADT data for dynamical structure refinement has been recently proposed [90, 91].
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Fig. 6.7 : Dental hydroxyapatite. (a) Bright-field TEM image of a non-milled sample, showing tilepiled crystals. (b) Dark-field STEM image of a platelet-like crystal, with the c crystallographic axis parallel to the main direction of growth. (c) ADT three-dimensional diffraction volume viewed along c* and showing the hexagonal cell symmetry. (d) CBED pattern collected along the [11–20] zone, showing a mirror plane (m) parallel to c*, but no mirror plane orthogonal to c*.



In the next future, the empowering of aberration-corrected TEM [92] will allow to further reduce the sampled area and electron dose-rate during imaging and electrondiffraction data collection, while environmental TEM will offer the possibility to analyze functioning biologic cells [93]. Nannenga et al. (2014) [94] already demonstrated that tomographic electron-diffraction data may be used for the structure determination of proteins available only in crystals of few microns. Allegedly, the availability of very sensitive direct electron detectors [95] will soon allow using electron-diffraction tomography not only for characterizing inorganic biominerals, but also for getting structural insights about organic components of biologic tissues.
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7 Mayenite Ca12Al14O32[X2-]: From minerals to the first stable electride crystals

7.1 The discovery and chemical composition of mayenite Ca12Al6Al8O32[O]

The story of mayenite Ca12Al14O32[O] starts at the beginning of the 20th century. As early as 1909 a binary phase diagram between CaO and Al2O3, reporting four stable intermediate phases, had been developed [1]. Almost midway between the pure oxides, a pentacalcium-trialuminate Ca5Al6O14 compound was reported as an optically isotropic phase with a melting point at approximately 1455 °C. The same phase formed together with CaO during the dehydration of 3 CaO • Al2O3 • 6 H2O [2], a composition with a stoichiometry reminiscent of the hydrogarnet endmember katoite, Ca3Al2(O4H4)3 [e.g. 3]. Although the stoichiometry of Ca5Al6O14 is significantly different from Ca3Al2(O4H4)3, the two X-ray diffraction patterns showed notable similarities suggesting structural relations. The structure of Ca3Al2(O4H4)3 is of the garnet-type with vacancies at the tetrahedral site and hydroxylated Al(OH)6 octahedra [3]. In an attempt to clarify the structural relation, Büssem and Eitel [4] synthesized and examined Ca5Al6O14 using various photographic X-ray diffraction techniques combined with density measurements. Surprisingly, it was not possible to synthesize pure Ca5Al6O14; the products always contained birefringent grains intermingled with the optically isotropic main phase. A further problem occurred when the number of formula units (Z) was calculated based on the cubic unit cell (point group ̄43m, a = 11.95 Å) and the measured density. For the assumed composition Ca5Al6O14 a Z of 4.735 was obtained, which seemed improbable since it was too far off an integer value. Furthermore, with Z = 5, the number of atoms in the cell would have been odd, which is incompatible with the considered cubic space groups. Based on these observations, Büssem and Eitel [4] concluded that the compound must have a molar ratio differing slightly from 5 CaO : 3 Al2O3 and calculated Z = 2.00 for the corresponding ratio of 12 : 7, which only required a small shift towards CaO in the binary system [4]. Subsequent synthesis attempts applying the 12: 7 oxide ratio yielded a single phase cubic compound. The unit cell thus contained 24 Ca, 28 Al, and 66 O atoms. The next difficulty, however, arose with the assignment of space group Ī43dNo. 220. In this space group the available site multiplicities (12,16,24,48) do not allow the accommodation of 66 O atoms in a structure. Nevertheless, a non-stoichiometric structure model with 64 O positions was calculated and consistent with the observed X-ray diffraction intensities. The two missing O atoms per unit cell were assumed to be statistically distributed within the structure. A distinct position was ruled out since no superstructure reflections had been observed. As the question about the position of the two additional O atoms remained unresolved, the suitability of the structure model [4] was accepted albeit with reservation. However, all subsequent studies confirmed its correctness [5–7].

7.2 The crystal structure of mayenite and its relation to the garnet structure

As indicated by the dehydration experiments on katoite Ca3 Al2(O4H4)3 [2] the crystal structure of mayenite is closely related to the garnet structure. While garnets crystallize in space group Ia3̄d, mayenite belongs to the non-centrosymmetric subgroup Ī43d. The garnet structure is commonly described by the cation sites X (dodecahe- dral), Y (octahedral) and Z (tetrahedral). In the mayenite structure the site T1, which corresponds to Y, is tetrahedrally instead of octahedrally coordinated by O. The second tetrahedral site T2, corresponding to Z is only half occupied, resulting in the formation of structural cavities. These cavities are partially occupied by extra anions. The relation between katoite, mayenite and grossular is shown in Fig. 7.1, while the corresponding crystallographic sites and Wyckoff positions are listed in Tab. 7.1.

The mayenite structure can be described as a zeolite-like framework of AlO4 tetra- hedra. The T2 tetrahedra are connected to four T1 tetrahedra, while T1 shares only three O ligands with T2 tetrahedra. The fourth apex of the T1 tetrahedra (O2) points towards the structural cavities. All structural cages, about 5 Å in diameter, contain two Ca atoms (Fig. 7.2). In garnet, katoite and grossular, Ca is eight-fold coordinated, whereas in mayenite it is six-fold. In the latter, Ca has trigonal prismatic coordination with 2 xCa-O1 (2.38 Å), 2 xO1 (2.49 Å), and 2 xO2 (2.41 Å) (Fig. 7.2).

7.3 Extra framework anions and structure distortion

A first indication for the actual site of the extraframework oxygen was found in the course of the examination of the chloride-, hydroxide- and fluoride-derivates of mayenite [8]. In subsequent studies the crystal structure of Ca12Al14O32F2has been refined [9, 10]. Fluorine occupies two of the six structural cages at their centre. The Coulomb force of F- causes splitting of the adjacent Ca sites. In case of an F-occupied cage Ca is dragged by about 0.5 Å towards the cage centre to the new site Ca1a. This position is sevenfold coordinated with four normal Ca-O bonds (≈ 2.36 Å), two long bonds (≈ 2.94 Å), and one Ca-Fbond (≈ 2.31 Å) [10].

Although the position at the centre of the cage was an appropriate first guess for the extraframework oxygen site (O3) in Ca12Al14O32[O], it took about forty years until this question was revisited as a scientific topic. Ab-initio calculations for several potential extraframework anions (OH-, F-,O-,H-, O2-) suggested that small monovalent anions are located at the cage centre, while the bivalent O2- is shifted towards the cage wall, strongly interacting with the adjacent Ca site and Al1 [11]. Two detailed experimental studies on the local structure of occupied cages in mayenite were published almost simultaneously in 2007: (1) A neutron powder-diffraction study at temperatures between RT and 1323 K [12] and (2) joint Rietveld refinements of synchrotron X-ray and neutron data combined with single-crystal X-ray diffraction data [13]. Both studies agree on a split site for Ca depending on the presence of an extraframework anion, while the tetrahedral framework is reported to remain unaffected, as found for Ca12Al14O32F2 [10, 12, 13]. The residual electron density within the structural cages has been discussed in detail. At room temperature, Boysen et al. [12] observed the main electron density at the centre of the cage. At elevated temperature the residual peaks gradually shifted towards the cage wall resulting in four symmetrically equivalent peaks arranged around the ̄4-axis at a distance of about 0.8 Å from the centre. The refined occupancy factor for the extraframework O3, which was placed at the cage centre, exceeded the theoretical values for stoichiometric Ca12Al14O32 [O], particularly at lower temperature. This excess population was assigned to the incorporation of OH- (due to subsequent partial hydroxylation of O2- to OH-, see discussion below).

Tab. 7.1: Crystallographic sites and Wyckoff positions of katoite, mayenite, and grossular.
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Fig. 7.1 Structural comparison of katoite (left), mayenite (centre), and grossular (right). The main difference between garnet and mayenite is that garnet has octahedral Al whereas in mayenite the Al1 site is tetrahedrally coordinated (dark grey). Three oxygen atoms (light grey) in garnet are replaced by one O2 site (red) in the mayenite structure. The second tetrahedrally coordinated site (Al2, blue) in mayenite corresponds to half of the Si sites in grossular (dark blue). The position of the second half of tetrahedra in the grossular structure is occupied by cavities in mayenite. In katoite this site remains vacant.

The residual density off the centre has been attributed to an O-2 radical. The results of Boysen et al. [12] are generally in agreement with Palacios et al. [13]. In a subsequent single-crystal X-ray study, however, the latter [14] propose a more precise model. Beside the O position in the cage centre, which still hosts the main electron density, four symmetrically equivalent sites (O3) around the ̄4 axis are reported. In addition, a split position for Al1 (Al1a) was included in the model. The distance between the newly defined Al1a site and O3 corresponds to an appropriate Al-O bond length of 1.73 Å. This model indicates two possible extraframework O sites, one at the centre and one slightly off [14]. In contrast to the previous results [12–14] a more recent synchrotron single-crystal X-ray study reports only an off-centre displaced extraframework O, occupying one of four symmetrically equivalent sites around the ̄4 axis [15]. In addition, a detailed model of the local structure distortion including several split positions for all sites except Al2 has been developed. In contrast to previous studies all occupancies of split positions were fixed to theoretical values to avoid correlation problems during structure refinement. A comparison of the various structure models is given in Tab. 7.2.
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Fig. 7.2 (a) A single cage of the mayenite structure without potential O3: each cage, about 5 A in diameter, is filled by two Ca atoms (yellow spheres) (b) The presence of extra-framework oxygen (O3) causes the shift of the two Ca atoms towards the cage centre. Moreover, O3 forms a new bond Al1a-O3 with the adjacent Al1a site while another Al1-O1 bond is broken. Al2 tetrahedra are shaded blue whereas Al1 tetrahedra are presented only by ball and sticks. O2 is in red, O1 in gray and O3 in white.

7.3.1 Centre, off-centre or both?

After careful consideration of the hitherto published structure models, the exact nature of the extraframework O site still remains ambiguous. Either O3 is located at the cage centre [12, 13], or slightly displaced from the centre forming a new Al-O bond with the split site Al1a [15]. Both cases could co-exist simultaneously [14].

A hypothesis for the cause of the additional electron densities in the cage centre is the hydration or hydroxylation of mayenite. It is broadly discussed that mayenite is a hygroscopic material, which may even hydrate at normal humidity [8, 16–18]. H2O reacts with the cage filling O2- according to H2O(g) + O2-cage) 2OH-cage) [16, 17]. Especially powders having larger specific surfaces than single crystals may easily hydrate under ambient conditions after sample preparation. In order to prove this hypothesis, we synthesized single crystals of pure Ca12Al14O33 from a melt in platinum crucibles. CaCO3 (Sigma-Aldrich 239216) and Al2O3 (Sigma-Aldrich 23474–5) were mixed in a molar ratio of 12 : 7 and heated up to 1500 °C. Subsequently the melt was cooled to 1200 °C with a cooling rate of 20 °C/h. The product is an aggregate of mayenite single-crystals. A first series of single-crystals was separated and immediately measured on a Bruker APEXII diffractometer. A second batch was exposed to a humid atmosphere for several days. The Crystallographic Information Files (CIF) including details about the X-ray measurements have been submitted to ICSD FIZ Karlsruhe.

Tab. 7.2: Comparison of three structure models for mayenite Ca12Al14O32[O]
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7.3.2 Extraframework occupants in “dry” mayenite

The crystal-structure refinement of the dry samples has been performed in a stepwise procedure starting with the tetrahedral framework and Ca position. After this first refinement R1 = ∑║Fo│ - │Fc║∕∑│Fo│ reduced to 0.0765. The highest remaining peak (3.29 e-) in the difference-Fourier map is due to the split Ca position (Fig. 7.3a). The next procedure involved the definition of a refined variable parameter X, which may be regarded as the ratio between empty and occupied cages (empty = 12 X, occupied = 12(1 - X)). If the site multiplicity is taken into account, the site occupancy factors (sof) for the two split Ca sub-positions are defined as sofCa1 = 0.5X and sofCa1a = 0.5(1-X). After this step, R1 drops to 0.0362 with a residual peak of 0.65 e- close to Al1 due to the splitting of the Al1 site (Fig. 7.3a). The sof for the split position (Al1a) has been refined as sof Al1 = 1/3X and sofAl1a = 1/3(1 - X).As a result of this third step R1 drops further to 0.019 while the highest residual peak (0.42 e-) remains close to the cage centre and is caused by the extra framework O2- (O3) (Fig. 7.3b). The position is split in to ̄4 sub-sites around the 4 axis and the sof has been set as sof O3 = 0.25(1 - X). The final refinement converged at R1 of 0.0113 with a residual maximum of 0.18 e- close to Ca1 and a deepest hole of 0.28 e-.

Our refinement of Ca12Al14O32[O] confirms the model with the off-centre extraframework oxygen position [15]. In contrast to Sakakura et al. [15], where the occupancies of each split position have been fixed, we refine one single variable X for all positions. In the structure of mayenite, Ca12Al14O32[O], one of six cages is occupied by O2- and the expected value for X becomes 0.8333. In contrast, in our refinement X converges to 0.889(2) yielding a sum formula of Ca12Al14O32[O0.66(2)]. An explanation for this discrepancy is given by the simplification of the Ca-splitting. Since the extraframework O is not centred in the cage, two additional Ca-positions (Ca1a, Ca1b) would be a more accurate model. However, the refinement of such a model is strongly affected by correlations and does not further contribute to the understanding of the extraframework O position.

The new data confirms [15] that the local presence of O3 causes breaking of an Al-O1	bond associated with the formation of a new Al1a-O3 bond. As a consequence, the mayenite structure contains not only one loosely bonded O site (O3) in the cage, but also an additional O1 site, which is connected once to Al2 and twice to Ca. Moreover, Al1a forms a new tetrahedron with O3 as one of the apices. Therefore, the question arises whether the term extraframework oxygen is appropriate for O3.
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Fig. 7.3: Two difference Fourier-maps (010) and (001) are plotted within the structure model of an empty cage. Residual densities <0.2 e- are not plotted. (a) The difference Fourier map of dry mayenite after refinement of the tetrahedral framework plus Ca sites. The highest peak (1) is caused by the splitting of Ca. Furthermore, residual density (2) close to Al1 indicates the split site Al1a. (b) After the refinement of the split positions for Al1 and Ca1 the remaining maximum is caused by O3 located slightly off the centre of the cage (3).

7.3.3 Hydroxylated mayenite

In contrast to the measurements of dry mayenite, the samples exposed to humidity show a pronounced residual electron density in the centre of the cage caused by OH- (Fig. 7.4) similar to the previously reported Fourier maps [12–14]. Since the O2-/OH- ratio of hydroxylated mayenite is not known, a refinement with theoretical occupancies is not feasible. To solve this issue two refined variables have been defined: (1) X based on the splitting of Ca1 and Ca1a similar to X in dry mayenite and (2) Y based on the splitting of Al1 and Al1a, (sofAl1 = 1/3Y, sof	 Al1a = 1/3(1 - Y)). The refined value for X converges to 0.75(2) that is significantly lower than in dry mayenite and corresponds to 25(2)% cages occupied by O2- and OH-. The occupancy of the displaced O3 has been coupled to Y (sofO3 = 0.25(1 - Y)) since O3 causes the splitting of Al1. Y converges to 0.924 (2) indicating that 7.57(3) % of the cages are occupied by O2-. Assuming Ca1a to be occupied only in case of O3, the occupancy of OH- at the cage centre has been calculated and fixed according to sof.OH- = 0.25 (Y - X) resulting in 17% of the cages occupied by OH-. The refinement converges to R1 = 0.013 with maximum residuals of 0.21 e- and -0.33 e-. The charge balance of the resulting sum formula Ca12Al14O32[O0.45(1)OH1.02] amounts to +66 cationic charges / -65.92 anionic charges and is a further indicator for the validity of the refined model.
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Fig. 7.4: A comparison of difference Fourier-maps of dry (a) and hydroxylated (b) mayenite along [110] (top) and [001] (below). After refinement of the model with split positions for Ca and Al, residual peaks indicate the position of the extraframework anions. In (a) only O3 is atx,y,z slightly displaced from the cage-centre. In (b) additional density is observed at the centre at 0.375, 0, 0.25 indicating the presence of OH-. Residuals < 0.2 e- have not been plotted.

7.4 Zeolite or anti-zeolite?

Due to its tetrahedral framework and ion exchange capacity mayenite is often described as a zeolite-like compound. Therefore the question arises, whether mayenite may be regarded as zeolite. There is no definite criterion, which excludes mayenite from an inclusion to the atlas of zeolite structure-types. Zeolites are microporous compounds built by a tetrahedral framework with framework densities (tetrahedral sites per 1000 Å3) between 12.5 and 20.2 [19]. The framework density of mayenite ≈ 16.28 is comparable to zeolites. However, mayenite exhibits several phenomena that are somewhat unspecific for zeolites. It has been shown that the smallest ring in zeolites is commonly four-membered or occasionally three- or five-membered [19], whereby the smallest ring in mayenite is eight-membered. Moreover, zeolites usually show no or a few framework interruptions in form of dangling O-sites. In the few known exceptions the “terminated” tetrahedral apex is commonly occupied by OH- or F. In mayenite 4 out of 7 tetrahedra show “dangling” bonds (Al1-O2). Furthermore zeolite frameworks are commonly built by corner-sharing SiO4 and AlO4 tetrahedra whereby Al-O-Al bonds are rare. According to Pauling’s valance rule the connecting O2- in an Al-O-Al bond receives only 1.5 valences and therefore requires more additional bonds to extraframework cations than oxygen in Si-O-Si or Si-O-Al arrangements. The paucity of framework structures with Al-O-Al bonds led to “Loewenstein’s rule” [20], which is well established in the scientific community. “Loewenstein’s rule” postulates that (Al,Si)O4-framework structures cannot exceed an Al/Si ratio of 1 and tetrahedral cation order should avoid Al-O-Al bonds [20]. Exceptions like mayenite show that “Loewenstein’s rule” should be treated as a rule of thumb. Since the mayenite framework is exclusively built by AlO4 tetrahedra [Al28O64]-44 it is negatively charged and demands the presence of the 24 Ca2+ extraframework cations. The major arguments why mayenite has not been submitted or approved as a zeolite by the IZA structure commission are:



	1.
	The high number of tetrahedral apices not connected to adjacent tetrahedra contradicts the conventional concept of a tetrahedral framework structure.



	2.
	The high number of unconnected tetrahedral apices is only possible due to strong bonds to adjacent Ca sites. Thus, Ca polyhedra should be considered as part of the framework and as stabilizing unites.



	3.
	Frameworks composed of both tetrahedrally and e.g. octahedrally coordinated cations are not defined as zeolites but as microporous compounds with heteropolyhedral framework structures.




Recently, authors [14, 15, 21] classified mayenite as “anti-zeolite” due to its anion exchange capacity. Regarding all similarities between zeolites and mayenite the term “anti-zeolite” is rather misleading. In conclusion, mayenite is neither a zeolite nor is the term anti-zeolite appropriate to describe it.

7.5 Applications of mayenite ceramics

Due to its microporous structure, anion-exchange-capacity and ion-conductivity, mayenite may be used for a variety of applications such as a transparent oxide conductor (TOC) [22], electron emission source [23], catalyst [24, 25], and O- ion source [23] . A remarkable strength of mayenite as an advanced material is the availability of the constitutional elements Ca, Al, O and the low production cost of the synthesis. In the following an overview of mayenite applications is presented.

7.5.1 Mayenite the first thermally and chemically stable electride

Electrides are a rare class of compounds in which electrons behave as anions. Usually electrons are confined to atoms, ions or molecules. In metals, they are delocalized in an “electron gas”. Electrides however, incorporate electrons, which replace anion sites usually occupied by Cl-, F-, OH-, within a crystal lattice [26]. Such electron sites were first reported as lattice defects in alkali salts such as KCl [27] and are known as F-centres. In crystalline electrides, anion sites are stoichiometrically occupied by F- centres [26]. The first reported electrides were organic alkali-electrides in which alkali ions are bonded to nonreducible complexants such as crown ethers. The electrons act as anions occupying voids in between these complexes [26]. Examples of such electrides are Li+(cryptand [2.1.1])e- [28], K+(cryptand [2.2.2])e- [29], Cs+(18C6)2 • e- [30] etc. Although it is possible to crystallize these compounds, most known organic electrides are very sensitive to air,moisture and decompose at temperatures above -40 °C [26]. A strategy to overcome this problem is the synthesis of inorganic electrides. Electrons may be incorporated in channels of microporous aluminosilicates (zeolites) by addition of vaporized alkali metals [31]. If electrons are added to the channels in zeolites, they do not remain free but build clusters with the extraframework cations. A well investigated example is electron-doped sodalite, known as “black sodalite” where electrons form clusters of Na4+ in structural cages [e.g. 32]. For a successful synthesis of a zeolite-based electride the separation of channels or cages containing extraframework cations and others with entrapped electron swould be a requisite [26].

Electron entrapment in mayenite was firstly realized by the incorporation of H- ions in structural cages by thermal treatment in a hydrogen atmosphere [33]. The resulting hydrogen-bearing mayenite is an insulator but may be converted in to an electronic conductor upon illumination with UV-light. The formation of electrons in the cages is reported according to the reaction H-cage) + O-(cage) + vac.(cage) ↔ 2e-(cage)OH-cage) [23]. The material changed colour from colourless transparent to yellowish green translucent and revealed a conductivity of 0.3 S cm-1 at room temperature [33]. This photo-induced conversion from insulator to conductor drove attention as a potential new, economically favourable transparent oxide-conductor (TOC) material [22]. TOC’s are used in solar-cells, defrosting windows, electrochromic windows and mirrors, touch-panel screens, transparent front electrodes in flat-panel displays, and many more applications [22]. However, the rather low conductivity of e- doped mayenite compared to common TOC’s demands further research [22].

A method to enhance the conductivity is the increase of carrier-doping. In the case of mayenite this is the entrapment of electrons in the structural cages whereby the maximum Ca12Al14O32[2e-] has been successfully synthesized [34]. Electron doped mayenite Ca12Al14O32[2e-] is the first stoichiometric, chemically and thermally stable electride and was produced by heat treatment of a mayenite single-crystal together with Ca metal-vapour in an evacuated silica-glass container. An electron concentration of 2 x 1021 e- cm-3 has been reported, which is close to the theoretical maximum of 2.32 x 1021 e- cm-3 [34]. The electrons are localized in the structural cages forming F-centres and are able to migrate to neighbouring cages. This electron mobility causes a conductivity ofup to 100 S cm-1 [34].

Mayenite electridesmay be produced in large quantities via reducedmelt in sealed
carbon crucibles at temperatures of approximately 1600 °C [35]. Moreover, electrons may be entrapped in mayenite using vanadium foil as a deoxygenating agent [13], or thermal treatment in Ti-metal vapour [36].

Due to its very low work function (minimum energy required to transfer an electron from the crystal to a point in the vacuum immediately outside the crystal surface), mayenite electrides show potential for future applications as electron emitters, e.g. in field-emission displays (FED). Moreover, mayenite electrides are thermally stable up to high temperature and may thus be used as thermal field emitters (TFE). Examinations on the thermal field emission of mayenite electrides between 0–6 kV acceleration voltage and temperatures from 600 °C up to 900 °C show that mayenite is a qualified material for TFE applications [23]. The emission with a current of ≈ 50 µA from an 80 µm2 surface has been reported to stay stable for 90 h [23]. The mayenite electride may be regarded as the electron-emission source with the lowest work function [23].

7.5.2 Active oxygen O- ,O-2 in mayenite as support of syngas catalysis

The need for new energy sources increases the importance of biomass as a feedstock. Partial oxidation of methane CH4 into a mixture of H2 and CO, known as syngas, is a modern route of fuel production [e.g. 37]. For the catalysis of this reaction, transition and noble metals supported by inert oxides such as Ni/MgO or Pt/MgO are common [e.g. 38]. Although the supporting oxides reduce the deposition of coke on the metals, the search for more efficient support materials is a current issue [24]. Active oxygen species, namely O-, O2- and O3- play an essential role in the oxidation of hydrocarbons [39–41] and may be incorporated up to a considerable amount in mayenite [42]. Thus, mayenite is an interesting candidate as an “active” support of metal catalysts [24] . The first report on the presence of active oxygen species in mayenite goes back to Hayashi et al. [42]. Extraframework O2– reacts with O2 according to O2-(cage)+ O2(gas) → O–(cage) + O–2-(cage). This reaction may be enhanced by a dry controlled atmosphere and elevated temperature. Annealing of mayenite in a hot isostatic pressing furnace under high oxygen fugacity allows concentrations of active oxygen species of up to 1.7 ×1021 cm–3 [43]. Syngas production has been studied over mayenite promoted with Ni, Co, Pt, Pd, and Ru, of which Ni shows promising results [24,25]. Moreover, mayenite has been reported as a catalyst for the pyrolysis of n-hexane [44], n-heptane [45], methyl cyclohexane [46] as well as the selective N2O removal from process gas of nitric acid plants [47].

Beside the favourable properties for catalysis, active oxygen species may be directly extracted from mayenite [23]. Selective extraction of O- as a dense pure ion-beam was realized by applying DC voltage to an O2- treated mayenite sample at a working temperature of 800 °C and a voltage greater than 1 kV/cm [23, 48]. The measured O- current (≈ 2μA/cm2) exceeded the maximum value of yttria-stabilized zirconia (YSZ). Mayenite as source of a high density O- ion beam may be applied for the decomposition of pollutants, sterilization, gate dielectrics on semiconductors, and for chemical reactions [23].

7.5.3 Cation and anion doping of mayenite

The applications summarized here triggered researchers to synthesize novel compounds with mayenite-type structure. An overview of the currently known mayenite related compounds is given by Schmidt [49]. In addition, the approach of mayenite doping with a variety of cations (Mg, Ga, Fe, Co, Ni, Cu, Zn, V, Nb, Ta, Y, In, Sc, Cr, Mn, Sn , Zr, Mo La , Ce , Pr, Nd , Sm , Eu , Gd , Tb , Dy, Ho , Er, Tm , Yb , Lu) is summarized [49]. Doping of mayenite with Si is currently the most discussed process. Based on the dehydration of hydrogarnet Ca3 Al2(SiO4)3-χ (OH)4χ with 0 ˂x ≤ 3, compounds of the type Ca12Al14–2χSi2χO32[O1+χ] may be synthesized [50]. The increased excess of positive charge (framework + Ca) allows a higher degree of active oxygen incorporation [50] and may lead to an enhanced conductor [51] compared to common mayenite. However, the synthesis of these compounds is far more demanding than that of common mayenite and the products are reported to be metastable [50,51].

7.6 The mineral mayenite

The Ettringer Bellerberg Volcano near the city of Mayen is famous for a huge variety of rare minerals, formed due to metasomatic interaction of Ca-xenoliths with leucitetephrite lava [52, 53]. The mineral mayenite was first reported from one of these Ca- rich xenoliths and named after the town of Mayen [54]. In analogy to the previously known compound Ca12Al14O33 [4], the composition of mayenite was reported to be Ca12Al14O33. However, the measured wet chemical composition remained unsatisfactory due to admixed impurities [54]. In a subsequent study, Hentschel, who originally described Ca12Al14O33 as a mineral, reported mayenite to contain several wt.% Cl and suggested mayenite to be a solid-solution member between Ca12Al14O32[□n5O] and Ca12Al14O32[□n4Cl2] [55]. In addition to the type locality, only two further terrestrial provenances are known. Mayenite was reported from the pyro-metamorphic rocks of the Hatrurim formation in Israel [56], as well in altered xenoliths in alkali basalts from Kloch, Styria [57]. Moreover, the Cl-rich variety of mayenite has been detected in a refractory inclusion of the Northwest Africa 1934 meteorite and defined as the mineral brearleyite [58].

While synthetic mayenite was extensively discussed in material science, the mineral mayenite stayed only scarcely examined until recently. In 2012 a re-investigation of mayenite from the type-locality indicated that the holotype specimen of mayen- ite (Fig. 7.5) is closer to the Cl-variety Ca12Al14O32[□4Cl2] as well as hydroxylated [59]. Subsequent studies have shown that mayenite from the Hatrurim Formation is not pure either, but with a composition close to Ca12Al14O32F2 and additionally hydroxylated [60]. Furthermore, H2O bearing varieties of these two endmembers were found: Ca12Al14O32[Cl2(H2O)4] [61] and Ca12Al14O32[F2(H2O)4] [60]. The most astonishing finding, from a crystallographic point of view, is the hydroxylation of natural mayenite. Beside the known OH- position at the centre of the cages, three OH- groups replace one O2-site, changing the coordination of an Al1 site from tetrahedral to octahedral (Fig. 7.6) [59, 60]. Neither this hydroxylation mechanism, O(o2)2- + (F-/Cl-)(cage) → 3(OH-)(O2a), nor the incorporation of H2O molecules have been reported for synthetic mayenite. Since Ca12Al14O32 [□5O] is not the correct formula for type-locality mayenite, it has been redefined as chlormayenite Ca12Al14O32[□4Cl2], which is identical with brearleyite. Subsequently the mineral name brearleyite was discredited, while the name mayenite stays reserved for compounds and a potential “new” mineral with endmember formula Ca12Al14O32[□5O] [61]. The new findings of mayenite-group minerals, including the first description and naming of the four minerals fluormayenite (Ca12Al14O32F2), fluorkyuygenite (Ca12Al14O32[F2(H2O)4]), chlorkyuygenite (Ca12Al14O32[Cl2(H2O)4]), and the isostructural silicate eltyubyuite (Ca12Fe10Si4O32Cl6), gave rise to the introduction of a the new nomenclature scheme and definition of the mayenite supergroup [61].

7.6.1 The mayenite supergroup

The mayenite supergroup comprises all minerals isostructural with mayenite, subdivided in two subgroups: (1) mayenites (oxides) and (2) wadalites (silicates). The classification is based on the general formula X12T14O32-χ(OH3χ)[W6–3χ] with 0 ≤ × ≤ 2. X refers to the Ca site, T to both tetrahedral sites and [W] to the anions site in the structural cages. For the nomenclature the two tetrahedral sites T1 and T2 are considered together since many elements may substitute at both T-sites. The criterion for the subgroups is the sum of excess positive charges (framework + Ca) balanced by anions within the structural cavities at the [W] site. Endmembers of the mayenite group have a charge of 2- distributed over 6 [W] sites, while wadalites show 6- charges per 6 [W]-sites. The boundary between wadalites and mayenites is an excess charge of 4-. A list of all known minerals with mayenite type structure is given in Tab. 7.3. A third potential mineral group would be defined by the endmember Ca12Al14O30(OH6)[□6] where two O2 sites are replaced by 2 × (3OH-) at O2a leading to a sum of charges at [W] of 0.
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Fig. 7.5 Holotype specimen of chlormayenite from an altered Ca-xenoltih of the Ettringer-Bellerberg volcano, (M5026/86 from the Mineral Museum, University of Cologne). The greenish zone is enriched in chlormayenite = (may) associated with larnite (β-Ca2SiO4) = (lar) and brownmillerite (Ca2(Al,Fe)2O5) = (brm).
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Fig. 7.6: Difference Fourier-map (111) after the refinement of the structure of fluormayenite from Hatrurim pyrometamorphic complex. Three residual peaks indicate a partial hydroxylation according to Oo22-) + F-[w]) → 3×(OH-)(o2a). This substitution changes the coordination of Al1 from tetrahedral to octahedral.

Tab. 7.3: Minerals of the mayenite supergroup
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The mayenite structure has a high flexibility in element substitution. The crucial substitutions for the classification of hitherto described minerals of the mayenite supergroup are the following:



	1.
	(Al,Fe3+)T + □[W] ↔ SiT4+ + (Cl-, F-)[W]. This substitution relates the mayenite-group with the wadalite-group in a linear series between (Cl, F) = 2, Si = 0 and (Cl,F) = 6 and Si = 4.



	2.
	The substitution FeT3+ ↔ AlT, relates wadalite Ca12Al10Si4O32[Cl6] and eltyubyuite Ca12Fe103+Si4O32[Cl6] within the wadalite group.



	3.
	The heterovalent substitution 2 × (Al, Fe3+)T ↔ (Mg2+Si4+)T ↔AlT relates wadalite/ eltyubyuite with the theoretical endmember Ca12Mg5Si9O32[Cl6] within the wadalite group. Adrianite Ca12Mg3Al4Si7O32[Cl6] [62] has been approved as a new mineral by the nomenclature commission of the International Mineralogical Association (IMA). However, adrianite is actually a solid-solution member between wadalite Ca12Al10Si4O32[Cl6] and synthetic Ca12Mg5Si9O32[Cl6] (see 7.7 Synthesis and structure of wadalite-group members).



	4.
	H2O molecules within the structural cages, □[W] ↔ H2O[W] relate chlorkyuygenite and fluorkyuygenite with chlor- and fluormayenite.



	5.
	Monovalent anions at the [W]-site F- ↔ Cl- define the difference between chlormayenite and fluormayenite or chlorkyuygenite and fluorkyuygenite, respectively.



7.6.2 Achtarandite

Achtarandite is a polycrystalline idiomorphic pseudomorph after a protomineral of the mayenite supergroup [63–65]. The first reported discovery of achtarandite in 1790 goes back to Laksman [66]. Achtarandite pseudomorphs have been found together with large wiluite crystals (vesuvianite group) close to the Achtaranda River mouth, Wiluy River Yakutia, Russia (Fig. 7.7). The pseudomorphs are enclosed in metasomati- cally altered carbonate-clay rocks (serpentinites), crosscut by diabasic dikes [63]. The formation of the achtarandite bearing rocks is explained with a multiple step metamorphosis. A first high-temperature event, triggered by dikes, is followed by serpentinization. Due to the serpentinization most HT-minerals including the achtarandite protophase have been replaced, resulting in unusual hydrogarnet-serpentinite rocks [63]. Early studies on achtarandite suggested mainly different kinds of garnet as protophase [63]. However, the tristetrahedral shape of the pseudomorphs suggests point group 4̄3 m for the protocrystals, which is consistent with minerals of the mayenite supergroup. The actual protomineral is still under discussion, while [64, 65] suggest wadalite, a more recent publication [67] reports chlormayenite as a protophase. Unaltered mayenite supergroup-minerals are commonly rather small and do not exceed millimetre scale. Previously, no comparable fresh achtarandite protomineral has been found.
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Fig. 7.7: Large achtarandite pseudomorph (left) with attached wiluite (vesuvianite group) from the Wiluy River deposit, Sakha-Yakutia, Russia.

 A careful examination of the mineral association shows that the achtarandite protomineral grew epitaxial on grossular ((112) Ach // (211) or (121) or (112) Grs) [63]. The mineral content of the pseudomorphs is typically dominated by hydrogarnet with minor chlorite, serpentine and occasionally calcite, kaolinite and saponite. The internal structure of achtarandite may be described as a sponge-like skeleton of hydrogarnet, while the other minerals fill the cavities. The crystallographic orientation of the hydrogarnet skeleton is such that the 3-fold axis of the octahedral shaped hydrogarnet crystals coincides with the 3-fold axis of the achtarandite protocrystals. The epitaxy of achtarandite on grossular, and the oriented growth of the hydrogarnet skeleton within achtarandite, is likely caused by the close relation between the mayenite-type and the garnet-type structure.

The conversion of katoite, Ca3Al2(O4H4)3, to Ca12Al14O32 [O], later named mayenite, was the base for the discovery of the title compound. The reverse reaction seems to be the key mechanism for the formation of achtarandite pseudomorphs. The topotactic dehydration and rehydration of Ca3Al2(O4H4)3 was traced [68] by an X-ray study of single crystals heated in a capillary at 240,250, and 260°C. The dehydration proceeded according to the reaction 7(Ca3Al2(O4H4)3) → Ca12Al14O32[O] + 9Ca(OH)2 + 33 H2O. Continuous conversion has been observed from the crystal surface to the core, since sharp X-ray reflections of educts and products coexisted for several hours. During the rehydration of the once dehydrated sample an additional intermediate phase (IP) Ca12[VIAl(OH)6]8[VIAlO3(OH)]6 formed. Structurally the IP may be derived from the mayenite structure, whereby all O2 sites are replaced by 3 × OH- similar to the hydroxylation of chlor- and fluormayenite. To preserve charge balance six of 24 O1 sites pfu are replaced by OH-. The reaction is described in two steps as:



	1.
	Ca12Al14O32[O](mayenite) + 15 H2O → Ca12[Al(OH)6]8[AlO3(OH)]6 (IP)



	2.
	Ca12[Al(OH)6]8[AlO3(OH)]6 (IP) +18H2O→ 4Ca3Al2(O4H4)3 (katoite) + 4Al(OH)3.




The uptake of 15 H2O is needed to retain the garnet structure which was observed for the (IP) [68]. Knowing from natural samples that the partial hydroxylation of the O2	site in the mayenite-type structure may occur in a disordered fashion, the question arises whether a gradual hydroxylation series between mayenite and (IP) exists. A two- step substitution mechanism can be postulated:



	1.
	O2-(O2)+ 1/2 O2-([W]) → 3 × OH-(O2a) relating Cal2Al14O30[OH]6 



	2.
	O2-(O2)+ O2-(01) → 3 ×OH-(O2a) + OH-(O1) relating Ca12Al14O30(OH)6 to (IP)




Surprisingly, the oriented hydroxylation has only been shown for previously dehydroxylated katoite Ca3Al2(O4H4)3. However, the preservation of the crystallographic orientation suggests a member of the mayenite supergroup as protomineral of achtarandite. The presence of abundant silicates (chlorite, serpentine, Si-bearing hydrogarnet) within the achtarandite pseudomorphs favours a wadalite-like mineral as a protophase. However, this issue remains ambiguous.

7.6.3 Silicates with mayenite-type structure

Although Si-bearing mayenite-type compounds like Ca12Al10Si4O32[O3] derived from hydrogarnet are currently discussed in material science [50, 51], the interest of the scientific community in silicates with mayenite structure is less enthusiastic than for mayenite sensu stricto. Melt grown silicates with mayenite-type structure do not show promise for mayenite-like technological applications as all structural cages are commonly occupied by monovalent anions such as Cl. The first reported compound was Ca12Al10.6Si3.4O32Cl5.4, grown from a mixture of CaO, SiO2,Al2O3 and excess CaCl2 in open crucibles at 1123 K for 72 h [69]. Other reports on synthetic wadalite-like phases are application related. For instance, silicates with mayenite-type structure are discussed as solids to immobilize toxic elements from Cl-rich media, namely the radioactive fission products from spent nuclear fuel after reprocessing in chloride melt [70,71]. Another example is formation of a wadalite-like phase during HCl removal from effluent gases, by reaction with hydrogrossular [72, 73].

The natural analogues belong to the wadalite-group and are characteristic for Cl-bearing mineral associations in altered carbonate xenoliths enclosed in volcanic rocks. Known sources are a quarry in Tadona near Koriyama City, Fukushima Prefecture, Japan [74], the La Negra mine, Queretaro, Mexico [74], the Bellerberg Volcano, Eifel, Germany [76], the Upper Chegem Caldera, Northern Caucasus [77], and the Shadil-Khokh volcano, Southern Ossetia [78]. In addition to the terrestrial occurrences, wadalite is also found in calcium-aluminium-rich inclusions of meteorites (e.g. [79]).

When introducing the mayenite supergroup [61] the existence of Mg-rich wadalite was discussed for the first time. Synthesis and crystal structures of a series of Mg-rich compositions between Ca12Al10Si4O32[Cl6], Ca12Fe10Si4O32[Cl6], and Ca12Mg5Si9O32[Cl6] is presented in the following paragraphs.

7.7 Synthesis and structure of wadalite-group members

The synthesis of Mg-rich wadalites has been performed using a CaCl2-flux. Mixtures of pure oxides SiO2 (Sigma-Aldrich S5631), Al2O3 (Sigma-Aldrich 23474–5), MgO (Sigma- Aldrich 243388), Fe2O3 (Sigma-Aldrich 310050) and Ca-carbonate (Sigma-Aldrich 239216) were degassed and presintered at 1000°C for 6h in Pt-crucibles. CaCl2 • 2H2O (Sigma-Aldrich 223506) was dehydrated at 200°C and subsequently added in excess to the pre-processed mixtures. Two types of reactors were tested: (1) Pt-crucibles with lids and (2) welded Pt-tubes. In both cases the reactors were heated to 1200°C within 3h and subsequently cooled to 780°C with a cooling rate of 10°C/h. Alternatively a cooling rate of 5°C/h has been tested with similar results. Both reactors are suitable for the synthesis, whereby crucibles suffer evaporation of Cl. The expected reactions for the here presented compounds were:



	1.
	9CaO + 5MgO + 9SiO2 + 3CaCl2 → Ca12(Mg5Si)(Si8)O32Cl6



	2.
	9CaO + Fe2O3 + 4MgO + 8SiO2 + 3CaCl2 → Ca12(Mg4Fe2)(Si8)O32Cl6



	3.
	9CaO + Al2O3 + 4MgO + 8SiO2 + 3CaCl2 → Ca12(Mg4Al2)(Si8)O32Cl6



	4.
	9CaO+0.5Al2O3+0.5Fe2O3+4MgO + 8SiO2 +3CaCl2 → Ca12(Mg4FeAl)(Si8)O32Cl6




Products are abbreviated “WA” (wadalite) and the cation species occupying the T-sites are denoted by subscripts, e.g. WA(MgSi), WA(MgFeSi), WA(MgAlSi) and WA(MgAlFeSi).The products are idiomorphic single crystals from →m- up to mm-scale, examples are shown in Fig. 7.8. Besides silicates with mayenite-type structure, all runs showed additional by-products, mainly compounds of the melilite group, Ca2(Al,Mg,Fe)(Si,Al)2O7, monticellite, CaMg(SiO4), diopside, CaMgSi2O6, and anorthite, CaAl2Si2O8. Moreover, unreacted and recrystallized Fe2O3 was observed in reaction (2) and (4). WA(MgSi) and WA(MgAlSi) are colourless transparent while Fe-bearing samples are yellow-translucent. In addition, Fe-bearing samples may appear non-transparent orange due micro-inclusions of hematite Fe2O3. Multiple samples of all kinds have been measured on a Bruker APEXII single-crystal diffractometer. The CIF files including details about the X-ray measurements have been submitted to ICSD FIZ Karlsruhe.

Since the scattering factors of Mg, Al and Si are too similar for quantitative distinction, the occupancy factors of the T-sites for WA(Mgsi) and WA(MgAlSi) are based on bond-lengths and charge balance. In WA(MgFesi), and WA(MgAlFeSi) site occupancies for T1 have been refined with the constraint occupancy (SiT1) = x and occupancy (Fen) = 1 - χ. The site occupancy of T2 Fe was refined against Mg as a first step. In a second step the refined value for Fe was fixed and the residual electrons were assigned to Mg/Si or Mg/Al in order to maintain charge balance. In WA(MgSi), WA(MgFeSi), and WA(MgAlFeSi) the occupancy factor for Cl at [W] has been refined.

 As discussed above, the T1-site in mayenite-type compounds corresponds to the octahedral site, and T2 to the tetrahedral Si-site in garnets. At first glance this analogy to garnets would suggest incorporating the bigger cations Mg, Al, Fe3+ preferentially at the T1 site. O2, the fourth apex of the T1 tetrahedron is however only bonded to one tetrahedral cation and 3 × Ca1. According to Pauling’s valence rule Mg2+ at a tetrahedral site contributes only 0.5 valences to each coordinating O site, thus O2 would likely be underbonded. This assumption is confirmed by all measured Mg-wadalites. The average bond length for T1 is 1.636 A in WA(MgSi) and 1.640 A in WA(MgAlSi). In both cases T1 has been considered as a pure SiO4 tetrahedron though minor amounts of Al in WA(MgAlSi) are possible. In WA(MgFeSi) and WA(MgAlFeSi) T1 is also Si dominant with slightly longer average bond lengths of 1.645 Å and 1.646 Å. The refined site occupancy factors for Fe at T1 converged to 0.049(2) (WA(MgFeSi)) and 0.043(3) (WA(MgAlFeSi). The T2 site is in all cases Mg- dominant. In WA(MgSi) T2 is shared by Mg and Si leading to a refined formula of Ca12(Mg5.125Si0.875)(Si8)O32Cl5.74(18) with a T2-O1 bond length of 1.8532(8) Å. As [W] is fully occupied by Cl in WA(MgAlSi) the T2 site is shared by 2/3 Mg and 1/3 Al, leading to the formula Ca12(Mg4Al2)(Si8)O32Cl6 with T2-O1 bond length of 1.8371(8) Å. In WA(MgFeSi)of Ca12(Mg4.08Fe1.6Si0.32)(Si7.61(16)Fe0.39(16))O32Cl5.86(18) composition T2 is shared by Mg, Fe and minor Si with T2-O bond lengths of 1.8707(8) Å. The lowest Mg content at T2 is observed for crystals of the WA(MgAlFeSi)-series. As aimed by the starting compositions, T2 is shared by the three cations Al, Fe, Mg. The sample presented here shows a refined formula of Ca12(Mg3.71Fe0.7AU.59)(Si7.66(2)Fe0.34(2))O32[Cl5.88(18)] and a T2-O1 bond length of 1.8496(8) Å. It has to be stated that the WA(MgAlFeSi)- and WA(MgFeSi)-series show considerable chemical variation as shown in Fig. 7.9.
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Fig. 7.8: Four examples of synthetic Mg-wadalites, (a) Light-microscopy picture of Ca12(Mg4Al2)(Si8)O32Cl6. (b) Backscattered-electron picture of idiomorphic Ca12(Mg5Si)(Si8)O32Cl6. (c) idiomorphic Ca12(Mg4FeAl)(Si8)O32Cl6crystal glued on a glass needle. (d) single crystals of Ca12(Mg4 Fe2)(Si8)O32Cl6.
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Fig. 7.9: Ternary diagram normalized to 14 tetrahedral sites of the mayenite type structure. The grey bar indicates the substitution mechanism 2 x (Al,Fe3+)T ↔ (Mg2+ + Si4+)T connecting synthetic Mg- wadalite with wadalite and eltyubyuite. The series WA(Mgesi) (red) and WA(MgAlfesi) (yellow) show a considerable scatter along the line. Most compounds are slightly below the theoretical line due to partial occupancy of [W].

It is noteworthy that in all cases except WA(MgAlsi) the [W]-site remains only partially occupied by Cl. This observation is in agreement with all hitherto published single-crystal data of wadalite-group minerals and analogous compounds. The presented refinements indicate a complete solid solution series between MgSi-wadalite, eltyubyuite Ca12(Fe6)(Si4Fe4)O32[Cl6] and wadalite. While Mg2+ is restricted to the T2 site, Al and Fe3+ may be incorporated at either tetrahedral site. Si shows a slight preference for T1 but may, however, occupy both T-sites. Regarding the difference in ionic radii ofIVSi4+ (0.26) andIVMg2+ (0.57) [80] a mixed Mg/Si occupancy at a T-site is surprising.

7.8 Outlook

A microporous crystal structure allowing for anion diffusion and chemical diversity makes mayenite an excellent object for present and future research with a wide range of potential technical applications. An insufficiently explored issue is the arrangement and long-range order of cage-filling oxygen O3, which is only partially occupied and responsible for anion conductivity. Since O3 interacts with the framework by breaking an Al1-O1 bond, the absolute site for the adjacent O3 may not be at random. Conventional diffraction data deliver only time- and space-averaged information with the constraint of overall cubic symmetry. However, in reality we would expect some ordering or domain formation, which may experimentally be tackled by time-resolved spectroscopic techniques and theoretically by structure modelling tools.

An interesting project in mineralogical crystallography could be a precise in-situ X-ray study on the hydroxylation of mayenite with focus on the conversion from the mayenite to the hydrogarnet structure. Moreover, there are likely still undescribed new minerals of the mayenite supergroup to be found and analysed. Their mode of occurrence may provide new synthesis routes and their composition and properties may inspire scientists to find additional applications. The flux-based synthesis of wadalitelike phases opens a wide range of possible compounds providing the opportunity for a deeper understanding of the crystal chemistry of silicates with mayenite-type structure.

Acknowledgment: The author thanks the reviewers, who provided helpful comments on earlier drafts of the manuscript and helped to ameliorate the English writing. This study was supported by the Swiss National Science Foundation (project “crystal chemistry of minerals” Nr. 200020_134617).

Bibliography


	[1] 	Shepherd ES, Rankin GS. The binary systems of alumina with silica, lime, and magnesia. Am J Sci 1909, 166, 293–333.

	[2] 	Köberich F. Die Maximaltension und das Adsorptionsgleichgewicht: ein Beitrag zur Kinetik heterogener Gleichgewichte. Diss. Univ. Berlin, Mitt. Kaiser Wilhelm Inst. Silikatforschung 1934, 154

	[3] 	Lager GA, Armbruster T, Faber J. Neutron and X-ray diffraction study of hydrogarnet Ca3Al2(O4H4)3. Am Mineral 1987, 72, 756–765.

	[4] 	Büssem W. Eitel A. Die Struktur des Pentacalciumtrialuminats. Z Kristallogr 1936, 95,175–188.

	[5] 	Jeevaratnam J, Glasser, LD, Glasser FP. Structure of calcium aluminate, 12CaO. 7Al2O3. Nature, 1962, 194, 764–765

	[6] 	Bartl, H. Roentgen-Einkristalluntersuchungen an 3(CaO)●Al2O3●(H2O)6 und 12 (CaO)●7 (Al2O3)●(H2O). Neuer Vorschlag Zur 12(CaO)●7(Al2O3)-Struktur. N Jb Miner Mh 1969, 404– 412.

	[7] 	Kuzel, HJ. (1969). Über die orientierte Entwasserung von Tricalciumaluminathydrat 3CaO●Al2O3●6H2O. N Jb Miner Mh 1969, 397–404.

	[8] 	Jeevaratnam J, Glasser FP, Dent Glasser LS. Anion substitution and structure of 12CaO●7Al2O3. J Am Ceram Soc 1964, 47, 105–106.

	[9] 	Williams PP. Crystal structure of a fluoride derivative of 12CaO●7Al2O3. J Am Ceram Soc 1968, 51, 531–531.

	[10] 	Williams PP. Refinement of the structure of 11CaO●7Al2O3●CaF2. Acta Crystallogr B 1973, 29(7), 1550–1551.

	[11] 	Sushko PV, Munoz Ramo D, Shluger AL. Electronic structure and spectroscopic properties of interstitial anions in the nanoporous complex oxide 12CaO●7Al2O3. Phys Status Solidi A. 2007, 204, 663–669.

	[12] 	Boysen H, Lerch M, Stys A, Senyshyn A. Structure and oxygen mobility in mayenite (Ca12Al14O33): a high-temperature neutron powder diffraction study. Acta Crystallogr B 2007, 63, 675–682.

	[13] 	Palacios L, De La Torre AG, Bruque S, García-Munoz JL, García-Grañda S, Sheptyakov D, Aranda MA. Crystal structures and in-situ formation study of mayenite electrides. Inorg Chem 2007, 46, 4167–4176.

	[14] 	Palacios L, Cabeza A, Bruque S, García-Grañda S, Aranda MA. Structure and electrons in mayenite electrides. Inorg Chem 2008, 47, 2661–2667.

	[15] 	Sakakura T, Tanaka K, Takenaka Y, Matsuishi S, Hosono H, Kishimoto S. Determination of the local structure of a cage with an oxygen ion in Ca12Al14O33. Acta Crystallogr B 2011, 67(3), 193–204.

	[16] 	Hayashi K, Hirano M, Hosono H. Thermodynamics and kinetics of hydroxide ion formation in 12CaO●7Al2O3. J Phys Chem B 2005,109,11900–11906.

	[17] 	Strandbakke R, Kongshaug C, Haugsrud R, Norby T. High-temperature hydration and conductivity of mayenite, Ca12Al14O33. J Phys Chem C 2009,113, 8938–8944.

	[18] 	Tolkacheva AS, Shkerin SN, Korzun IV, Plaksin SV, Khrustov VR, Ordinartsev DP. Phase transition in mayenite Ca12Al14O33. Russ J Inorg Chem 2012, 57, 1014–1018.

	[19] 	Brunner GO, Meier WM. Framework density distribution of zeolite-type tetrahedral nets. Nature 1989, 337, 146–147.

	[20] 	Loewenstein, W. The distribution of aluminum in the tetrahedra of silicates and aluminates. Am Mineral 1954, 39, 92–96.

	[21] 	Schmidt A, Boysen H, Senyshyn A, Lerch M. New findings on N-mayenite and a new kind of anion substituted mayenite: Ca12Al14O32(NO2)2. Z Kristallogr 2014, 229(6), 427–434.

	[22] 	Ingram BJ, Gonzalez GB, Kammler DR, Bertoni MI, Mason TO. Chemical and structural factors governing transparent conductivity in oxides. J Electroceram 2004, 13(1–3), 167–175.

	[23] 	Hosono H, Hayashi K, Hirano M. Active anion manipulation for emergence of active functions in the nanoporous crystal 12CaO●7Al2O3: a case study of abundant element strategy. J Mater Sci 2007, 42(6), 1872–1883.

	[24] 	Yang S, Kondo JN, Hayashi K, Hirano M, Domen K, Hosono H. Partial oxidation of methane to syngas over promoted C12A7. Appl Catal A 2004, 277(1), 239–246.

	[25] 	Li C, Hirabayashi D, Suzuki K. A crucial role of O-2 and O2-2 on mayenite structure for biomass tar steam reforming over Ni/Ca12Al14O33. Appl Catal B 2009, 88(3), 351–360.

	[26] 	Dye JL. Electrons as anions. Science 2003, 301(5633), 607–608.

	[27] 	Markham JJ. F-centers in Alkali Halides (Vol. 8). Academic Press Inc. NY, USA, 1966.

	[28] 	Huang RH, Wagner MJ, Gilbert DJ, Reidy-Cedergren KA, Ward DL, Faber MK, Dye JL. Structure and properties of Li+(Cryptand [2.1.1])e-, an electride with a 1D “spin-ladder-like” cavitychannel geometry. J Am Chem Soc 1997, 119, 3765–3772.

	[29] 	Ward DL, Huang RH, Dye JL. Structures of alkalides and alectrides. I. structure of potassium cryptand[2.2.2]* electride. Acta Crystallogr C 1988, 44, 1374–1376.

	[30] 	Dawes SB, Ward DL, Huang RH, Dye JL. First electride crystal structure. J Am Chem Soc 1986, 108, 3535–3537.

	[31] 	Edwards PP, Anderson PA, Woodallx LJ, Porch A, Armstrong AR. Can we synthesise a dense bundle of quasi one-dimensional metallic wires? Mat Sci Eng A 1996, 217, 198–202.

	[32] 	Srdanov VI, Haug K, Metiu H, Stucky GD. Sodium (Na3+4) clusters in sodium sodalite. J Phys Chem 1992, 96(22), 9039–9043.

	[33] 	Hayashi K, Matsuishi S, Kamiya T, Hirano M, Hosono H. Light-induced conversion of an insulating refractory oxide into a persistent electronic conductor. Nature 2002, 419,462–465.

	[34] 	Matsuishi S, Toda Y, Miyakawa M, Hayashi K, Hirano M, Tanaka I, Hosono H. High-density electron anions in a nanoporous single crystal:[Ca24Al28O64]4+ (4e-). Science 2003, 301, 626.

	[35] 	Kim S, Miyakawa M, Hayashi K, Sakai T, Hirano M, Hosono H. Simple and efficient fabrication of room temperature stable electride: Melt-solidification and glass ceramics. J Am Chem Soc 2005, 127, 1370–1371.

	[36] 	Kim SW, Matsuishi S, Miyakawa M, Hayashi K, Hirano M, Hosono H. Fabrication of room temperature-stable 12CaO●7Al2O3 electride: a review. J Mater Sci 2007, 18, 5–14.

	[37] 	Pereira EG, da Silva JN, de Oliveira JL, Machado CS. Sustainable energy: a review of gasification technologies. Renew Sust Energ Rev 2012, 16, 4753–4762.

	[38] 	Yung MM, Jablonski WS, Magrini-Bair KA. Review of catalytic conditioning of biomass-derived syngas. Energ Fuel 2009, 23, 1874–1887.

	[39] 	Che M, Tench AJ. Characterization and reactivity of molecular oxygen species on oxide surfaces. Adv Catal 1983, 32, 1–148.

	[40] 	Foote CS. (Ed.). Active oxygen in chemistry. Springer Science & Business Media 1995.

	[41] 	Valentine JS, Foote CS, Greenberg A, Liebman, JF. Active oxygen in biochemistry. New York, NY: Blackie Academic & Professional 1995.

	[42] 	Hayashi K, Hirano M, Matsuishi S, Hosono H. Microporous Crystal 12CaO●7Al2O3 Encaging Abundant O-Radicals. J Am Chem Soc 2002, 124, 738–739.

	[43] 	Hayashi K, Matsuishi S, Ueda N, Hirano M, Hosono H. Maximum Incorporation of Oxygen Radicals, O- and O-2, into 12CaO 7Al2O3 with a nanoporous structure. Chem Mater 2003, 15, 1851–1854.

	[44] 	Lemonidou AA, Vasalos IA. Preparation and evaluation of catalysts for the production of ethylene via steam cracking: effect of operating conditions on the performance of 12CaO- 7Al2O3 Catalyst. Appl Catal 1989, 54, 119–138.

	[45] 	Pant KK, Kunzru D. Catalytic pyrolysis of n-heptane: kinetics and modeling. Ind Eng Chem 1997, 36, 2059–2065.

	[46] 	Pant KK, Kunzru D. Catalytic pyrolysis of methylcyclohexane: kinetics and modeling. Chem Eng J 1998, 70, 47–54.

	[47] 	Ruszak M, Inger M, Witkowski S, Wilk M, Kotarba A, Sojka Z. Selective N2O removal from the process gas of nitric acid plants over ceramic 12CaO●7Al2O3 catalyst. Catal Lett 2008, 126, 72–77.

	[48] 	Li QX, Hayashi K, Nishioka M, Kashiwagi H, Hirano M, Torimoto Y, Hosono H, Sadakata M. Absolute emission current density of O-from 12CaO●7Al2O3 crystal. Appl Phys Lett 2002, 80, 4259–4261.

	[49] 	Schmidt DCA. Synthese und Charakterisierung substituierter Mayenitphasen. Dissertation Technische Universität Berlin 2014

	[50] 	Fujita S, Suzuki K, Ohkawa M, Mori T, Iida Y, Miwa Y, Masuda H, Shimada S. Oxidative destruction of hydrocarbons on a new zeolite-like crystal of Cai2Ali0Si4O35 including O- and O2- radicals. Chem Mater 2003,15, 255–263.

	[51] 	Bertoni MI, Mason TO, Medvedeva JE, Wang Y, Freeman AJ, Poeppelmeier KR. Enhanced electronic conductivity in Si-substituted calcium aluminate. J Appl Phys 2007, 102,113704113704.

	[52] 	Jasmund K, Hentschel G. Seltene Mineralparagenesen in den Kalksteineinschlüssen der Lava des Ettringer Bellerberges bei Mayen (Eifel). Beitr Mineral Petrol 1964, 10, 296–314.

	[53] 	Lengauer CL, Tillmanns E, Ntaflos T, Hentschel G. Neue Mineralfunde vom Bellerberg, Eifel. Eur j Mineral 1997,9, Bh1, 220.

	[54] 	Hentschel G. Mayenite, 12CaO●7Al2O3, and brownmillerite, 2CaO●(Al, Fe)2O3, two new minerals in limestone inclusions in the lava of the Ettringer Bellerberg. N Jb Miner Mh 1964, 22–29.

	[55] 	Hentschel, G. Die Mineralien der Eifelvulkane. Weise Verlag, München (2. Auflage), 1987.

	[56] 	Gross S. The mineralogy of the Hatrurim Formation, Israel. Bull Geol Sur Isr 1977, 70, 1–80.

	[57] 	Heritsch H. Eine Kontaktbildung aus dem Nephelinbasanit Steinbruch von Klöch (Südoststeiermark) mit seltenen Mineralien; natürliches Vorkommen der Verbindung 4CaO●3Al2O3●SO3. Mitt Abt Mineral Land Joan 1990, 58, 15–35.

	[58] 	Ma C, Connolly HC, Beckett JR, Tschauner O, Rossman GR, Kampf AR, Zega TJ, Smith SAS, Schrader DL. Brearleyite, Ca12Al14O32Cl2, a new alteration mineral from the NWA 1934 meteorite. Am Mineral 2011, 96, 1199–1206.

	[59] 	Galuskin EV, Kusz J, Armbruster T, Bailau R, Galuskina IO, Ternes B, Murashko M. A reinvestigation of mayenite from the type locality, the Ettringer Bellerberg volcano near Mayen, Eifel district, Germany. Mineral Mag 2012, 76, 707–716.

	[60] 	Galuskin EV, Gfeller F, Armbruster T, Galuskina IO, Vapnik Y, Dulski M, Murashko M, Dzierzanowski P, Sharygin VV, Krivovichev SV, Wirth, R. Mayenite supergroup, Part III: Fluormayenite, Ca12Al14O32 [□4F2], and fluorkyuygenite, Ca12Al14O32 [(H2O)4F2], two new minerals from pyrometamorphic rocks of the Hatrurim Complex, South Levant. Eur J Mineral 2015, 27, 123–136,

	[61] 	Galuskin EV, Gfeller F, Galuskina IO, Armbruster T, Bailau R, Sharygin, V. V. Mayenite supergroup, part I. Recommended nomenclature. Eur J Mineral 2015, 27, 99–111

	[62] 	Ma C, Krot AN. Adrianite, IMA 2014–028. CNMNC Newsletter No. 21, August 2014, page 801, Mineral Mag 2014, 78, 797–804.

	[63] 	Galuskin E, Galuskina I, Winiarska A. Epitaxy of achtarandite on grossular - the key to the problem of achtarandite. N Jb Miner Mh 1995, 306–320.

	[64] 	Galuskina I, Galuskin E, Sitarz M. Atoll hydrogarnets and mechanism of the formation of achtarandite pseudomorphs. N Jb Miner Mh 1998, 49–62.

	[65] 	Galuskin E, Galuskina I. Achtarandite-sponge hibschite pseudomorph after wadalite-like phase: internal morphology and mechanism of formation. N Jb Miner Abh 2002,178, 63–74.

	[66] 	Lyakhovich VV. New data on mineralogy of the Vilyui achtarandite deposit. Works of the East- Siberian Branch of the Academy of Science USSR 1954, 1.

	[67] 	Alferova MS. Grossular, vesuvianite and achtarandite mineralogy of the Talnakh Region. New Data Mineral 2007, 42, 50–61

	[68] 	Schröpfer L, Bartl H. Oriented decomposition and reconstruction of hydrogarnet, Ca3Al2(OH)12. Eur J Mineral 1993, 5, 1133–1144.

	[69] 	Feng QL, Glasser FP, Howie RA, Lachowski EE. Chlorosilicate with the 12CaO●7Al2O3 structure and its relationship to garnet. Acta Crystallogr C 1988, 44, 589–592.

	[70] 	Leturcq G, Grandjean A, Rigaud D, Perouty P, Charlot M. Immobilization of fission products arising from pyrometallurgical reprocessing in chloride media. J. Nucl Mater 2005, 347, 1–11.

	[71] 	Park HS, Kim IT, Cho YZ, Eun HC, Lee HS. Stabilization/solidification of radioactive salt waste by using x SiO2- yAl2O3- z P2O5 (SAP) material at molten salt state. Environm Sci Technol 2008, 42, 9357–9362.

	[72] 	Fujita S, Suzuki K, Ohkawa M, Shibasaki Y, Mori T. Reaction of hydrogrossular with hydrogen chloride gas at high temperature. Chem Mater 2001,13, 2523–2527.

	[73] 	Fujita S, Suzuki K, Mori T, Shibasaki Y. A new technique to remove hydrogen chloride gas at high temperature using hydrogrossular. Ind Eng Chem 2003, 42,1023–1027.

	[74] 	Tsukimura K, Kanazawa Y, Aoki M, Bunno M. Structure of wadalite Ca6Al5Si2O16Cl3, Acta Crystallogr 1993, C49, 205–207.

	[75] 	Kanazawa Y, Aoki M, Takeda H. Wadalite, rustumite, and spurrite from La Negra mine, Quere- taro, Mexico. Bull Geol Sur Jpn 1997, 48, 413–420.

	[76] 	Mihajlović T, Lengauer CL, Ntaflos T, Kolitsch U, Tillmanns E. Two new minerals, rondorfite, Ca8Mg[SiO4]4Cl2, and almarudite, K(□, Na)2(Mn,Fe,Mg)2(Be,Al)3[Si12O30], and a study of iron-rich wadalite, Ca12[(Al8Si4Fe2)O32]Cl6, from the Bellerberg (Bellberg) volcano, Eifel. N Jb Miner Abh 2004, 179, 265–294.

	[77] 	Galuskin EV, Galuskina IO, Bailau R, Prusik K, Gazeev VM, Zadov AE, Pertsev NN, JezakL, Gur- banov AG, Dubrovinsky L. Eltyubyuite, Ca12Fe1+Si 4O32Cl6 - the Fe3+ analogue of wadalite: A new mineral from the Northern Caucasus, Kabardino-Balkaria, Russia. Eur J Mineral 2013, 25, 221–229.

	[78] 	Gfeller F, Srodek D, Kusz J, Dulski M, Gazeev V, Galuskina IO, Galuskin EV, Armbruster T. Mayenite supergroup, part IV: Crystal structure and Raman investigation of Al-free eltyubyuite from the Shadil-Khokh volcano, Kel'Plateau, Southern Ossetia. Eur J Mineral 2015, 27,137–143

	[79] 	Ishii HA, Krot AN, Bradley JP, Keil K, Nagashima K, Teslich N, Jacobsen B, Yin QZ. Discovery, mineral paragenesis, and origin of wadalite in a meteorite. Am Mineral 2010, 95, 440–448.

	[80] 	Shannon RT. Revised effective ionic radii and systematic studies of interatomic distances in halides and chalcogenides. Acta Crystallogr A1976, 32, 751–767.




Index

ab initio calculations 1, 2

– ab initio molecular dynamics 1

– Born–Oppenheimer 1

– Car–Parrinello 1


achtarandite 1–2

adrianite 1

advanced ceramics 1–2

ahrensite 1–2, 3–4

Al63Cu24Fe13 1

Al71Ni24Fe5 1

algorithmic complexity 1–2, 3–4

alunite 1

American Mineralogist Crystal Structure Database (AMCSD) 1, 2–3, 4, 5

anthropogenic processes 1

antigorite 1, 2

anti-zeolite 1

aperiodic structure 1

approximant structure 1

ascent velocity 1–2

automorphism group 1

bakhchisaraitsevite 1

band theory 1

basal plane 1

basis set 1

beam damage 1

bilinite 1–2

biologically-controlled minerals (BCM) 1, 2, 3–4

biologically-induced minerals (BIM) 1, 2, 3

biomineral characterization 1–2, 3–4

biominerals 1–2

bond lengths 1, 2, 3, 4–5

bouazzerite 1, 2

bridgmanite 1, 2, 3, 4

Brillouin 1–2, 3

bulk modulus 1–2, 3–4

Ca12Al10Si4O32[Cl6] 1

Ca12Al14O32[□4Cl2] 1

Ca12Al14O32[□4F2] 1

Ca12Al14O32[□5O] 1–2

Ca12Al14O32[(H2O)4Cl2] 1

Ca12Al14O32[(H2O)4F2] 1

Ca12Fe103+Si4O32[Cl6] 1

Ca12Mg3Al4Si7O32[Cl6] 1

Ca12Mg5Si9O32[Cl6] 1, 2–3

CaCl2-flux 1–2

cacoxenite 1

calaverite 1

calcium aluminum inclusions 1

calcium carbonate 1–2

calcium carbonate polymorphism 1

carbonaceous chondrite 1–2

CaSiO3 1–2

catalysis 1–2

cell parameters 1, 2–3, 4–5

cellular automata 1

charoite 1–2

chemical analysis 1

CheMin 1–2

chem-sorption 1–2

chlorkyuygenite 1, 2–3

chlormayenite 1–2

chrysotile 1

Chukotka 1, 2

clay minerals 1, 2, 3, 4

clusters 1, 2

collision 1

color 1, 2

composite structures 1

computational 1–2, 3, 4

conductivity 1–2, 3

copiapite 1–2

coquimbite 1, 2–3

core boundary 1, 2

cristobalite 1–2, 3, 4, 5

crystal structure 1, 2–3, 4–5, 6, 7, 8

CrystalSleuth 1, 2–3, 4–5

cubic 1, 2, 3–4, 5, 6–7, 8, 9

cupalite 1

cymrite 1, 2, 3

decagonal symmetry 1–2

density functional theory 1–2

– homogeneous electron gas 1–2

– Kohn–Sham equation 1

– DFT+U 1,2


deterministic finite automaton 1–2

diamond 1–2, 3–4

diffraction 1–2, 3, 4, 5, 6, 7, 8, 9, 10, 11–12, 13, 14, 15, 16, 17, 18

diffraction pattern 1, 2–3, 4–5, 6, 7–8

diopside 1, 2, 3–4, 5

direct electron detectors 1

direct methods 1

dmisteinbergite 1, 2–3

doping 1

dyamical scattering 1

edge sites 1

electrical double layer 1

electride 1–2

electron density 1–2, 3–4, 5–6, 7

electron diffraction 1, 2, 3, 4–5


– automated diffraction tomography (ADT) 1–2




– convergent beam electron-diffraction (CBED) 1, 2, 3




– tomography 1–2

– energy-filtered 1

– Kikuchi lines 1

– nano-electron diffraction (NED) 1

– precession electron diffraction (PED) 1–2

– rotation electron-diffraction (RED) 1

– selected area electron diffraction (SAED) 1, 2


electron emitters 1

electron energy loss spectroscopy (EELS) 1

electron holography (EH) 1

electron-microprobe analysis (EPMA) 1

electronic states 1, 2, 3

eltyubyuite 1, 2, 3

energy dispersive X-ray spectroscopy (EDX, EDS) 1, 2

energy magnetic chiral dichroism (EMCD) 1

equation of state 1

eudialyte 1

exchange and correlation functional 1


– LSDA, LDA, GGA 1

– meta-GGA, dispersion correction 1


excitation error 1

extraframework anion 1–2

ferropericlase 1, 2, 3

fingerprint function 1

five-fold symmetry 1–2

fluorescence 1–2

fluorkyuygenite 1, 2

fluormayenite 1–2

garnet 1, 2, 3–4, 5–6, 7, 8–9

gemology 1

geobarometry 1–2

geometry optimization 1–2

group theory 1

half-metal 1, 2–3

hannayite 1

Hartree-Fock method 1–2

hazenite 1

hexacelsian 1

hierarchical depth 1–2

hierarchical span 1–2

high pressure 1–2, 3, 4, 5, 6–7, 8, 9

high temperature 1–2, 3, 4, 5, 6, 7, 8, 9

highly reducing environment 1

high-resolution narrow scans 1, 2

HTML 1–2

human calcified tissues 1–2

human chromosome 1

hydrogarnet 1, 2–3, 4, 5–6

hydrous ringwoodite 1, 2, 3–4

hydroxyapatite 1, 2–3


– human hydroxyapatite 1, 2–3

– structure determination 1–2

– structuralmodels 1


hydroxylation 1, 2–3, 4–5, 6–7

icosahedral symmetry 1–2, 3

icosahedrite 1–2

icosahedrons 1–2

IMA 1, 2, 3

IMA-List 1–2, 3–4, 5, 6

impact shock 1–2

incommensurability 1

Inductively Coupled Plasma Mass Spectrometry (ICP-MS) 1

information density 1–2

infrared spectroscopy 1–2, 3–4, 5

interaction potential 1


– Morse potential 1

– reactive force field 1

– Coulomb interaction 1

– Lennard-Jones potential 1


inversion center 1

ionic surfaces 1–2

jarosite 1, 2–3

kalsilite 1

Kamchatka 1–2

kaolinite 1, 2, 3

katoite 1–2, 3–4

Khatyrka 1, 2, 3, 4

khatyrkite 1–2, 3

kieserite 1

kimberlite 1

kinetic Monte Carlo 1

kokchetavite 1–2

Kolmogorov complexity 1

kornelite 1–2

kumdykolite 1

lamellae 1–2

laser power 1

laser wavelength 1, 2

Laser-Induced Break-down Spectroscopy (LIBS) 1, 2

lattice periodicity 1

law of rational indices 1

leucite 1, 2, 3

Listventovyi stream 1, 2

Loewenstein’s rule 1

lopezite 1–2

lower mantle 1

low-resolution wide scans 1

luminescence peaks 1, 2

magnetite 1–2

majoritic garnet 1–2, 3–4

Mars 1, 2–3, 4

materials engineering 1, 2

mayenite 1–2


– supergroup 1

– type structure 1–2


melanterite 1–2, 3

metallic aluminum 1, 2

metamictization 1

metastability 1

MgO6 1–2

Mg-wadalite 1–2

Milky Way 1

mica 1, 2

Mindat.org 1

mineral evolution 1, 2–3

mineral samples 1–2, 3

mineral species 1–2, 3, 4, 5, 6, 7, 8

modulated structures 1–2, 3

Monte Carlo 1, 2

Mössbauer 1, 2, 3

muscovite 1, 2

MySQL 1–2

nanomaterials 1, 2–3

NASA 1, 2–3

natrosilite 1

natural quasicrystals 1–2

nebular gas 1

nepheline 1, 2, 3

Newton equation of motion 1

nomenclature 1, 2, 3–4

non-ideal conditions 1

O− 1–2

O2− 1–2

O-H 1–2

olivine 1, 2, 3, 4, 5–6, 7, 8

Open Data Repository 1–2

open-source 1

orthorhombic 1,113, 2, 3

orthosilicates 1

oxygen isotopes 1

oxygen radicals 1–2

Pandey reconstruction 1

parabutlerite 1–2

parsimony 1–2

paulingite 1, 2–3, 4

Penrose tiling 1–2

pentacalcium-trialuminate 1

periodic boundary conditions 1, 2

periodic table 1, 2, 3, 4

pertlikite 1

phase transformations 1, 2, 3, 4, 5

phason strain 1–2

PHP 1–2

phyllosilicates 1, 2–3, 4, 5

phys-sorption 1

planet formation 1

polymorph 1, 2, 3–4, 5, 6, 7–8,9–10, 11–12

Post Hartree-Fock methods 1


– configurational interaction 1

– Møller–Plesset perturbation theory 2


powder X-ray diffraction 1–2, 3, 4, 5, 6, 7

proteins 1

protophase 1–2

pseudomorph 1–2

pseudopotential 1–2


– norm conserving 1

– ultrasoft 1


pushcharovskite 1

pyrite 1–2, 3–4

pyrophyllite 1–2

quasicrystal 1–2

Queensland 1

quenstedtite 1–2

quotient graph 1–2

radioactive decay 1, 2, 3

Raman active modes 1

Raman spectra 1, 2–3, 4, 5–6

Raman spectral database 1–2

Raman spectroscopy 1, 2, 3–4, 5

rapid cooling 1, 2, 3, 4

rapid quenching 1, 2

reconstruction 1


– matrix notation 1

– Wood’s notation 1


records 1, 2, 3, 4, 5, 6

reference library 1

reference spectra 1, 2, 3

relaxation 1, 2, 3–4, 5–6

remnant pressure 1

richetite 1

ringwoodite 1–2

roemerite 1–2

rotational symmetry 1–2, 3

rozenite 1, 2

RRUFF 1–2


– database 1–2, 3

– ID 1, 2


rumpling 1, 2

rutile 1, 2–3

sample collection 1

sample orientation 1

satellite 1

schwertmannite 1

search/match 1, 2, 3–4

seismic discontinuities 1

semiconductor 1–2, 3, 4, 5

semimetal 1, 2–3

serpentine 1, 2–3

Shannon formula 1–2, 3

siderotil 1–2

single-crystal X-ray diffraction 1–2, 3, 4, 5, 6–7

sodalite 1, 2

solar system 1, 2, 3–4

space group 1, 2, 3, 4, 5, 6–7, 8–9

spectroscopy 1, 2, 3, 4, 5, 6, 7, 8

sponge primmorphs 1–2


– sample preparation 1

– inorganic nanocrystals in sponge 1–2


stability 1–2, 3, 4, 5–6, 7, 8–9, 10–11, 12, 13, 14–15, 16, 17, 18

stability field 1–2, 3, 4

state of matter 1

steinhardtite 1–2

stishovite 1, 2–3, 4, 5

structural cages 1–2

structural hierarchy 1–2

structure


– determination 1, 2–3, 4–5, 6, 7




– distortion 1, 2, 3, 4–5

– refinement 1, 2–3, 4, 5, 6, 7, 8


struvite 1

suanite 1

superspace 1–2

surface acidity 1

surface energy 1, 2, 3–4, 5–6, 7–8

svyatoslavite 1, 2, 3, 4

syngas 1–2

synthesis 1, 2, 3, 4, 5, 6, 7–8, 9

szomolnokite 1, 2–3

Tenham meteorite 1

thermal effects 1

thermal expansion 1, 2, 3, 4–5

thermodynamic ensemble 1

thermodynamic integration 1–2, 3

TOC 1–2

TO-layer 1

TOT-layer 1

transition zone 1–2, 3, 4–5

transmission electron microscopy 1, 2, 3


– aberration-corrected TEM 1

– bright-field TEM 1, 2, 3

– environmental TEM 1

– high resolution TEM (HRTEM) 1–2, 3, 4, 5




– scanning- (STEM) 1, 2–3, 4

– (TEM) 1–2, 3–4


tridymite 1, 2, 3

tristetrahedral 1–2


ultrasonic interferometry 1–2

upper mantle 1, 2

URL 1

UV spectroscopy 1

vandendriesscheite 1

vaterite 1, 2–3


– polytypism 1



– structural models 1–2

– structure determination 1

– synthesis 1


Verwey transition 1, 2

vesuvianite 1–2, 3

vivianite 1

voltaite 1–2, 3

wadalite 1, 2, 3–4

wadsleyite 1–2, 3–4

wairakite 1–2

wave function 1–2, 3

website 1, 2, 3, 4, 5, 6

whitlockite 1

XPOW 1–2, 3

X-ray diffraction 1–2, 3, 4, 5, 6, 7, 8, 9, 10, 11-12, 13, 14, 15, 16, 17, 18


– single crystal 1–2, 3, 4, 5, 6–7

– powder (XRPD) 1–2, 3, 4, 5, 6, 7


XtalDraw 1, 2

zeolites 1, 2, 3, 4, 5–6, 7, 8–9, 10, 11–12


OEBPS/images/page152_img01.jpg
P s ‘

direction’






OEBPS/images/page132_img01.jpg
W

Frgwooits 5705

) )

W

wr

Me-0 ) Vagor
Y

Cma o o5 ey T el 17
coorante @
woyen)

N N R e T T i

Notes: P 1






OEBPS/images/page40_img1.jpg
'/ + v+ jat],





OEBPS/images/page21_img1.jpg
00

1100

1200





OEBPS/images/page158_img02.jpg





OEBPS/images/page158_img01.jpg





OEBPS/images/page138_img02.jpg
B

Ringwoodite

8 82 e 8888

{nan) N SHnpoLE NIne oaRENPY

E]

[

00

WELHO





OEBPS/images/page138_img01.jpg
Composition Watercontent K K* Technique Reference
MezSios 280% 15a  S(ed)  Krydiftacion [s6]
Me3SIO, 250% 1 s Xeay diffaction 23]
230% 1658 Brlouin 1571
230% 16 4w Bilouin s8]
220% 55 - Bilouin 31
100% 76 as(ued  Uasound 1s9]
100% 7 s Utasound 2]
100% 177 Xay diffaction [61]
093% w9 7.9 Xeay diffaction [62]
079% e e Xay diffaction [61]
070% 185 a(med)  Xaydifiacion  [12]
e et eu 186 4(ed)  Kraydiffacion  [12]





OEBPS/images/page158_img03.jpg





OEBPS/images/page118_img01.jpg
8’0

[
 rosemicabine
2 Nepneine

rgen:

R R S TR TR





OEBPS/images/page62_img01.jpg
25C 00¢

200
Analcime

Laumontite

Il T i





OEBPS/images/page82_img03.jpg
H%s({rp}, (Rt}

EoWollrel, [RiD)





OEBPS/images/page82_img01.jpg
(37)






OEBPS/images/page82_img02.jpg
UMers= = ¥ Dy (1 - expl-By(Ry - Ro)l)” (38)
&





OEBPS/images/page88_img03.jpg
F®T. V. m) = ho[1/2 + (¥ — 1)) — - [Bho(e™® — 1)~ — In(1 - )] (3.17)





OEBPS/images/page88_img04.jpg
T, P,N) = ~[E(N) - T, )
[E(N) - ¥ Niu(T, P
) G183





OEBPS/images/page18_img2.jpg
g T

1100

P
i S





OEBPS/images/page88_img01.jpg
G’

T,P,N)

E+FY?(T,P,N)+PV(T,P,N)





OEBPS/images/page88_img02.jpg
FYib(T,
(T,P,N) = | doF* (T, V, @)o(V, @)
(316)






OEBPS/images/page37_img4.jpg





OEBPS/images/page18_img1.jpg
1100





OEBPS/images/page37_img3.jpg
«
Ig=-) pilogyp; (bits/atom), 28)
-





OEBPS/images/page90_img01.jpg
(3.23)





OEBPS/images/page90_img03.jpg





OEBPS/images/page90_img02.jpg





OEBPS/images/page37_img2.jpg





OEBPS/images/page37_img1.jpg





OEBPS/images/page90_img04.jpg
(3.25)





OEBPS/images/page11_img1.jpg





OEBPS/images/page42_img2.jpg





OEBPS/images/page42_img1.jpg





OEBPS/images/page157_img01.jpg





OEBPS/images/page33_img1.jpg





OEBPS/images/page117_img01.jpg





OEBPS/images/page117_img02.jpg





OEBPS/images/page89_img04.jpg
2.3 ksTPKe = ksTLn

o L

- =dgpA+ keTn[c"A%.]

(.22)





OEBPS/images/page184_img01.jpg
Wayenite supergroup. Teite Wite Formuta
Mayenite 2100 Wopage =-2)

1 chlormayenite Al o4y o120 [04Ca]

2 flwormayenite Al o Corafluy (o]

3. chirkyygenite Al Hhonct, o124 032 [0 0)Cl]
4 fuorkyuygenite Al (Hh0uF, Caraflus 03 (O]
Wadalite group (Werape =-6)

5. wadalite AlySiy a o128y OnlCle]

& eltyubyuite Fejisia cle CaraFeljsiOnlcl]

7. adrianite’ MegsAlsh c CouaMEALSIT0p(Cl]"

rianite buta sold solution

“The ad
Ca12AlioSisO3alCle] and synther

tc

i
CaraMesSisOnlCleh





OEBPS/images/page39_img1.jpg
(213)





OEBPS/images/page111_img01.jpg
CPA T

¢ X
T ATTA





OEBPS/images/page89_img01.jpg





OEBPS/images/page89_img02.jpg
H
Baph = ] @ (BapE Y, (320
I





OEBPS/images/page89_img03.jpg





OEBPS/images/page173_img1.jpg





OEBPS/images/page95_img01.jpg
o Bl Bl oo
e o %
v&%&%&%





OEBPS/images/page95_img02.jpg





OEBPS/images/page133_img02.jpg
Mg ¢33Fe;h,, FeptaeSio.aee(Ho 174)04





OEBPS/images/page176_img1.jpg





OEBPS/images/page95_img03.jpg
Fett
TS
— Fely,
2o ST





OEBPS/images/page95_img04.jpg
5T — S+ 8¢





OEBPS/images/page95_img05.jpg





OEBPS/images/page49_img1.jpg





OEBPS/images/page133_img01.jpg
Mg ¢33Fegh;, Feat . Sio gga(Ho 174)04]





OEBPS/images/page185_img01.jpg





OEBPS/images/page119_img01.jpg





OEBPS/images/page6_img1.jpg





OEBPS/images/page84_img09.jpg





OEBPS/images/page64_img03.jpg
Tomperature (ceg)

o
Semterataw Mesl

65

20





OEBPS/images/page64_img01.jpg
(216)






OEBPS/images/page64_img02.jpg
HATC = 3 16 % ol @)
e





OEBPS/images/page156_img01.jpg





OEBPS/images/page84_img02.jpg
<«
pn = 1912 = ¥ w0, (Rep* 310
L





OEBPS/images/page84_img01.jpg





OEBPS/images/page13_img1.jpg
JOORmry Moy

AR

00

)

aw

w0

PR
S Sl o

sm

20

00

0 1200





OEBPS/images/page84_img04.jpg
 EDergy.

Coulomb Iteraction
ot Eoton Hecuon Hecrn

Quantum efecs

+ Vexe({R1)) + Viarree 0] + _Vaelp®

e

pprosimaton

G12)





OEBPS/images/page84_img03.jpg





OEBPS/images/page91_img01.jpg





OEBPS/images/page84_img06.jpg
£





OEBPS/images/page32_img2.jpg





OEBPS/images/page84_img05.jpg





OEBPS/images/page84_img08.jpg
Veelp®]





OEBPS/images/page84_img07.jpg





OEBPS/images/page190_img1.jpg
x»o»dl

(Mg Fe,)81)0,01,

Ca, Mg AL(SOLCl
Ca (Mg AFeS,0,.0,
Cet I,

Advanits Ma 2014)

o adie Mot 2009

Wadalite
Eltyubyuite

Mayenite

W AFe





OEBPS/images/page12_img1.jpg
AsoRrery Waemiy

00 40 700 000 100 60 10 200 2600 200 00 M0 IO 4000
Reman SHR cmr®)





OEBPS/images/page183_img01.jpg





OEBPS/images/page183_img02.jpg





OEBPS/images/page100_img01.jpg






OEBPS/images/page100_img02.jpg





OEBPS/images/page8_img1.jpg





OEBPS/images/page50_img1.jpg
Category.

Total information

conten
it cotl

‘Appraximate

number of
mineral species

Examples.

vary simple

simple

itermadiate

complex

very complex.

=7

20-100

100-500

s00-1000

»1000

E

1100

1800

damond, copper, halke, _galens,
uraninite, fuorite, quartz, corundum,
ingwoodite, calcie, dolomite, zircon,
goethite, lepidocrocite

alunite, Jarosie, nephaline, Kieserite,
szomelnokite, Kaolinite, olvine.group
minerals, diopside, orthoctase, albie,
bioite 111

enstatie, epidote, biotite 20, leucite
apatite, natrolte, talc 2, pyrope,
grossula, beryl, muscavite 241, stau
olte, actinolite, holmquistite, coesie
tourmaline, analcime, boracte
eudislyte, steenstrupine, coquimbite
sapphirine, alum, cymite,aluminite
veswianite, paulingite, bouazzerite,
ashcroftine. (Y, bementit, antigorite





OEBPS/images/page177_img1.jpg





OEBPS/images/page172_img1.jpg





OEBPS/images/title.jpg
Thomas Armbruster,

nghllghts in
Mineralogical
Crystallography

DE GRUYTER





OEBPS/images/page154_img02.jpg
Inkt ~ Fppy





OEBPS/images/page171_img1.jpg
Katoite
Cara"AuD12Oie

Mayenite
CanaAAT} 032 01"

Grossular
Gan"'Als" Sis20u0

SpaceGroup 1034 (230)

x @

oo
v

0,0,006a)
z o

EX* )

o
xpzo6n)

)
@

0,k @ad)
m013

a
xx6e)
¥

u

0.4

i
Lotz
o1
xyz@se
0

KX X016

To3d 239
a
ok ¢ 2ec)

0,0,0060)

o
xyz(o6n)

“The 3300 xtra fome work ceygen < ocatd 1 one of e & stuctral cages gty f he cage
contr 3,0, )3t gonerat psition 1 2

e ocaneta site ¥ in gamet corespands o th tetahedia e T4 in i, Halfof te O
e romain at 3 gonra position (48 & nd form th base fangt of the T4 tetranecon (03, T

apexaof the T tetrahedron 02)





OEBPS/images/page47_img1.jpg





OEBPS/images/page51_img1.jpg
{minerals {silicates {framework silicates {zeolites { paulingite }{}{.





OEBPS/images/page59_img01.jpg





OEBPS/images/img4.jpg





OEBPS/images/page38_img2.jpg
IGtotal = v x Ig (bits/unit-cell).





OEBPS/images/img3.jpg





OEBPS/images/page38_img3.jpg
Ic max = 10%, v (bits/vertex).





OEBPS/images/page7_img1.jpg





OEBPS/images/img6.jpg





OEBPS/images/page32_img1.jpg





OEBPS/images/page7_img2.jpg
Mineral Chemistry Includes:
ALL OF: AT LEAST ONE OF: NONE OF:
i P,0,Ca Jg
Contains the string 2 : Fe"3+ H_2.0
JHl Click an element once to include, twice to exclude. He
Li Be Clear Chemistry B F Ne
Na Exclude all non-selected Al Si [B]'S| CI Ar
K [CaSc Ti 'V Cr[MniFe Co Ni Cu Zn Ga Ge As Se Br Kr
Rb Sr Y Zr Nb Mo Tc Ru Rh Pd Ag Cd In SnSb Te I Xe
Cs Ba | * Hf Ta W Re Os Ir Pt AuHg TI Pb Bi Po At Rn
Fr Ra *
* La Ce Pr Nd PmSmEU Gd Tb Dy Ho Er Tm¥b Lu
~~ |Ac Th Pa U






OEBPS/images/img5.jpg





OEBPS/images/page38_img1.jpg





OEBPS/images/page38_img4.jpg
L
Lo = To/lomss = -| ' pilog;pi]log, v @)






OEBPS/images/page87_img02.jpg
(3.14)






OEBPS/images/page41_img1.jpg





OEBPS/images/page87_img01.jpg
{6 2.0~ ¥ Nucr, 2)] G13)





OEBPS/images/page63_img01.jpg
ineral name

Chemical formula

Jo o

its cell]

chabazite
cinoptiloite

walrakite

WlAS1;0](,0)
(€305, Na KAl Si0LIH:0)2
(M3 K041 Sis0 O3 (H:O0
Ka(Ca 5 NaglAl1oSizeOrzl(Hs O

CaslAl ¢Si205:1(H:Ohe

3

s1.059
208764
306352
28764
118117
264235
140078
7676

66117





OEBPS/images/page63_img02.jpg





OEBPS/images/page130_img01.jpg





OEBPS/images/page63_img03.jpg
> 16 @213)
*ATC = ) (6% 'Tel,
=





OEBPS/images/img2.jpg





OEBPS/images/img1.jpg







OEBPS/images/page162_img01.jpg





OEBPS/images/page122_img01.jpg





OEBPS/images/page22_img1.jpg







OEBPS/images/page19_img1.jpg
Asoirery Waemiy






OEBPS/html/nav.xhtml




Contents





		Cover



		Also of interest



		Title Page



		Copyright Page



		Editorial



		Contents



		Contributors



		Barbara Lafuente, R. T. Downs, H. Yang, and N. Stone



		1 The power of databases: The RRUFF project



		1.1 Introduction



		1.2 A brief history of the RRUFF project



		1.3 The RRUFF database



		1.3.1 Sample collection and characterization



		1.3.2 Reference library



		1.3.3 Search and access to mineral records



		1.3.4 Software design and server infrastructure



		1.4 Experimental observations during collection of Raman spectra



		1.4.1 Thermal effects of laser power



		1.4.2 Effects of the incident laser wavelength



		1.4.3 Fluorescence



		1.4.4 Presence of inversion center



		1.4.5 Metamict minerals



		1.5 Applications of the RRUFF project



		1.5.1 Crystal-chemistry analysis of Mars samples



		1.5.2 The Mineral Evolution database



		1.6 Future directions



		Sergey V. Krivovichev



		2 Structural complexity of minerals and mineral parageneses: Information and its evolution in the mineral world



		2.1 Introduction



		2.2 Measuring structural complexity



		2.2.1 Parsimony and its indices



		2.2.2 Information-based complexity measures



		2.2.3 Algorithmic complexity



		2.3 Information-based structural complexity of minerals: Statistics and basic trends



		2.4 Structural complexity and scalar hierarchy



		2.5 Structural complexity and the ‘ease of crystallization’



		2.5.1 General notes



		2.5.2 Silica polymorphs



		2.5.3 Feldspar compositions



		2.5.4 Serpentine-group minerals



		2.5.5 Micas and clay minerals



		2.5.6 Metastability and structural complexity



		2.6 Microevolution of structural complexity in natural processes



		2.6.1 Information and chemical reactions: oxidation of pyrite and the cascade of iron sulfate hydrates



		2.6.2 Information and temperature: Natural zeolites



		2.7 Macroevolution of structural complexity of minerals: Preliminary musings



		2.8 Information storage and processing in minerals 



		2.9 Conclusions



		Sergey V. Churakov



		3 Ab initio simulations of mineral surfaces: Recent advances in numerical methods and selected applications



		3.1 Introduction



		3.2 Theoretical background and simulation methods



		3.2.1 Structural rearrangements and surface symmetry



		3.2.2 Stability of surfaces of simple ionic solids



		3.2.3 Influence of the surface on the electronic structure



		3.2.4 Theory of atomistic simulations



		3.2.5 Thermodynamics of mineral surfaces



		3.2.6 Acid-base properties of surfaces



		3.2.7 Simulation packages



		3.3 Case studies



		3.3.1 Diamond



		3.3.2 Rutile



		3.3.3 Pyrite



		3.3.4 Magnetite



		3.3.5 Phyllosilicates



		3.4 Outlook



		Luca Bindi and Paul J. Steinhardt



		4 Natural quasicrystals: A new frontier in mineralogy and its impact on our understanding of matter and the origin of the solar system



		4.1 Prelude to quasicrystals



		4.2 Revolution in Crystallography: Quasicrystals (1984)



		4.3 Revolution in Mineralogy: Natural Quasicrystals (2009)



		4.3.1 Extraordinary evidence



		4.3.2 Impact



		4.4 Outlook



		Fabrizio Nestola



		5 Ringwoodite: its importance in Earth Sciences



		5.1 History of ringwoodite



		5.2 Crystal structure and Mg/Fe substitution



		5.3 The effect of water on the crystal structure of ringwoodite



		5.4 Ringwoodite stability field



		5.5 Thermo-elastic properties of ringwoodite



		5.5.1 Bulkmodulus





		5.5.2 The effect of water on the bulk modulus of ringwoodite



		5.5.3 Thermal expansion of anhydrous and hydrous ringwoodite



		5.5.4 Thermo-elastic properties of ringwoodite: implications for Earth Sciences



		5.6 Ascent of diamond-bearing kimberlite magma



		5.7 Ringwoodite and the Earth’s storage water capacity



		Enrico Mugnaioli



		6 Investigation of bio-related minerals by electron-diffraction tomography: Vaterite, dental hydroxyapatite, and crystalline nanorods in sponge primmorphs



		6.1 Introduction



		6.2 Automated diffraction tomography (ADT)



		6.3 Experimental



		6.3.1 Conventional TEM, ADT and structure analysis



		6.3.2 Sponge primmorphs sample preparation



		6.3.3 Vaterite synthesis



		6.3.4 Human hydroxyapatite extraction



		6.4 Characterization of unknown biominerals inside tissues: Crystalline nanorods in sponge primmorphs



		6.5 Ab-initio structure determination of complex bio-related nanocrystalline minerals: Vaterite



		6.6 Structure investigation of human calcified tissues: Dental hydroxyapatite



		6.7 Conclusions and perspectives



		Frank Gfeller



		7 Mayenite Ca



		7.1 The discovery and chemical composition of mayenite Ca



		7.2 The crystal structure of mayenite and its relation to the garnet structure



		7.3 Extra framework anions and structure distortion



		7.3.1 Centre, off-centre or both?



		7.3.2 Extraframework occupants in “dry” mayenite



		7.3.3 Hydroxylated mayenite



		7.4 Zeolite or anti-zeolite?



		7.5 Applications of mayenite ceramics



		7.5.1 Mayenite the first thermally and chemically stable electride



		7.5.2 Active oxygen O



		7.5.3 Cation and anion doping of mayenite



		7.6 The mineral mayenite



		7.6.1 The mayenite supergroup



		7.6.2 Achtarandite



		7.6.3 Silicates with mayenite-type structure



		7.7 Synthesis and structure of wadalite-group members



		7.8 Outlook



		Index











OEBPS/images/page93_img01.jpg





OEBPS/images/cover.jpg
DE GRUYTER






OEBPS/images/page34_img3.jpg
H=-Y pilogypi  (bits/symbol) @6





OEBPS/images/page34_img2.jpg
25)






OEBPS/images/page34_img1.jpg





OEBPS/images/page48_img1.jpg
) sl b =

bbb [abb ab

bbbb bbb [bb B

baabh! Gash Bas [Gaba foabed bababh

bass besab babaa babaab






OEBPS/images/page115_img01.jpg





OEBPS/images/page17_img1.jpg
Asoirery Wemiy

0 M0 W a0 S0 E0 70 S0 %0 00 100 1200





OEBPS/images/page9_img2.jpg





OEBPS/images/page127_img01.jpg





OEBPS/images/page20_img1.jpg
Asoirery WaeneRy

2000

00
R S o)

&





OEBPS/images/page9_img1.jpg
‘meter Search Controls Huds

Cell Paras
@ Use Search Controls

Crystal system: v] Lattice: (K]

Point group: ~ ] space group: | ] 56 List
[ b: [ ] e | 1%Tol
a: [ B: | ] v: | 10% Tol

volume: [ ]

@ Use Literature @ Use RRUFF @ Use AMCSD

‘Search Entire List





OEBPS/images/page79_img01.jpg
Type Q=0 p=0  Typel: Q70 pu=0  Typelll: Q0 =0
000000
000000

o






OEBPS/images/page134_img01.jpg
Pressure (GpP)






OEBPS/images/page60_img01.jpg
1875

254

5678 9101121311508

——





OEBPS/images/page161_img01.jpg
w@@ :: :





OEBPS/images/page128_img01.jpg





OEBPS/images/page43_img1.jpg





OEBPS/images/page46_img1.jpg





OEBPS/images/page78_img01.jpg
Ehe b)) E@ane (i)






OEBPS/images/page78_img02.jpg
V2)





OEBPS/images/page139_img01.jpg
Composition ‘Water content Technique Reference
M25i0: o ey diftacion {631
M 5i0, ° Galorimetry 2]
M 5i0, ° Xeaydiffaction 147]
M25i04 o HpVst 2]
M SIO, o Xaaydiffacion [24]
M Si0, o Xeaydiffaction [é€]
M2 5i04 o Computational 7]
M 5i0, ° Computational 2]
12,510, ° Computational 5]
MeigFen 150 0 Xeaydiffaction 170
Fer510, ° 230 Xeydiffacion [71]
Fe25104 o 2.6 Themochemical  [72]
FerSi0, o 262 aydiffacion 1731
2510, ° 215 Computational 14l
Fe25i04 o 213 Computational ]
M 5i0, 260% 273 Xnydifacion (23]
M25i0s 250% 290 Xy diffaction __[24]

*Hish- pressure vibrational Spectroscopy





OEBPS/images/page174_img1.jpg
Boysenetal [12]" Patacios o al 114]" Sakakur et 115]"

Ste__Wait_Coord oce__ Coord. O Coord o

G 2 x-ownp)  oa7s0) ool 07690 A=01393905 34
oy

035
0165608 17

(S E = =
000673017
025042)
STy 01256) 018330) x= 02089200 1712
12 o
035
G @ - B G0aETE) - -
(S E E TonEan 1
12
e S e e E T S N
2
ey T X T
12
25 :
[ra—y T Govelzm T B T
0.442310) 2
0150890) :
- B = B x 7
2
o - = = = x
2
T N - B W =% 5 R/
- B B x g
2
22018936
T 12 o10e@ - B
Tiop w - = 535800 Toten) X031
0.06162) 12
024792)

* Coordinates from the original publications have baen changed to symmetry equivalent posiions
Where necessary o ensure comparabily.






OEBPS/images/page44_img2.jpg





OEBPS/images/page44_img1.jpg
STATE LIAGRAM

Q={1,2,3,4)
T={abq
5=

TRANSITION
MATRIX






OEBPS/images/page116_img01.jpg
Fm35)





OEBPS/images/page136_img01.jpg
Composition Ks K" Technique Reference
MezSios M e Xy ()
MezSIO, 18 - Brllou sl
Me:SI, 1% asen  xmydmeden (]
MezSiy 184 a2 Xraydffacion  [24]
MesSI, 199 a1p Computational  [45]
MesSI, 184 Brilluin 1l
MezSiy 185 - Brllouin wl
Me3SIO, 206 a5t Computational  [45]
Me:SI, 185 a5 Utasonic sl
MezSiy 184 s Utrasonic 59l
MesSI0y 185 42 Utrasonic 511
N
MerwPeo1sSi0, 188 a1 Brllou 53]
Merifeo2sios 192 sy afiacion (o
FosSI0, 05 ssfed  Komydfidion (1]
Fe35i04 20 - Brlluin 1]
Fos510, 20 ss Utrasonic o]
Fos510, 203 s Utrasonic 1
Fe35i04 189 55 Xeaydffacion  [13]
FesSID, 05 37 Xraydffaction  [55]





OEBPS/images/page136_img02.jpg





OEBPS/images/page81_img02.jpg





OEBPS/images/page189_img1.jpg





OEBPS/images/page81_img03.jpg
4T  pRepuison 7D (36)






OEBPS/images/page81_img01.jpg
U = yCoulomb  gyepulsion , gyoispersion  p SRy Polarization 17,0 (3.4)





OEBPS/images/page143_img01.jpg
P oo aamans "
b





OEBPS/images/page77_img01.jpg





OEBPS/images/page77_img02.jpg
(hkl)-mxn-R¢





OEBPS/images/page97_img01.jpg





OEBPS/images/page120_img01.jpg





OEBPS/images/page140_img02.jpg
ayo = 2.316 x 1072 K™! +0.195 x (wt.% H;0 in Mg,Si0y).





OEBPS/images/page45_img1.jpg
FINITE AUTOMATA

'STRUCTURAL AUTOMATA

TRANSITION / PROBUGTION

TRANSITION BETWEEN
VecToRs

LancuacE






OEBPS/images/page114_img01.jpg
4mm





OEBPS/images/page137_img01.jpg
Ringwoodite - Avensite

(ed9) *y sninpows wir

FE]

—

®

w

% Mg,Si0,





OEBPS/images/page53_img02.jpg





OEBPS/images/page53_img01.jpg





OEBPS/images/page137_img03.jpg
K (GPa) = [203.73 - 01447 x (% Mg;5104) — 12.607 x (H0wWt.% In Mg;5104)]
(5.3)





OEBPS/images/page137_img02.jpg





OEBPS/images/page16_img1.jpg
L L.






OEBPS/images/page99_img01.jpg
(010), (110), (110)





OEBPS/images/page35_img1.jpg
«
Io=-Y pilog; by (bitsfvertex),
-

@7





OEBPS/images/page35_img2.jpg





OEBPS/images/page35_img3.jpg






OEBPS/images/page52_img01.jpg





OEBPS/images/page108_img01.jpg





OEBPS/images/page4_img1.jpg





OEBPS/images/page98_img01.jpg
(001) -2 x 2 —R45"






OEBPS/images/page80_img01.jpg
AR krem 63
R





