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Preface
This is volume 78 in the series of Advances in Computers books. Currently, we

publish three volumes, each containing 5 to 7 chapters, annually on new technology

affecting the information technology industry. This series began in 1960 and is the

oldest continuously published book series chronicling the ever changing computer

landscape.

In this volume we again look at the World Wide Web. No longer an interesting

research curiosity, the Web has become a dominant force in managing the flow of

information internationally. It has become the primary source of information—both

good and bad—for many researchers, it has become the backbone of multitrillion

dollar (US) worldwide commerce, it has become the primary source of information

between companies and governments to customers and the general public, and it is

often the critical resource that manages the information flow within a company.

In this volume we present six chapters that show how the Web is changing to address

more complex issues in helping organizations manage their information technology

resources.

In Chapter 1, ‘‘Search Engine Optimization—Black andWhite Hat Approaches,’’

Ross A. Malaga explores the role of search engines in managing the information

flow through the Web. With the number of accessible web pages now being in the

billions, one needs an index of the Web in order to access any desired page.

Companies, such as Google, Yahoo, and Microsoft, are competing to be the search

engine of choice. Each of these search engines try to present the user with the most

relevant pages for any given query. On the other hand, companies want their own

pages to be ranked high so that the search engines will display their pages to a given

user’s query. Various techniques are employed by the search engines to rank pages

and by companies to try and boost their own rankings. In this chapter, Dr. Malaga

discusses this competing tension and describes the various approaches used to

develop these rankings.

Chapter 2’s ‘‘Web Searching and Browsing: A Multilingual Perspective’’ by

Wingyan Chung presents a different challenge presented by the emerging Web.

As an outgrowth of the 1960s US Defense Advanced Research Projects Agency’s

(DARPA) ARPANET, the Web had its roots in English text and the Roman
xiii
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character set. But there has been significant growth in areas where other languages

predominate, such as Japanese, Chinese, Arabic, among others. In this chapter,

Dr. Chung discusses the issues in opening up the Web to other character sets and

the issue of developing non-English search engines.

Dalibor Mitrović, Matthias Zeppelzauer, and Christian Breiteneder in Chapter 3’s

‘‘Features for Content-Based Audio Retrieval’’ discuss still another attribute of the

Web that has changed since its introduction. Initially, information was stored as

textual documents, and search engines were needed to find appropriate documents

containing appropriate textual information. But as the Web has grown, audio, video,

graphics, and pictures are quickly overtaking the growth of text files. Tools such as

iTunes for downloading music and video and sites such as YouTube.com store

thousand of new audio and video files each day. Searching for the specific item is

now based upon short textual tags placed with each such file. But there is increasing

interest in searching such files by the features in the files themselves—how to locate

features in a picture or specific sounds in an audio file. In this chapter, the authors

discuss the searching of audio music files by the contents of the music itself.

Chapter 4 is related to the audio search issues in Chapter 3 but from a still

different point of view. With the growth of the Web, more information is being

processed and transmitted—not only text files. When the Web started to grow in the

1990s, you could say that the Web was a digital network that was being transmitted

over analog telephone lines. However, somewhere around 10 years ago, the balance

changed. Most telecommunications are now over digital lines, with telephony now

being one of the technologies carried over this digital medium. The term ‘‘digital

lines’’ is also becoming somewhat anachronistic with more and more communica-

tions over wireless radio links. Kostas Pentikousis, Jarno Pinola, Esa Piri, Pedro

Neves, and Susana Sargento in ‘‘Multimedia Services over Wireless Metropolitan

Area Networks’’ discuss these issues, including the current trend of using the

Internet as a telephony network using ‘‘voice over IP’’ (VoIP) technologies.

With all of this development of new Web technologies, some of the criteria and

assumptions (such as cost, schedules, reliability) concerning development of Web

applications does not carry over from earlier ‘‘mainframe’’ development. Emilia

Mendes looks at the software development problems of Web development in

Chapter 5’s ‘‘An Overview of Web Effort Estimation.’’ How can we estimate the

effort required to build new Web applications and how does this differ from older

models? In this chapter, Dr. Mendes looks at various approaches to perform effort

estimation for new Web applications.

In the last chapter, Fabio Calefato and Filippo Lanubile in ‘‘Communication

Media Selection for Remote Interaction of Ad Hoc Groups’’ look at some of the

implications of the technology described in the earlier chapters. With the increased

speeds of the digital lines of the Web, with the increased capacity of the emerging
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search engines, and with an increasing set of objects (e.g., text, pictures, video,

telephony) being transmitted, one of the obvious impacts of these changes is that it is

no longer necessary for groups to be working together in order to use and share such

objects. Thus, we have an increasing dispersion of the workforce with social net-

works such as Facebook or Myspace providing mechanisms for communication over

a distance. How can such groups communicate effectively? In this chapter, the

authors discuss the various mechanisms that the Web provides for managing such

interactions.

I hope that you find these chapters of interest. For me, volume 78 marks a

significant milestone in my association with the Advances in Computers book series.
The first volume I put together was volume 40 in 1995, which makes this the 39th

volume produced under my direction. Or in other words, I have produced as many

volumes as all previous series editors combined. I have found the process both

interesting and rewarding, although at times a bit stressful in maintaining production

schedules without sacrificing quality. I am always looking for new and interesting

topics to appear in these pages. If you have any suggestions of topics for future

chapters, or if you wish to contribute such a chapter yourself, I can be reached at

mvz@cs.umd.edu.

Marvin Zelkowitz

College Park, Maryland
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Abstract
Today the first stop for many people looking for information or to make a

purchase online is one of the major search engines. So appearing toward the

top of the search results has become increasingly important. Search engine

optimization (SEO) is a process that manipulates Web site characteristics and

incoming links to improve a site’s ranking in the search engines for particular

search terms. This chapter provides a detailed discussion of the SEO process.

SEOmethods that stay within the guidelines laid out by the major search engines

are generally termed ‘‘white hat,’’ while those that violate the guidelines are

called ‘‘black hat.’’ Black hat sites may be penalized or banned by the search

engines. However, many of the tools and techniques used by ‘‘black hat’’

optimizers may also be helpful in ‘‘white hat’’ SEO campaigns. Black hat

SEO approaches are examined and compared with white hat methods.
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1. Introduction

The past few years have seen a tremendous growth in the area of search engine

marketing (SEM). SEM includes paid search engine advertising and search engine

optimization (SEO). According to the Search Engine Marketing Professional

Organization (SEMPO), search engine marketers spent over $13.4 billion in 2008.

In addition, this figure is expected to grow to over $26 billion by 2013. Of the

$13.4 billion spent on SEM, about 10% ($1.4 billion) was spent on SEO [1].

Paid advertising are the small, usually text-based, ads that appear alongside the

query results on search engine sites (see Fig.1). Paid search engine advertising usually

works on a pay-per-click (PPC) basis. SEO is a process that seeks to achieve a high

ranking in the search engine results for certain search words or phrases. The main

difference between SEO and PPC is that with PPC, the merchant pays for every click.

With SEO each click is free (but theWeb site ownermay pay a considerable amount to

achieve the high ranking). In addition, recent research has shown that users trust the

SEO (called organic) results and are more likely to purchase from them [2].

Industry research indicates that most search engine users only clicked on sites that

appeared on the first page of the search results—basically the top 10 results. Very

few users clicked beyond the third page of search results [3]. These results confirm

the research conducted by Granka et al. [4], in which they found that almost 80% of



FIG. 1. Paid versus organic search results.
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the clicks on a search engine results page came went to those sites listed in the first

three spots.

SEO has become a very big business. Some of the top optimizers and SEO firms

regularly charge $20,000 or more per month for ongoing optimization. It is not

uncommon for firms with large clients to charge them $150,000 or more on a

monthly basis [5].

Because of the importance of high search engine rankings and the profits

involved, search engine optimizers look for tools, methods, and techniques that

will help them achieve their goals. Some focus their efforts on methods aimed at

fooling the search engines. These optimizers are considered ‘‘black hat,’’ while

those that closely follow the search engine guidelines would be considered ‘‘white

hat.’’ There are two main reasons why it is important to understand the methods

employed by black hat optimizers. First, some black hats have proven successful in

achieving high rankings. When these rankings are achieved, it means that white hat

sites are pushed lower in the search results. However, in some cases these rankings

might prove fleeting and there are mechanisms in place to report such sites to the

search engines. Second, some of the tools and methods used by black hat optimizers

can actually be used by white hat optimizers. In many cases, it is just a matter of

scope and scale that separates black and white hat.
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While there are some studies dealing with SEO, notably Refs. [6–9], academic

research in the area of SEO has been relatively scant given its importance in the

online marketing field. This chapter combines the academic work with the extensive

practitioner information. Much of that information comes in the form of blogs,

forum discussions, anecdotes, and Web sites.

The remainder of this chapter proceeds as follows. Section 2 provides a back-

ground on search engines in general and basic SEO concepts. After that a detailed

discussion on the SEO process including keyword research, indexing, on-site

factors, and linking ensues. The section that follows focuses on black hat SEO techni-

ques. Legal and ethical implicationsofSEOare thendiscussed. Finally, implications for

management, conclusions, and future research directions are detailed.
2. Background

A search engine is simply a database of Web pages, a method for finding Web

pages and indexing them, and a way to search the database. Search engines rely on

spiders—software that followed hyperlinks—to find new Web pages to index and

insure that pages that have already been indexed are kept up to date.

Although more complex searches are possible, most Web users conduct simple

searches on a keyword or key phrase. Search engines return the results of a search

based on a number of factors. All of the major search engines consider the relevance

of the search term to sites in its database when returning search results. So, a search

for the word ‘‘car’’ would return Web pages that had something to do with auto-

mobiles. The exact algorithms used to determine relevance are constantly changing

and are a trade secret.

2.1 Search Engines History and Current Statistics

The concept of optimizing a Web site so that it appears toward the top of the

results when somebody searches on a particular word or term has existed since the

mid-1990s. Back then the search engine landscape was dominated by about 6–10

companies, including Alta Vista, Excite, Lycos, and Northern Lights. At that time,

SEO largely consisted of keyword stuffing. That is adding the search term numerous

times to the Web site. A typical trick employed was repeating the search term

hundreds of times using white letters on a white background. Thus, the search

engines would ‘‘see’’ the text, but a human user would not.

The search engine market and SEO have changed dramatically over the past few

years. The major shift had been the rise and dominance of Google. Google currently

handles more than half of all Web searches [10]. The other major search engines used
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in the United States are Yahoo and MSN. Combined, these three search engines are

responsible for over 91% of all searches [10]. It should be noted that at the time this

chapter was written, Microsoft had just released Bing.com as its main search engine.

The dominance of the three major search engines (and Google in particular)

combined with the research on user habits meant that for any particular search term,

a site must appear in the top 30 spots on at least one of the search engines or it was

effectively invisible. So, for a given term, for example ‘‘toyota corolla,’’ there were

only 90 spots available overall. In addition, 30 of those spots (the top 10 in each search

engine) are highly coveted and the top 10 spots in Google are extremely important.
2.2 SEO Concepts

Curran [11] states, ‘‘search engine optimization is the process of improving a

website’s position so that the webpage comes up higher in the search results [search

engine results page (SERP)] of major search engines’’ (p. 202). This process

includes manipulation of dozens or even hundreds of Web site elements. For

example, some of the elements used by the major search engines to determine

relevance include, but are not limited to: age of the site, how often new content is

added, the ratio of keywords or terms to the total amount of content on the site, and

the quality and number of external sites linking to the site [12].
3. The SEO Process

In general, the process of SEO can be broken into four main steps: (1) keyword

research, (2) indexing, (3) on-site optimization, and (4) off-site optimization.
3.1 Keyword Research

A search engine query is basically just a word or phrase. It is the result of the

query to a specific word or phrase that is of interest to search engine optimizers. The

problem is that there are usually many words or phrases that can be used for a

particular search. For example, if a user was looking to purchase a car—say a Toyota

Prius, she might use any of the following words or phrases in her search:

l Car

l Automobile

l New car

l Toyota
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l Prius

l Toyota Prius

l New Toyota Prius

l Toyota Prius New York City

l Toyota Prius NYC

l NYC Toyota Prius

It is easy to see that this list can keep going. In terms of SEO, which term or terms

should we try to optimize our site for?

Keyword research consists of building a large list of relevant search words and

phrases and then comparing them along three main dimensions. First, we need to

consider the number of people who are using the term in the search engines. After all,

why optimize for a term that nobody (or very few people) use? Fortunately, Google

now makes search volume data available via its external keyword tool (available at

https://adwords.google.com/select/KeywordToolExternal). Simply type the main

keywords and terms and click on Get Keyword Ideas. Google will generate a large

list of relevant terms and provide the approximate average search volume (see Fig.2).
FIG. 2. Google external keyword tool search volume results for hybrid car.



SEARCH ENGINE OPTIMIZATION 7
Clearly, we are looking for terms with a comparatively high search volume.

So, for example, we can start building a keyword list with:

l Toyota Prius—388,000

l Hybrid car—165,000

l Hybrid vehicle—33,100

l Hybrid vehicles—60,500

l Hybrid autos—4400

Many search engine optimizers also consider simple misspellings. For example,

we can add the following to our list:

l Hybird—27,100

l Hybird cars—2900

l Pruis—9900

Once we have generated a large list of keywords and phrases (most optimizers

generate lists with thousands of terms), the second phase is to determine the level of

competition for each term. To determine the level of competition, simply type the

term into Google and see how many results are reported in the top right part of the

page (see Fig.3).

To compare keyword competition, optimizers determine the results to search

(R/S) ratio. The R/S ratio is calculated by simply dividing the number results

(competitors) by the number of searches over a given period of time. On this scale

lower numbers are better. So, we might end up with a list like that in Table I.

Comparing R/S ratios is more effective than just looking at how many people are

searching for a particular word or phrase as it incorporates the level of competition.

In general, optimizers want to target terms that are highly searched and have a low

level of competition. However, the R/S ratio can reveal terms that have a relatively
FIG. 3. Competition in Google results.



Table I

SEARCH RESULTS AND COMPETITION

Term No. of searches per month Competition R/S

Toyota Prius 388,000 5,490,000 14.14

Hybrid car 165,000 12,900,000 78.18

Hybrid vehicle 33,100 17,900,000 540.78

Hybrid vehicles 60,500 7,880,000 130.24

Hybird 27,100 1,230,000 45.38
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low level of searches, but also a very low level of competition. For instance, Table I

shows that the misspelled word ‘‘hybrid’’ has a lower search volume than many of

the other terms. However, when the competition is also considered via the R/S ratio,
the misspelled word appears to be a good potential target for SEO.

The third factor to consider, at least in most cases, is the commercial viability of

the term. To determine commercial viability we must understand a bit about

consumer buying behavior. The traditional consumer purchase model consists of

five phases: (1) need recognition, (2) information search, (3) option evaluation,

(4) purchase decision, and (5) postpurchase behavior.

Once a potential consumer becomes aware of a need she begins to search for more

information about how to fulfill that need. For example, a person who becomes

aware of a need for a car would begin by gathering some general information.

For example, she might research SUVs, trucks, sedans, etc. At this point the

consumer does not even know what type of vehicle she wants. She might use search

terms like ‘‘how to buy a car’’ or ‘‘types of cars.’’ Since the consumer does not

know what type of car she wants at this point, these terms would be considered to

have low commercial viability.

In the next phase, the consumer begins to narrow down the choices and evaluate

the various options. Some exemplar search terms in this phase might include ‘‘car

review,’’ ‘‘SUV recommendation,’’ and ‘‘best cars.’’ These terms have a bit more

commercial viability, but would still not be considered high viable.

During the fourth phase, consumers have made a choice and are now just looking

for where to purchase—comparing options like price, warranties, service, trust, etc.

At this point the search terms become much more specific. For example, the

consumer might use terms like ‘‘Toyota Prius 2009,’’ ‘‘prius best price,’’ and

‘‘new jersey Toyota dealer.’’ Since the consumer is ready to purchase these terms

are considered to have high commercial viability.

A good optimizer will actually target multiple terms—some for the site’s home-

page and some for the internal pages of the site. For instance, the site for a Toyota

dealer in Montclair New Jersey might use ‘‘New Jersey Toyota Dealer’’ as the main
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SEO target for the homepage. The same site might use ‘‘Toyota Prius 2009 Best

Price’’ for an internal page that lists the features of that car and the details of the

vehicles on the lot.

Clearly, determining commercial viability is a combination of art and science.

It requires the optimizer to think like a consumer. Microsoft researchers have

conducted research into this area [13]. They have broken search into three main

categories: navigational, informational, and transactional. In addition, queries are

also categorized as either commercial or noncommercial based on the nature of the

search term used, resulting in the 3�2 grid shown in Table II. For example, terms

that include words such as ‘‘buy,’’ ‘‘purchase,’’ or ‘‘price’’ would be considered

commercial in nature. The researchers determined the categorization of commercial

and noncommercial by asking human reviewers to rate various terms along those

dimensions. Obviously, this approach has serious limitations. However, Microsoft

has developed a Detecting Commercial Online Intent tool, which is available at

http://adlab.microsoft.com/Online-Commercial-Intention/. Many optimizers use

this site to gauge the commercial viability and search type of their keywords.

Finally, some optimizers have attempted to capture the consumer earlier in the

process—during the option evaluation phases in particular. This is typically accom-

plished by developing review and recommendation type sites. There are, to date, no

reliable data on how well these types of sites perform in terms of moving the visitor

from the information phase to the transactional phase.
3.2 Indexing

Indexing is the process of attracting the searchengine spiders to a site,with the goal of

getting indexed (included in the search engine’s database) and hopefully rankedwell by

the search enginequickly.All of themajor search engines have a site submit formwhere

a user could submit a site for consideration. However, most SEO experts advise against

this approach. It appears that themajor search engines prefer ‘‘discovering’’ a new site.

The search engines ‘‘discover’’ a new site when the spiders find a link to that site from
Table II

COMMERCIAL ONLINE INTENTION (ADAPTED FROM REF. [13])

Commercial Noncommercial

Navigational Toyota Hotmail

Informational Hybrid Car San Francisco

Transactional Buy Toyota Prius Collide lyrics
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other sites. So the main approach to indexing involves getting links to a site from other

sites that were frequently visited by the spiders.

An increasingly popular approach to generating quick links to a new site is via

Web 2.0 properties. The term Web 2.0 seems to have been coined by Tim O’Reilly

whose O’Reilly Media sponsored a Web 2.0 conference in 2004 [14]. There does not

appear to be any standard definition of Web 2.0 as the concept is continually

evolving. However, Web 2.0 incorporates concepts such as user-developed content

(blogs, wikis, etc.), social bookmarking, and the use of really simple syndication

(RSS). For the purposes of indexing, user-developed content and social bookmark-

ing sites are key.

User-developed content sites enable users to quickly and easily publish written,

audio, and/or video content online. Many content sites employ a simple user

interface for text input that in many ways mimics traditional word processing

software. Most of these sites allow users to upload pictures and embed multimedia

content (audio and video). Among the most widely used Web 2.0 content sites are

blogs and wikis from multiple providers, and sites that allow users to create simple

Web sites (e.g., Squidoo and Hubpages).

A blog (short for Weblog) is simply a Web site where a user can post comments

and the comments are typically displayed in reverse chronological order. The

comments can range broadly from political commentary to product reviews to

simple online diaries. Modern blog software can also handle pictures, audio files,

and video files. The blog tracking site Technorati had recorded over 112 million

blogs in its system as of November 2007 [15].

A wiki is a type of software that allows users to create a Web site in a collabora-

tive manner. Wikis use a simple markup language for page creation. The most well-

known wiki site is Wikipedia (www.wikipedia.org)—an online encyclopedia to

which anyone can contribute. In fact, the site has over 9 million articles and more

than 75,000 contributors. Personal wikis are easy to create on a user’s own domain

or on free wiki sites, such as Wetpaint.com.

According toWikipedia, ‘‘social book marking is a way for Internet users to store,

organize, share, and search bookmarks of web pages’’ [16]. These bookmarks are

typically public, meaning anyone can see them. Bookmarks are usually categorized

and also tagged. Tagging allows the user to associate a bookmark with any chosen

words or phrases. Tags are completely created by the user, not the social book-

marking site. Some of the more popular social bookmarking sites include Del.icio.us,

Digg, and StumbleUpon.

An optimizer who wants to get a new site indexed quickly can build one or more

Web 2.0 content sites and include links to the new site. The optimizer can also use

social bookmarking to bookmark the new site. Since the search engine spiders visit

these sites frequently, they will find and follow the links to the new site and index
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them. This approach has an added benefit, in that the content site or social bookmark

itself might rank for the chosen term. If done correctly a good optimizer can

dominate the top positions in the search engines using a combination of their own

sites, Web 2.0 content sites, and social bookmarks.

Malaga [17] reports on using Web 2.0 SEO techniques to dominate the search

engine results pages. In one experiment the researcher was able to get sites indexed

in less than a day. In addition, after only a few days the researcher was able to obtain

two top 10 rankings on Google and five top 30 rankings. The results were similar for

results on Yahoo and MSN.

3.3 On-Site Optimization

On-site optimization is the process of developing or making changes to a Web site

in order to improve its search engine rankings. There are dozens, perhaps hundreds,

of on-site factors that are considered in determining a site’s ranking for a particular

term.

Some of the main on-site factors used by the search engines to determine rank

include title tag, meta description tag, H1 tag, bold text, keyword density, and the

constant additional of relevant unique content.
3.3.1 Meta Tags
Meta tags are HTML structures that are placed in the HEAD section of a Web

page and provide metadata about that page. Research has shown that meta tags are

an important component in SEO. Zhang and Dimitroff [18], for instance, examined a

large number of SEO components in controlled experiments. Their results show that

sites that make proper use of meta tags achieve better search engine results. In terms

of SEO, the most frequently used (and perhaps important) meta tags include title,

description, and keyword. Search engine optimizers are also usually interested in the

robots meta tag.

Officially the title tag is not really a meta tag; however since it works like a meta

tag, most optimizers think of it like one. The title tag is used by the search engines in

a number of ways. First, it appears to be an important component in the ranking

algorithms of the major search engines. Malaga [6] showed that aligning the title tag

with the targeted SEO term can result in major improvement in search engine

rankings. Second, the search engines typically use the title tag as a site’s name in

the search engine results page (see Fig.4).

There are two common mistakes that many Web developers make when it comes

to the title tag. First, they use the name of the company or the domain name as the

title tag. In other words, they do not align the title tag with the chosen SEO target



FIG. 4. Use of title and description meta tags in search results.
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term. Second, they use the same title tag for every page on the site. If we consider the

example of the Toyota dealer the homepage might have a title tag of ‘‘Montclair

New Jersey Toyota Dealer.’’ However, we would want the internal pages to have

their own title tags. For example, the Prius page might use ‘‘Toyota Prius’’ for the

title and the Corolla page would use ‘‘Toyota Corolla.’’

The description meta tag is used to explain what the Web page is about. It is

usually a short sentence or two consisting of about 25–30 words. Again, the search

engines use the description tag in two ways. First, it appears that at least some of the

search engines use the description tag as part of their ranking algorithm. Second,

some of the search engines will display the contents of the description tag below the

site link in the search engine results page (see Fig.4).

The keyword meta tag is simply a list of words or phrases that relate to the Web

page. For example, terms that might be used on the Toyota Prius page are ‘‘prius,’’

’’Toyota prius,’’ and ‘‘hybrid car.’’ The list of keywords can be quite long.

It appears that the major search engines do not give the keyword tag much or any

weight in determining a site’s rank. But some anecdotal evidence exists to support

the notion that Yahoo still uses this tag in its ranking algorithm.

Themajor search engines will index eachWeb page they find and will follow all of

the links on that page. There are some circumstances in which we might not want the

search engines to index a page or follow the links on it. For example, we might not

want a privacy policy or terms of use page to be indexed by the search engines. In this

case the optimizer can use a robot tag set to ‘‘noindex.’’ Themajor search engineswill

still crawl the site, butmost will not include the page in their database. There are some

cases where we might not want the search engines to follow the links on a particular

page. Including sponsored links on a page would be a good example. In this case the

optimizer would use a robot tag set to ‘‘nofollow.’’ These terms can be combined so

that a page is not indexed and the links on the page are also not followed. It should

be noted that while the major search engines currently abide by ‘‘noindex’’ and

‘‘nofollow’’ statements, they might change their policies at any time.
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Optimizers and Web developers often handle robots restrictions at the domain

level. They can include a file named robots.txt in the root directory. That file lists

directories and files that should and should not be followed or indexed.

If we pull all meta tag information together, we might wind up with the following

example for a Prius review on a hybrid car blog that is targeting the term ‘‘prius car

review’’:

<head>

<title>Prius Car Review</title>

<meta name¼"description" content¼"Unbiased Prius Car Review

from the Hybrid Car Experts"/>

<meta name¼"keyword" content¼"prius, toyota prius, hybrid car

review, hybrid truck review, hybrid SUV review, hybrid cars"/>

</head>

If the same blog also contained a page with sponsored links that the author did not

want the search engines to index or follow the head might appear as follows:

<head>

<title>Hybrid Car Review--Sponsors</title>

<meta name¼"description" content¼"Links to interesting sites

about hybrid cars"/>

<meta name¼"keyword" content¼"hybrid car review, hybrid truck

review,hybridSUVreview,hybridcars,hybridcarblog,hybridcar

links"/>

<meta name¼"robots" content¼"noindex">

<meta name¼"robots" content¼"nofollow">

</head>
3.3.2 Other On-Site Elements
While meta tags are important the text content on the page may be just as, if not

more, important. For instance, Zhang and Dimitroff [9] found that sites with key-

words that appear in both the site title tag and throughout the site’s text have better

search engine results than sites that only optimize the title tag.

3.3.2.1 Latent Semantic Indexing. All of the major search

engines place a good deal of importance on relevant text content. The search engines

determine relevance by analyzing the text on the Web page. For this purpose, the

search engines tend to ignore HTML tags, Javascript, and cascading style sheet

(CSS) tags. ‘‘Understanding’’ what a particular Web page is about is actually quite a
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complex task. A simple approach is to just match up the text on a Web site with the

query. The problem with this technique is that there are many ways to search for the

same thing. To overcome this problem, the major search engines now use latent

semantic indexing (LSI) to ‘‘understand’’ a Web page. Google’s Matt Cutts has

confirmed that Google uses LSI [19].

Latent semantic indexing (sometimes called latent semantic analysis) is a natural

language processing method that analyzes the pattern and distribution of words on a

page to develop a set of common concepts. Scott Deerwester, Susan Dumais, George

Furnas, Richard Harshman, Thomas Landauer, Karen Lochbaum, and Lynn Streeter

were granted a patent in 1988 (U.S. Patent 4,839,853) for latent semantic analysis.

A basic understanding of LSI is important in terms of writing for the search engines.

The technical details of LSI are beyond the scope of this chapter—the interested

reader is referred to Ref. [20]. However, a short example should aid in understanding

the overall concept. If we go back to our Toyota dealer we might expect its site to

include terms like car, truck, automobile, as well as names of cars (Corolla, Prius,

Highlander, etc.). To keep the example simple, let us assume that one page on our

Toyota dealer’s site might read ‘‘Toyota trucks are the most fuel efficient.’’ If a

search engine just used a simple matching approach then a query for ‘‘Toyota

Tacoma’’ would not return the page—since that exact term does not appear on the

page. However, using LSI the search engine is able to ‘‘understand’’ that the page is

about Toyota trucks and that a search for Toyota Tacoma should return the page.

It does this by comparing the site with all of the others that include terms such as

‘‘Toyota,’’ ‘‘truck,’’ and ‘‘Tacoma’’ and judges that it is likely that these terms are

related. The goal of LSI is to determine just how closely related the terms are. For

example, if the user searched on the term ‘‘Chevy Silverado’’ it should not return the

Toyota truck page. Although both pages are about ‘‘trucks,’’ using LSI the search

engine can determine that the relation among the terms is not very close.

It should be noted that Google probably does not actually compare pages with every

other pageon theWeb, as thiswouldbeextremely computationally intensive.However,

Google does attempt to determine the ‘‘theme’’ of individual pages and of sites.

Therefore, optimizers attempt to organize their sites based on the ‘‘themes’’ they are

attempting to optimize for. For example, if we were trying to optimize for ‘‘Toyota

trucks,’’ ‘‘Toyota sedans,’’ and ‘‘Toyota hybrids’’ each of these would become a page

on the dealer’s site. In addition, each page would be written around the ‘‘theme.’’
3.3.2.2 Updated Content. There seems to be a general belief

among optimizers that unique fresh text content is an essential aspect of SEO [21].

Many optimizers go to great lengths, such as hiring copy writers, to constantly add

fresh content to a site. However, some optimizers (and this author) have found that
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some sites with no fresh content may still rank well. For example, Darren Rowse

writing on ProBlogger [22] discusses the case of a blog that still ranked third on

Google for the term ‘‘digital photography’’ 9 months after any new content was

added. In addition, this author had a site that ranked first on Google for ‘‘discount

ipod accessories’’ 2 years after any new content was added to the site. While the data

are scant and anecdotal, it appears that adding fresh content may help get a site

ranked well to begin, but does not appear to be necessary to maintain a high ranking.

3.3.2.3 Formatting. The content on the page is important for SEO, but

so is the formatting. Formatting gives the search engines clues as to what the Web

developer thinks are the important aspects of the page. Some of the formatting

components considered by the search engines include header tags (H1, H2, etc.),

bold, and emphasis.

Header tags are used to identify various sections of a page. Header 1 (H1) tags

deliminate major sections on a page. Higher header numbers (H2, H3, etc.) identify

subsections. The major search engines consider text in an H1 HTML header to be of

increased importance [23]. Therefore, many optimizers place the main key terms

within an H1 tag structure. Lesser SEO terms might be placed in higher number

header tags (H2, H3, etc.). The bold and emphasis (em) tags are also used by

optimizers to indicate important text on a page.

Some early Web browsers, such as Lynx, were text based. That is, they could not

display any graphics. The <alt> tag was originally used to display information

about a Web-based image when displayed in a text-based browser. Today the

overwhelming majority of Web traffic is from graphical browsers (such as Internet

Explorer, FireFox, Opera, and Chrome). However, optimizers still use the<alt> tag

as another way of serving text content to the search engines. At one time search

engines appeared to make use of the text in an <alt> tag. According to Jerry West

[24], today the search engines not only do not use the <alt> tag in determining

rankings, but also may actually penalize sites that use, or overuse, the tag. The

<alt> tag remains important for people with disabilities, so it is good Web devel-

opment practice to include descriptive <alt> tags for all images.
3.4 Link Building

All of the major search engines consider backlinks in their ranking algorithms.

A backlink is a hyperlink from a site to the target site. All the major search engines

also consider the relevance of the text used in the backlink (called the anchor text).

For example, a link to the Toyota Web site that said ‘‘car’’ would be considered

relevant, but one that said ‘‘flowers’’ would be irrelevant.
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Yahoo and MSN use the number of backlinks in their algorithms. However,

Google places particular importance on backlinks. Google does not just consider

the number of links, but also the ‘‘quality’’ of those links. Google assigns each page

in its index a Page Rank (PR). PR is a logarithmic number scale from 0 to 10 (with

10 the best). Google places more weight on backlinks that came from higher

PR sites.

Exactly how PR is currently calculated is a closely held secret. However, we can

gain a basic understanding of the concept by examining the original PR formula

(U.S. Patent 6,285,999):

PRðAÞ ¼ ð1� dÞ þ dðPRðt1Þ=Cðt1Þ þ � � � þ PRðtnÞ=CðtnÞÞ;
where PR is the Page Rank of a particular Web page, t1,. . .,tn are Web pages that link

to page A, C is the number of links from a page to another page on the Web, and d is
a damping factor.

Clearly, determining PR is an iterative process. Also, each page provides a portion

of its PR to each page it links to. So, from a SEO perspective we want incoming links

from sites with a high PR. In addition, it is beneficial to obtain links from pages that

have fewer outgoing links. Consider the example in Fig.5 (adapted from http://

www.whitelines.nl/html/google-page-rank.html).

In this example, the entire Web consists of only three pages (A, B, and C).

In addition, the only links are the ones indicated. Each page has its PR set initially

to 1.0. An initial PR needs to be assumed for each page. However, after 15 iterations

the actual PR emerges and can be seen in Fig.6.

In addition to external sites, it must be noted that links from pages within a site

(internal links) also count toward PR. Therefore, optimizers must consider the

internal linking structure of the site. For example, many sites include links to privacy

policies, terms of service, about us, and other pages that do not allow visitors to take
Page A

PR = 1.0

Page B

PR = 1.0

Page C

PR = 1.0

FIG. 5. Page Rank Example 1.



Page A

PR = 1.164

Page B

PR = 0.644

Page C

PR = 1.192

FIG. 6. Page Rank Example 2.

Page A

PR = 0.434

Page B

PR = 0.335

Page C

PR = 0.335

FIG. 7. Page Rank example with NoFollow.

SEARCH ENGINE OPTIMIZATION 17
commercial action. However, since links to these pages appear on every page in the

site they may obtain a high PR. Optimizers can attempt to manipulate PR by using

the Robots NoFollow meta tag.

For instance, assume that the above example represents pages on a site. If we use

NoFollow to essentially eliminate the link between page B and page C (note that the

link still exists, but does not count toward PR), we would wind up with the structure

shown in Fig.7 after 20 iterations. In this example, adding the NoFollow leads to a

major change in PR for all of the pages on the site. In fact, it reduced the PR for all of

the pages—a very nonoptimal outcome!

Clearly, the result in this example is highly unlikely due to the circular link

structure on the site and lack of external links. But it does point out how an

inexperienced optimizer can run into problems when attempting to manipulate PR

on a site.
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4. Black Hat SEO

Some of the basic tenants of black hat SEO include automated site creation by

using existing content and automated link building. While there is nothing wrong

with automation in general, black hat SEOs typically employ techniques which

violate the search engines Webmaster guidelines.

For example, both Google and Yahoo provide some guidance for Webmasters.

Since Google is the most widely used search engine and their guidance is the most

detailed we will discuss their policies.

Google’s Webmaster guidelines (available at http://www.google.com/support/

webmasters/bin/answer.py?answer¼35769) offer quality guidelines that are impor-

tant for SEO. Google states:

These quality guidelines cover the most common forms of deceptive or manipulative

behavior, but Google may respond negatively to other misleading practices not listed

here (e.g., tricking users by registering misspellings of well-known websites). It’s not

safe to assume that just because a specific deceptive technique isn’t included on this

page, Google approves of it. Webmasters who spend their energies upholding the spirit

of the basic principles will provide a much better user experience and subsequently

enjoy better ranking than those who spend their time looking for loopholes they can

exploit.

In general, Google would like Webmasters to develop pages primarily for users,

not search engines. Google suggests that when in doubt the Webmaster should ask

‘‘does this help my users?’’ and ‘‘would I do this if the search engines did not

exist?’’

The Google Quality Guidelines also outline a number of specific SEO tactics

which Google finds offensive. These tactics are discussed in detail in the sections

below.

The astute reader might now ask, what will Google (or any other search engine)

do if I violate its quality guidelines. Google has two levels of penalties for sites that

are in violation. Those sites that use the most egregious tactics are simply banned

from Google. For example, on February 7, 2006 Google banned BMW’s German

language site (www.bmw.de) for using a ‘‘doorway page.’’ This is a page that shows

different content to search engines and human visitors. Sites that use borderline

tactics may be penalized instead of banned. A penalty simply means that the site

loses ranking position.

We can use the penalty system to provide a working definition of black and white

hat SEO. In general, black hat SEO consists of methods that will most likely lead to

Google penalizing or banning the site at some point. White hat SEOs are methods
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that Google approves of and will therefore not lead to any penalty. There are some

techniques that are borderline and some that are generally white hat, but may be

overused. We might define optimizers that fall into this category as gray hat. Gray

hat techniques may lead to a penalty, but will not usually result in a ban.

If black hat strategies lead to a site ban, why do it? Black hats tend to fall into two

categories. First, as it typically takes a bit of time for Google to ban a site, there are

individuals who use this delay to temporarily achieve a top ranking and make a bit of

money from their site. As they use software to automate the site creation and ranking

process, they are able to churn out black hat sites.

The second category consists of SEO consulting firms that use black hat techni-

ques. These companies achieve a temporary high ranking for their clients, collect

their money, and move on. For example, according to Google employee Matt Cutts’

blog [25], the SEO consulting company Traffic Power was banned from the Google

index for using black hat strategies. In addition, Google also banned Traffic Powers’

clients.

4.1 Black Hat Indexing Methods

While links from other sites might enable a site to get indexed quickly, it usually

takes time for a site to begin ranking well. As mentioned above, Google appears to

place new sites into the ‘‘sandbox’’ for an unspecified period of time in order to see

how the site evolves.

One of the primary tricks black hat SEOs use to attract search engine spiders is

called Blog Ping (BP). This technique consists of establishing hundreds or even

thousands of blogs. The optimizer then posts a link to the new site on each blog. The

final step is to continually ping the blogs. Pinging automatically sends a message to a

number of blog servers that the blog has been updated. The number of blogs and

continuous pinging attracts the search engine spiders that then follow the link.

It should be noted that many white hat SEOs use the BP technique in an ethical

manner. That is, they post a link to the new site on one (or a few) blog and then ping

it only after an update. This method has been shown to attract search engine spiders

in a few days [6].

As many of the techniques for indexing involve getting links to the site, we will

discuss them in more detail in Section 4.6.

4.2 On-Page Black Hat Techniques

Black hat optimizers use a variety of on-page methods. Most of these are aimed at

providing certain content only to the spiders, while actual users see completely

different content. The reason for this is that the content used to achieve high rankings
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may not be conducive to good site design or a high conversion rate (the rate at which

site visitors perform a monetizing action, such as make a purchase). The three main

methods that fall into this category are keyword stuffing with hidden content,

cloaking, and doorway pages.
4.2.1 Keyword Stuffing
Keyword stuffing involves repeating the target keyword or term repeatedly on a

page. Take, for example, our Toyota Prius site. It might repeat the term ‘‘Toyota

Prius’’ over and over again on the page. Obviously, repeating this term on the page

would not look good to human visitors, so early optimizers used HTML elements

such as the same foreground and background colors, or very small fonts to hide the

content from human visitors. The search engines quickly got wise to these tricks and

will now ignore content that is obviously not visible to humans.

Black hat optimizers generally look for any way to stuff their keywords into the

page code. As mentioned above, use of the <alt> tag on all images is good Web

development practice. However, in the early days of SEO a typically keyword

stuffing trick was to repeat the word or phrase within the <alt> tag text. This is

the reason that the search engines no longer consider <alt> tag text in their ranking

algorithms.

Today black hat SEOs have found new keyword stuffing methods. For instance,

optimizers (both black hat and white hat) have experimented with more obscure

meta tags such as abstract, author, subject, and copyright. These tags can be used

responsibly by white hat SEOs and as a place to stuff keywords for black hats. While

the major search engines seem to ignore these tags, they may influence ranking in

less well-known search engines.
4.2.1.1 Cascading Style Sheet—Keyword Stuffing.
More recently, optimizers have taken to using CSS to hide elements. The elements

the optimizer wants to hide are placed within hidden div tags, extremely small

divisions, off-page divisions, and using z position to hide content behind a visible

layer (see the sample code below for complete details).

Hidden Division:

<div style:visibility ¼"hidden">Toyota Prius</div>

By setting the division’s visibility setting to ‘‘hidden,’’ none of the text in the

division is displayed to human visitors. However, the text can be found and indexed

by search engine spiders.
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Small Division:

#hidetext a

{

width:1px;

height:1px;

overflow:hidden;

}

<div id¼"hidetext">Toyota Prius</div>

In this example, the text in the division is theoretically visible to both humans and

search engines. However, the layer is so small (only 1 pixel in size) that it will likely

be completely overlooked by human visitors.

Positioning Content Off-Screen:

#hideleft {

position:absolute;

left:-1000px;

}

<div id¼"hideleft">Toyota Prius</div>

The content in this division is also theoretically visible to both humans and search

engines. In this case, however, the layer is positioned so far to the left (1000 pixels)

that it will not be seen by humans.

Hiding Layers Behind Other Layers:

<div style¼"position: absolute; width: 100px; height: 100px;

z-index: 1" id¼"hide">

This is the text we want to hide</div>

<div style¼"position: absolute; width: 100px; height: 100px;

z-index: 2; background-color: #FFFFFF" id¼"showthis">

This is the text we want to display

</div>

This code example uses the CSS layer’s z index property to position one layer on

top of the other. The z index provides a measure of three dimensionality to a Web

page. A z index of 1 is content that site directly on the page. z index values greater than
1 refer to layers that are ‘‘coming out of the screen.’’ z index values less than 1 are used
for layers that are further behind the screen. In the example above, the hidden text is

put in a layer with a z index value of 1. The visible text appears in a layer with a z index
value of 2. Thus, due to the positioning, the second layer is aligned directly over the

first. This causes the text in the first layer to appear only to the search engines.

Google, for one, has begun removing content contained within hidden div tags

from its index. It has explicitly banned sites that use small divisions for keyword
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stuffing purposes [26]. However, these policies may cause a problem for legitimate

Web site developers who use hidden divisions for design purposes. For example,

some developers use hidden CSS layers and z index positioning to implement mouse

over multilevel menus (menus that expand when the user places their mouse over a

menu item) and other interactive effects on their sites.

4.2.1.2 Keyword Stuffing Using Code. Javascript is widely

used by Web developers to add interactivity to their sites. One of the most popular

uses of Javascript is to enable cascading menus. However, some site visitors might

turn off Javascript in their browser settings. Therefore, good Javascript coding

specifies that the developer should include content in the NoScript tag. The NoScript

tag provides alternative navigation or text for those who have Javascript turned off.

NoScript Example:

<script type¼"text/javascript">

[Javascript menu or other code goes here]

</script>

<noscript>Toyota Prius, Prius, Prius Car, Prius Hybrid

</noscript>

While NoScript has legitimate uses, it can also be abused by black hat optimizers.

Many use the NoScript tag for keyword stuffing. There is some good anecdotal

evidence to suggest that this tactic has helped some sites achieve a high ranking for

competitive terms [27].

4.3 Cloaking

Aswehavealreadyseen, someof the tricksused inblackhatSEOarenot conducive to

a goodvisitor experience. Cloaking overcomes this problem.Themain goal of cloaking

is to provide different content to the search engines and to human visitors. Since users

will not see a cloaked page, it can contain only optimized text—no design elements are

needed. So the black hat optimizer will set up a normal Web site and individual, text

only, pages for the search engines. The Internet protocol (IP) addresses of the search

engine spiders are well known. This allows the optimizer to include simple code on the

page that serves the appropriate content to either the spider or human (see Fig.8).

Some black hat optimizers are taking the cloaking concept to the next level and

using it to optimize for each individual search engine. Since each search engine uses

a different algorithm, cloaking allows optimizers to serve specific content to each

different spider.

Since some types of cloaking actually may provide benefits to users, the concept

of cloaking and what is, and is not, acceptable by the search engines has evolved
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over the past few years. One topic of much debate is the concept of geolocation.

Geolocation uses a visitor’s IP address to determine their physical location and

changes the site’s content accordingly. For instance, a site that sells baseball

memorabilia might use geolocation to direct people who live in the New York

City area to a Yankees page and those who live in the Boston area to a Red Sox page.

Clearly, geolocation allows site developers to provide more highly targeted content.

The main question is if the site serves different content to the search engines than to

most users, is it still considered cloaking? Maile Ohye [28] posting on the Google

Webmaster Central Blog chimed in on the controversy. According to Ohye as long as

the site treats the Google spider the same way as a visitor, by serving content that is

appropriate for the spider’s IP location, the site will not incur a penalty for cloaking.

4.4 Doorway Pages

The goal of doorway pages is to achieve high rankings for multiple keywords or

terms. The optimizer will create a separate page for each keyword or term. Some

optimizers use hundreds of these pages. Doorway pages typically use a fast meta
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refresh to redirect users to the main page (see Fig.9). A meta refresh is an HTML

command that automatically switches users to another page after a specified period

of time. Meta refresh is typically used on out of date Web pages—you often see

pages that state you will be taken to the new page after 5 s. A fast meta

refresh occurs almost instantly, so the user is not aware of it. All of the major search

engines now remove pages that contain meta refresh. Of course, the black hats have

fought back with a variety of other techniques, including the use of Javascript

for redirects. This is the specific technique that caused Google to ban bmw.de and

ricoh.de.
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4.5 Content Generation

Black hat optimizers make extensive use of tools that allow them to automatically

generate thousands of Web pages very quickly. The ability to quickly create new

sites is extremely important for black hats since their sites are usually targeted at low

competition terms and are also likely to be banned by the search engines. Site

generators pull relevant content from existing sites based on a keyword list. This

content includes not only text, but also videos and images.

Asmentionedpreviously, unique content appears to be an important element inmany

of the search engine algorithms. In fact, Google will penalize a site that includes

only duplicate content. It should be noted that some duplicate content on a site is

generally okay, especially now thatmany sites syndicate their content via RSS. As long

as a site has some unique content, it will usually not receive a penalty fromGoogle. The

best site generators have the ability to randomize the content so that it appears unique.

To understand how site generators work, let us use the ‘‘Yet Another Content

Generator’’ (YACG) site generation tool (this is an open source tool that can be

found at getyacg.com). YACG is written in PHP and is highly flexible and custom-

izable. After downloading YACG and installing it on a Web server, the optimizer

simply uploads a list of keywords. The longer the list of keywords the larger the site.

For example, this author used a list of 40 weight loss terms. Next, some basic setup

information, such as the domain name, contact information, and some API keys

(needed to pull in content from certain sites), was entered. Within a matter of

minutes YACG has created a site with over 189 content pages, as seen in Fig.10.

The tool also includes a sitemap and RSS feed based on the pages generated.

YACG has separated the look and feel of the site (template system) from the

content generation (the hook system). YACG templates use PHP and HTML and

provide the optimizer with complete control over site design. In fact, a paid version

of YACG called the YACG Mass Installer will actually grab the design of any site

the optimizer chooses to use as a template for generated sites.

The YACG hook system consists of scripts that pull in content from various sites.

For example, hooks for Wikipedia, Flickr, and YouTube are available in the basic

open source version. However, since YACG hooks are simple to code in PHP

optimizers can add hooks for virtually any site.
4.6 Link Building Black Hat Techniques

All of the major search engines consider the number and quality of incoming links

to a site as part of their algorithm. Links are especially important for ranking well on

Google. Therefore, black hat optimizers use a variety of methods to increase their

site’s backlinks (links from other sites).
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4.6.1 Guestbook Spamming
One of the simplest black hat linking techniques is guest book spamming.

Optimizers simply look for guest book programs running on authority (usually

.edu or .gov) sites. Links from authority sites are given more weight than links from

ordinary sites. Black hats then simply add a new entry with their link in the comments

area. This is becoming more difficult for black hats as guest books have decreased in

popularity and those that do exist may use a nofollow tag to deter this behavior.
4.6.2 Blog Spamming
While guest books may have decreased in popularity over the past few years,

the popularity of blogs (Weblogs) have certainly increased. Black hat optim-

izers have obviously noticed this trend and have developed techniques to take
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advantage of them. Two ways that black hats use blogs to generate incoming links

are blog comment spamming and trackback spamming.

Blog comment spamming is similar to guest book spamming, in that the optimizer

leaves backlinks in the comments section of publicly available blogs. However,

many blogging systems have added features to handle comment spam. At the

simplest level, the blog owner can require that all comments receive his or her

approval before they appear on the site. Another simple technique is to use nofollow

tags on all comments.

Many blogging systems now have a simple plugin that will require the commenter

to complete a ‘‘Completely Automated Public Turing test to tell Computers and

Humans Apart’’ (CAPTCHA). A CAPTCHA system presents a visitor with an

obscured word, words, or phrase. The obscuring is usually achieved by warping

the words, distorting the background, or segmenting the word by adding lines. While

humans can see through the obscuring technique, computers cannot. Since compu-

ters cannot solve a CAPTCHA, systems that use it are usually not vulnerable to

automated spamming software. However, some CAPTCHA systems have been

hacked, allowing black hat optimizers to successfully bypass this countermeasure

on certain sites.

A trackback is a link between blogs that is used when one blog refers to comment

on another blog. When this occurs, the original blog will generate a link to the blog

that made the comment. For example, legitimate blog A makes a post on a blog that

uses trackbacks. A black hat optimizer then ‘‘comments’’ on the post with his

backlink. The optimizer then sends blog a trackback ping (just a signal that indicates

that the optimizer had something to say about a post on blog A). Blog A will then

automatically display a summary of the comments provided by the black hat and a

link to the black hat’s site. Trackbacks bypass many of the methods that can be used

to handle comment spam. For this reason many blog systems no longer use

trackbacks.

Most serious black hat optimizers use scripts or software to find blogs that have

comments sections that do not require approval, do not have CAPTCHA, and do

follow. Once the system builds a large list of the appropriate type of blogs it then

submits the backlink to all of them. Similar systems are available that can find blogs

that have trackbacks enabled and implement trackback spamming. Using blog

spamming systems a black hat optimizer can easily generate thousands, even tens

of thousands, of quick backlinks.

It should be noted that many white hat optimizers also use scripts or software to

automate their own blog comment campaigns. However, instead of taking a scatter

shot approach, as the black hats do, white hat optimizers submit useful comments to

relevant blogs. They use the automated tools to find those blogs and manage their

comment campaigns.
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4.6.3 Forum Spamming
The underlying concepts involved with guest book and blog spamming has also

been implemented in online forums. Many forums allow users to post links—either

in the body of their forum post or in their signature lines. Black hats have developed

automated tools that find open forums, develop somewhat relevant posts, and insert

the posts with a link back to the target site.
4.6.4 Stats Page Spamming
Stats page spamming, also known as referrer spam, is a bit more complicated than

the other types of link spam discussed above. Some Web server statistics packages,

such as AWStats, publish their statistics, including their referrer lists, publicly on the

domain on which they run. A black hat can repeatedly make aWeb site request using

the target site as the referrer (requesting site). As shown in Fig.11, when the
FIG. 11. Referrer statistics example.
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statistics package publishes the referrer list the target site will appear as a backlink.

Like the other types of link spam discussed, there are scripts and software available

that will help the black hat find appropriate sites (those that publish referrer links)

and continuously request Web pages from them so that the referrer appears on the

top referrers list.

Clearly, a simple way around this type of link spam is to set stats packages so they

do not publish their results in a publicly accessible area. Site owners can also ban

specific IP addresses (or address ranges) or ignore requests from certain referrers.

However, these measures typically require at least some level of technical expertise,

which may be beyond most site owners.
4.6.5 Link Farms
Unlike link spamming, a link farm is a set of sites setup in order to link to each

other. Like most black hat sites many link farms are developed using automated

tools. Link farms usually work by including simple code on a links page. This code

generates a huge list of links from a database. All sites that include the code are

listed in the database. So, a site owner who includes the code on his page will have a

link to his site appear on every other site in the link farm.

As the search engines caught on to link farming, they began to ban sites that

participated in these schemes. Of course, the black hat optimizers started using more

subtle techniques. For example, instead of linking to every site in the database some

link farms will only present relevant links, which makes the outgoing links page

look more natural. Some will also randomize the links, so that every site does not

have the same list of links—which is fairly easy for the search engines to spot.

There is a fine line between legitimate link exchange management systems and

link farms. Link exchange management systems help optimizers (both white hat and

black hat) find sites they might want to link with. The systems will automate the

sending of a link request. These systems also check to see that the other site still

contains the optimizer’s link and will remove the reciprocal link if necessary.
4.6.6 Paid Links
Realizing the value of good links, many entrepreneurs started selling links from

their sites. In fact, some set up companies to act as link brokers, while others became

link aggregators. The aggregators would buy up links from various sites and resell

them as a package. There are no reliable statistics on the size of the link selling

industry; however, in its heyday (around 2004–2005) it was not uncommon for links

from high PR sites to sell for hundreds or even thousands of dollars per month.
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Since Google’s algorithm gives links a great deal of weight, the company quickly

caught on to these schemes and began to take action in 2005 [29]. Google appears to

have two ways it deals with paid links. First, its algorithm looks for paid links and will

penalize sites that sell themand those that purchase them. It attempts to findpaid links in

a number of ways. It can, for example, look for links that follow text like ‘‘sponsored

links’’ or ‘‘paid links.’’ It also looks for links that appear out of place from a contextual

perspective. For example, a site about computers that contains links to casino sites

might be penalized. Second,Webmasters can now report sites they believe are involved

in buying or selling links. These sites then undergo a manual review.

The penalties for buying or selling links appear to vary. At the low end of the

penalty range, Google might simply discount or remove paid links when determin-

ing a site’s PR. Sites that sell links may lose their ability to flow PR to other sites.

Finally, Google can ban repeat or egregious violators from its index.

Of course, the companies that sell links have attempted to develop techniques

aimed at fooling Google. For example, some companies now sell links that appear

within the text of a site. These links appear natural to Google. In addition, some

companies specialize in placing full site or product reviews. Some bloggers, for

example,will provide a positive site or product review,with associated links, for a fee.
4.6.7 HTML Injection
Onepopular off-site blackhatmethod isHTML injection,which allowsoptimizers to

insert a link in search programs that run on another site. This is achieved by sending the

search program a query which contains special HTML characters. These characters

cause the insertion of data specified by the user into the site. For example,WebGlimpse

is Web site search program widely used on academia and government Web sites. The

Stanford Encyclopedia of Philosophy Web site located at plato.stanford.edu, which is

considered an authority site, uses theWebGlimpse package. So an optimizer thatwould

like a link from this authority site could simplynavigate to http://plato.stanford.edu/cgi-

bin/webglimpse.cgi?nonascii¼on&query¼%22%3E%3Caþhref%3Dhttp%3A%2F

%2F##site##%3E##word##%3C%2Fa%3E&rankby¼DEFAULT&errors¼0&max

files¼50&maxlines¼30&maxchars¼10000&ID¼1. The optimizer then replaces

##site## with the target site’s URL and ##word## with the anchor text.
4.7 Negative SEO

One of the most insidious black hat methods is manipulating competitors’ search

engine results. The result is a search engine penalty or outright ban (a term black

hatters call bowling). The incentive for this type of behavior is fairly obvious.
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If a black hat site is ranked third for a key term, the optimizer who can get the top

two sites banned will be ranked first.

There are a number of techniques that can be used for bowling. For instance, the

HTML injection approach discussed above can be used to change the content that

appears on a competitor’s site. If a black hat optimizer is targeting a site that sells

computers, for example, the HTML injected might be <H1>computer, computer,

computer. . . The extensive use of keywords over and over again is almost guaran-

teed to lead to a penalty or outright ban in all the major search engines.

A recent article in Forbes [30] discussed the tactic of getting thousands of quick

links to a site a black hat wants to bowl. Quickly piling up incoming links is viewed

in a negative light by most search engines.

Since this type of SEO is ethnically questionable, most optimizers who conduct

such campaigns are required to sign nondisclosure agreements. Therefore, uncovering

actual cases where this approach has worked (produced a ban) is extremely difficult.

However, a competitor in a 2006 SEO competition believes he was inadvertently

bowled [31]. The goal of the competition was to achieve the best ranking for a made-

up term. The winner received $7000. One competitor offered to donate any winnings

to Celiac Disease Research. So many people began linking to the site that it quickly

started ranking well (typically in the top five on the major search engines). However,

over a period of a few months, as the number of incoming links kept increasing, the

site began to lose rank in Google (while maintaining rank on Yahoo and MSN). The

site was never completed bowled and eventually regained much of it rank.

According to the Forbes article, Google’s Matt Cutts states, ‘‘We try to be

mindful of when a technique can be abused and make our algorithm robust against

it. I won’t go out on a limb and say it’s impossible. But Google bowling is much

more inviting as an idea than it is in practice.’’
5. Legal and Ethical Considerations

Obviously, the field of SEO raises important legal and ethical considerations. The

main legal concern is copyright infringement. Ethical considerations are more

complex as there are currently no standards or guidelines in the industry.

5.1 Copyright Issues

The main legal issues associated with SEO (particularly black hat) involve

intellectual property—primarily copyright, but also trademark. Automated content

generators are of particular concern in this area as they are designed to steal content

from various sites and, in some cases, even the look and feel of a particular site.
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The use of content from another site without attribution is clearly a violation of

copyright law. However, on theWeb copyright issues can become somewhat complex.

For example, Wikipedia (www.wikipedia.org) use the GNU Free Documentation

License (GFDL), which explicitly states, ‘‘Wikipedia content can be copied, modified,

and redistributed if and only if the copied version ismade available on the same terms to

others and acknowledgment of the authors of the Wikipedia article used is included

(a linkback to the article is generally thought to satisfy the attribution requirement).’’So

simply including content from Wikipedia on a site would not constitute a copyright

violation as long as a link back to the source article was included.

YouTube.com is another interesting example of the complexities of Web copy-

right. The site has very strict guidelines and enforcement mechanisms to prevent

users from uploading copyrighted material without appropriate permissions. How-

ever, when a user submits their own videos to YouTube they, ‘‘grant YouTube a

worldwide, nonexclusive, royalty-free, sublicenseable and transferable license to

use, reproduce, distribute, prepare derivative works of, display, and perform the

User Submissions in connection with the YouTube Web site. . . You also hereby

grant each user of the YouTube Web site a nonexclusive license to access your User

Submissions through the Web site, and to use, reproduce, distribute, display, and

perform such User Submissions as permitted through the functionality of the Web

site and under these Terms of Service (from http://www.youtube.com/t/terms?

hl¼en_US).’’ Since YouTube makes it very easy to include videos on a Web site

(via the embed feature), it appears that doing so does not violate copyright.

So, at what point does the optimizer (either white or black hat) cross the line and

become a copyright violator? If, for example, you read this chapter and then write a

summary of it in your own words it is not a violation of copyright. Does this

assessment change if instead of writing the summary yourself, you write a computer

program that strips out the first two sentences of each paragraph in order to

automatically generate the summary? What if you take those sentences and mix

them with others extracted from a dozen other articles on SEO? This is essentially

what some of the content generators do.

From a practical perspective, black hats can actually use copyright law as a

weapon in their arsenal. All of the major search engines provide a mechanism for

making a complaint under the Digital Millennium Copyright Act (DMCA). Some of

the search engines will remove a site from its index as soon as a DMCA complaint is

received. In addition, sites that contain backlinks, such as YouTube, will also

remove the content when a complaint is received. All of these sites will attempt

to contact the ‘‘infringing’’ site and allow it to provide a counter-notification—

basically a defense against the complaint. There is at least one anecdotal report (see

http://www.ibrian.co.uk/26-06-2005/dmca-the-new-blackhat-for-yahoo-search/) that

this approach resulted in the temporary removal of a site from Yahoo.
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It should be noted that submitting a false DMCA complaint is not without serious

risks and potential consequences. As stated on the Google DMCA site (http://www.

google.com/dmca.html), ‘‘Please note that you will be liable for damages (including

costs and attorneys’ fees) if you materially misrepresent that a product or activity is

infringing your copyrights. Indeed, in a recent case (please see http://www.

onlinepolicy.org/action/legpolicy/opg_v_diebold/ for more information), a com-

pany that sent an infringement notification seeking removal of online materials

that were protected by the fair use doctrine was ordered to pay such costs and

attorneys’ fees. The company agreed to pay over $100,000.’’

5.2 SEO Ethics

According to Merriam–Webster’s dictionary (http://www.merriam-webster.com/

dictionary/ethics) ethics are, ‘‘the principles of conduct governing an individual or

group.’’ In some industries, these principles are determined by a governing body.

However, there is no governing body in the field of SEO. The SEMPO is a voluntary

industry association. However, even SEMPO has not put forth a set of ethical

principles for SEO professionals.

As a practical matter, Google’s Webmaster guidelines currently serve as a de
facto set of standards in the SEO industry. Violating those guidelines generally puts

an optimizer in the black hat camp.

One of the major problems in determining ethical behavior in the SEO industry is

that some tools and techniques can be used for either white or black hat SEO.

For example, if done in moderation and with good content the blog and ping

indexing approach is generally considered white hat. However, when it is abused

the technique becomes black hat.

5.3 Search Engine Legal and Ethical Considerations

As search engines, especially Google, have become the starting point for most

commercial activity on the Web, it is appropriate to ask if they are acting in an

ethical and legal manner. For instance, can a search engine selectively increase or

decrease the organic results for certain sites based on commercial, political, or other

interests. Clearly, the major search engines have censored their search results in

various countries—most notably China. Could a search engine raise the search rank

of its business partners or certain politicians? Since the search algorithms are a trade

secret it would be very difficult to determine if such a move was made intentionally

or as a natural result of the algorithm.

Currently most of the revenue generated by search engines comes from PPC ads

which are clearly labeled as ‘‘sponsored links.’’ However, could a search engine
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ethically and legally ‘‘sell’’ the top spots in its organic results without labeling them

as sponsored or ads? In fact, in the early days of PPC advertising (prior to 2002)

most search engines did not readily distinguish between paid and nonpaid listings in

the search results. This led to a June 27, 2002 U.S. Federal Trade Commission (FTC)

recommendation to the search engines that ‘‘any paid ranking search results are

distinguished from nonpaid results with clear and conspicuous disclosures’’ [32].

The major search engines have complied with this recommendation and it is likely

that any search engine that ‘‘sells’’ organic results without disclosing they are paid

will incur a FTC investigation.

Finally, do the search engines have any legal or ethical obligations when it comes

to its users? Search engines have the ability to gather a tremendous amount of data

about a person based on his or her search patterns. If that user has an account on the

search engine (usually for ancillary services like email) then these data can become

personally identifiable. What the search engines and users must be aware of is that as

global entities, the data collected by search engines may fall under various jurisdic-

tions. For example, in 2004 Yahoo! Holdings (Hong Kong) in response to a

subpoena from Chinese authorities provided the IP address and other information

about dissident Shi Tao. Based on the information provided, Tao was sentenced to

10 years in prison for sending foreign Web sites the text of a message warning

journalists about certain actions pertaining to the anniversary of the Tiananmen

Square massacre [33]. While Yahoo! acted according to local laws, many would

claim that they acted unethically. In fact, Yahoo! executives were called before a

Congressional committee to testify about the ethics of its actions.
6. Conclusions

The growth in the number of Web searches, along with more online purchases,

and the ability to precisely track what site visitors are doing (and where they have

come from) has led to explosive growth in the SEM industry. This growth is

expected to continue at around a 13% annual rate over the next few years, this is

opposed to a 4% growth rate for offline advertising [34]. Given this growth and the

profit incentives involved it is no wonder that some people and companies are

looking for tools and techniques to provide them with an advantage.

SEO is a constantly changing field. Not only are the major search engines

continually evolving their algorithms, but also others are entering (and frequently

leaving) the Web search space. For example, while writing this chapter Microsoft

launched its latest search engine—Bing. The press has also given much attention to

Wolfram Alpha and Twitter’s search capability. By the time you read this we should
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have a better idea if these new initiatives have been a success or a flop. In either case

SEO practitioners and researchers need to keep abreast of the most recent develop-

ments in this field.
6.1 Conclusions for Site Owners
and SEO Practitioners

The implications of black hat SEO are particularly important for anyone who

owns a Web site or anyone who is involved in the online marketing industry. Web

site owners need to be aware of black hat SEOs on two levels. First, they need to

understand if the competition is using black hat approaches and if they are achieving

success with them as this might impact the prospects of the owner’s site. Second, the

site owner who might want to hire a search engine optimizer needs to be aware of the

techniques the person or firm might use. Some SEO companies use black hat

techniques to get quick results, and payment, from their clients. This was the case

with a company called Traffic Power. In 2005, Traffic Powers’ sites and many of its

clients’ sites were banned by Google for using black hat SEO approaches [25].

Online marketers also need to understand and keep up with the most current SEO

methods and tools, including the black hat approaches. As was mentioned above,

many black hat methods work well for white hat SEO when done in moderation.

In addition, many black hat tools may prove useful to white hat SEOs.

Everyone involved in SEO must realize that today’s ‘‘white hat’’ SEO methods

might become ‘‘black hat’’ in the future as the search engines change their algo-

rithms and policies. We have already seen this occur with the case of purchased

links.

Finally, white hat SEOs need to understand when the competition is using black

hat techniques. The major search engines have processes in place to report black hat

sites. For instance, Google’s Webmaster Tools site allows Webmasters to ‘‘Report

spam in our index’’ and ‘‘Report paid links.’’
6.2 Future Research Directions

While SEO has been around since the mid-1990s, academic researchers have only

recently begun to take an interest in this area. Therefore, there are numerous

directions for future research in both black hat and white hat SEO. In general, the

area of SEO research can be broken into three main categories.

First, we need to have a better understanding of which techniques produce the best

results. This is true for both white hat and black hat approaches. For instance, it is not
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clear exactly which SEO techniques and the scope of those techniques will result in a

penalty or outright ban in the search engines.

As the search engine industry evolves researchers should try to keep pace. For

example, Google has recently begun to provide integrated search results. As shown

in Fig.12, instead of just showing a list of Web sites, Google now provides products,

video, and images that match the query. It is unclear exactly how these should be

handled from a SEO perspective.

Second, researchers can play a very important role in helping the search engines

improve their algorithms and develop other measures to deal with black hat SEO.

Much of the original research and development of many of the major search engines

comes directly from academia. For example, Google began as a Ph.D. research

project at Stanford University and the university provided the original servers for the

search engine. Ask.com is a search engine that started out as Teoma. The underlying

algorithm for Teoma was developed by professors at Rutgers University in

New Jersey.

While more work needs to be done, some researchers have already begun con-

ducting research into preventing black hat SEO methods. Krishnan and Raj [35] use

a seed set of black hat (spam) pages and then follow the links coming into those

pages. The underlying concept is that good pages are unlikely to link to spam pages.
FIG. 12. Integrated Google search results.
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Thus by following back from the spam pages, as process they term antitrust, they

find pages that can be removed from or penalized by the search engines. Kimuara

et al. [36] developed a technique based on network theory aimed at detecting black

hat trackback blog links.

Third, academic researchers can help in understanding how visitors and potential

customers use search engines. Asmentioned above, Microsoft has taken a first step in

this direction with its research into Online Commercial Intention (OCI). However,

the current OCI research is based on human interpretation of search terms.

A promising area for future research would be to analyze what search engine visitors

actually do after performing certain queries.

Another interesting research area is understanding the demographic and behav-

ioral characteristics of the people who visit each search engine and how these impact

online purchases. There is some anecdotal evidence to suggest that the major search

engines do perform differently in terms of conversion rate—at least for paid search

[37]. Taking this concept a step further, an optimizer might decide to focus a SEO

campaign on a certain search engine based on a match between demographics, the

product or service offered, and the conversion rate.
References

[1] SEMPO, The State of Search Engine Marketing 2008, 2008. Retrieved May 1, 2009, from http://

www.sempo.org/learning_center/research/2008_execsummary.pdf.

[2] R. Sen, Optimal search engine marketing strategy, Int. J. Electron. Comm. 10 (1) (2005) 9–25.

[3] iProspect, iProspect Search Engine User Behavior Study, 2006. Retrieved June 15, 2009, from http://

www.iprospect.com/premiumPDFs/WhitePaper_2006_SearchEngineUserBehavior.pdf.

[4] L.A. Granka, T. Joachims, G. Gay, Eye-tracking analysis of user behavior in WWW search, in:

Proceedings of the 27th Annual International ACM SIGIR Conference on Research and Develop-

ment in Information Retrieval, Sheffield, United Kingdom, July 25–29, 2004. Retrieved June 15,

2009, from http://www.cs.cornell.edu/People/tj/publications/granka_etal_04a.pdf.

[5] R. Bauer, SEO Services Comparison & Selection Guide, 2008. Retrieved June 10, 2009, from http://

www.scribd.com/doc/2405746/SEO-Pricing-Comparison-Guide.

[6] R. Malaga, The value of search engine optimization: an action research project at a new e-commerce

site, J. Electron. Comm. Organ. 5 (3) (2007) 68–82.

[7] R. Malaga, Worst practices in search engine optimization, Commun. ACM 51 (12) (2008) 147–150.

[8] M.S. Raisinghani, Future trends in search engines, J. Electron. Comm. Organ. 3 (3) (2005) i–vii.

[9] J. Zhang, A. Dimitroff, The impact of metadata implementation on webpage visibility in search

engine results (Part II), Inform. Process. Manage. 41 (2005) 691–715.

[10] E. Burns, U.S. Core Search Rankings, February 2008, 2008. Retrieved May 1, 2009, from http://

searchenginewatch.com/showPage.html?page¼3628837.

[11] K. Curran, Tips for achieving high positioning in the results pages of the major search engines,

Inform. Technol. J. 3 (2) (2004) 202–205.

[12] D. Sullivan, How Search Engines Rank Web Pages, 2003. Retrieved June 15, 2009, from http://

searchenginewatch.com/webmasters/article.php/2167961.



38 R.A. MALAGA
[13] H.K. Dai, L. Zhao, Z. Nie, J. Wen, L. Wang, Y. Li, Detecting Online Commercial Intention (OCI),

in: Proceedings of the 15th International Conference on the World Wide Web, Edinburgh, Scotland,

2006, pp. 829–837.

[14] T. O’Reilly, What Is Web 2.0—Design Patterns and Business Models for the Next Generation of

Software, 2005. Retrieved May 1, 2009, from http://www.oreillynet.com/pub/a/oreilly/tim/news/

2005/09/30/what-is-web-20.html.

[15] Technorati,Welcome to Technorati, 2008. RetrievedMay 1, 2009, fromhttp://technorati.com/about/.

[16] Wikipedia, Social Bookmarking, 2008. Retrieved May 1, 2009, from http://en.wikipedia.org/wiki/

Social_bookmarking.

[17] R. Malaga, Web 2.0 techniques for search engine optimization—two case studies, Rev. Bus. Res.

9 (1) 2009.

[18] J. Zhang, A. Dimitroff, The impact of webpage content characteristics on webpage visibility in

search engine results (Part I), Inform. Process. Manage. 41 (2005) 665–690.

[19] A. Beal, SMX: Cutts on Themes and Latent Semantic Indexing, 2007. Retrieved June 10, 2009, from

http://www.webpronews.com/blogtalk/2007/06/11/smx-cutts-on-themes-and-latent-semantic-

indexing.

[20] S. Deerwester, S. Dumais, G. Furnas, T. Landauer, R. Harshman, Indexing by latent semantic

analysis, J. Am. Soc. Inform. Sci. 1 (6) (1990) 291–407.

[21] Practical Ecommerce, Importance of New, Fresh Content for SEO, 2009. Retrieved June 10, 2009,

from http://www.practicalecommerce.com/podcasts/episode/803-Importance-Of-New-Fresh-Content-

For-SEO.

[22] D. Rowse, How Much Does Fresh Content Matter in SEO? 2007. Retrieved June 10, 2009, from

http://www.problogger.net/archives/2007/05/19/how-much-does-fresh-content-matter-in-seo/.

[23] A. K’necht, SEO and Your Web Site—Digital Web Magazine, 2004. Retrieved June 10, 2009, from

http://www.digital-web.com/articles/seo_and_your_web_site/.

[24] R. Nobles, How Important Is ALT Text in Search Engine Optimization? 2005. Retrieved June 10,

2009, from http://www.webpronews.com/topnews/2005/08/15/how-important-is-alt-text-in-search-

engine-optimization.

[25] M. Cutts, Confirming a Penalty, 2006. Retrieved June 10, 2009, from http://www.mattcutts.com/

blog/confirming-a-penalty/.

[26] M. Cutts, SEO Tip: Avoid Keyword Stuffing, 2007. Retrieved June 10, 2009, from http://www.

mattcutts.com/blog/avoid-keyword-stuffing/.

[27] S. Spencer, Bidvertiser SO Does Not Belong in Google’s Top 10 for ‘‘marketing’’, 2007. Retrieved

June 10, 2009, from http://www.stephanspencer.com/tag/noscript.

[28] M. Ohye, How Google Defines IP Delivery, Geolocation, and Cloaking, 2008. Retrieved June 10,

2009, from http://googlewebmastercentral.blogspot.com/2008/06/how-google-defines-ip-delivery.

html.

[29] M. Cutts, How to Report Paid Links, 2007. Retrieved June 10, 2009, from http://www.mattcutts.

com/blog/how-to-report-paid-links/.

[30] A. Greenberg, The Saboteurs of Search, 2007. Retrieved June 10, 2009, from http://www.forbes.

com/2007/06/28/negative-search-google-tech-ebiz-cx_ag_0628seo.html.

[31] Anonymous, Google Bowling, 2006. Retrieved June 10, 2009, from http://www.watching-paint-dry.

com/v7ndotcom-elursrebmem/google-bowling/.

[32] H. Hippsley, Letter to Mr. Gary Ruskin, Executive Director, Commercial Alert, 2002. Retrieved

September 3, 2009, from http://www.ftc.gov/os/closings/staff/commercialalertletter.shtm.

[33] BBC, Yahoo ‘helped jail China writer’, 2007. Retrieved September 4, 2009, from http://news.bbc.

co.uk/2/hi/asia-pacific/4221538.stm.



SEARCH ENGINE OPTIMIZATION 39
[34] J. Kerstetter, Online Ad Spending Should Grow 20 Percent in 2008, 2008. Retrieved June 10, 2009,

from http://news.cnet.com/8301-1023_3-9980927-93.html.

[35] V. Krishnan, R. Raj, Web spam detection with anti-trust rank, in: 2nd Workshop on Adversarial

Information Retrieval on the Web, Seattle, WA, August 2006. Retrieved June 10, 2009, from http://i.

stanford.edu/�kvijay/krishnan-raj-airweb06.pdf.

[36] M. Kimuara, S. Kazumi, K. Kazuhiro, S. Sato, Detecting Search Engine Spam from a Trackback

Network in Blogspace, in: Lecture Notes in Computer Science, Springer, Berlin, 2005, p. 723.

[37] D.J. Kennedy, Google, Yahoo! or MSN—Who Has the Best Cost per Conversion—A Study, 2008.

Retrieved June 10, 2009, from http://risetothetop.techwyse.com/pay-per-click-marketing/google-

yahoo-or-msn-who-has-the-best-cost-per-conversion-a-study/.



Web Searching and Browsing:
A Multilingual Perspective
ADVAN

ISSN: 00
WINGYAN CHUNG
Department of Operations and Management

Information Systems, Leavey School of Business,

Santa Clara University, Santa Clara, California, USA
Abstract
Since the publication of ‘‘The World Wide Web’’ in a 1999 volume of Advances
in Computers, worldwide Internet usage has grown tremendously, with the most

rapid growth in some non-English-speaking regions. A widening gap exists

between the surging demand for non-English Web content and the availability

of non-English resources. This chapter reviews previous works on computer-

mediated information seeking on the Web, computing technologies that support

Web searching and browsing, and Web portals in several major regions and

languages of the world. We introduce a general framework for supporting

Web searching and browsing in a multilingual world. Three Web portals were

developed to support searching, browsing, and postretrieval analysis of Chinese

business intelligence, Spanish business intelligence, and Arabic medical intelli-

gence. Results of experiments involving 67 native speakers of the three

languages confirm the usability and benefits of the portals and support the

applicability of the framework. The review, framework, and findings presented

in this chapter contribute to the fields of Web analysis, text mining, business and

medical informatics, and human–computer interaction.
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1. Introduction

The World Wide Web is characterized by its global nature and the use of different

languages. It is estimated that 23.8% of the world’s population uses the Internet [38].

Half or more of the population in some 47 countries use the Internet in a variety of

languages. The most popular languages used on the Internet are English, Chinese,

Spanish, Arabic, Japanese, French, Portuguese, German, Russian, and Korean.

Despite these many languages, computers were originally designed to facilitate

input and processing using English. Because interconnected computers form the

backbone of the Internet, users must rely primarily on English to access the Internet.

Since the publication of an article entitled ‘‘The World Wide Web’’ in 1999

describing the technologies, social issues, and Web behavior [2], there has been a

widening gap between the surging demand for non-English Web content and the

availability of non-English resources. According to a report published in 2009,

Internet usage has grown tremendously during 2000–2008, with the most rapid

growths in non-English-speaking regions [38]. For example, the numbers of Internet

users in the Middle East and in Latin America have soared by 1296.2% and 860.9%,

respectively. China has more than 298 million Internet users, which has been

growing faster than the number of available IP addresses. The number of Web

sites in China had reached 2.878 million, surging by 91.4% between 2007 and
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2008 [16]. Fueled by the large user base, Arabic Web content is estimated to double

every year. This growth contributes to the soaring demands for better Web searching

and browsing in many different languages other than English [1]. There is a growing

need for Web portal developers and researchers to meet the demands.

This chapter has three goals. First, it provides a review of previous work on

computer-mediated information seeking on the Web, computing technologies that

support Web searching and browsing, and Web search portals in several major

regions and languages of the world. Second, this chapter describes a general

framework for supporting Web searching and browsing in a multilingual world.

Third, the chapter provides three case studies of supporting Web searching and

browsing in a multilingual world. Overall, the chapter contributes to describing the

state of the art in Web searching and browsing in a multilingual world and to

informing practitioners, researchers, and educators on the relevant topics.
2. Literature Review

As the Web is increasingly used in non-English-speaking regions, the use of non-

English languages has been gaining popularity. Online users rely on the Web to seek

for information and to conduct commercial activities. Search and browse tools emerge

to support these activities. Understanding the theoretical and technical aspects of Web

searching and browsing in a multilingual world will enable researchers and developers

to design better technologies and tools and to create better online experience for a

multitude of online users around the world. Therefore, we review below the related

issues, including information-seeking processes on the Web, technologies for Web

searching and browsing, and Web portals and search engines in different languages.
2.1 Information Seeking on the Web
2.1.1 Information-Seeking Models
Information seeking in electronic environments (such as theWeb) has been studied

widely in previous work. Kuhlthau [26] developed a six-stage model of the informa-

tion-seeking process that includes initiation, problem definition, source selection,

formulating queries, examining results, and extracting useful information. Marchio-

nini [33] describes a more detailed process that involves different cognitive and

behavioral steps such as recognizing and accepting an information problem, defining

and understanding the problem, choosing a search system, formulating a query,

semantic, and action mapping, executing a search, examining results, making
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relevance judgments, extracting information, reading, scanning, listening, classifying,

copying, storing information, and reflecting/iterating/stopping. Sutcliffe and Ennis

[54] summarized succinctly four main activities in their processmodel of information

searching: problem identification, need articulation, query formulation, and results

evaluation. They considered ‘‘information searching’’ to be a range of behaviors

from goal-directed information searching to more exploratory information browsing.

In directed searching, the user first decomposes his goal into smaller problems, then

expresses his needs as concepts and higher-level semantics, formulates queries using

such supports as Boolean query languages and syntax-directed editors, and finally

evaluates the results by serial search or systematic sampling. In exploratory brows-

ing, the user first transforms his general information need into a problem. He then

articulates his needs as search terms or hyperlinks that appear on the system interface,

searches using those terms or explores hyperlinks using such browse supports as

automatic summarization, clustering and visualization tools, and Web directories,

and finally evaluates the results by scanning through them. Due to its comprehen-

siveness, Sutcliffe and Ennis’s process model can be used as a cognitive framework

for designing a framework for Web information seeking in a multilingual world.

In addition, human information seeking has been described as a behavior that

includes questions, dialogue, and social and cognitive situations, associated with a

user’s interaction with an information retrieval system [25, 27]. The information-

seeking process involves user judgments, search tactics or moves, interactive feed-

back loops, and cycles [52]. Previous research has dealt with issues relating to user’s

cognitive structure [22] and factors affecting the user-intermediary interaction pro-

cess [47]. However, relatively little research studying perception by information

seekers has been done in the context of non-English Web searching.
2.1.2 Searching and Browsing
Searching and browsing on the Internet are two major information-seeking

activities. While researchers have used the term ‘‘searching’’ to refer to a range of

information-seeking behaviors from goal-directed searching to serendipity browsing

(e.g., [54]), we distinguish ‘‘searching’’ from ‘‘browsing’’ in terms of the extent to

which the information seeking is directed to a certain goal. As for the meaning of

‘‘searching,’’ Cove and Walsh’s [17] three-stage model involves three information-

seeking tasks: directed searching, general browsing, and serendipity browsing in

which ‘‘searching’’ has a higher degree of goal-directedness. Broder’s [3] taxonomy

of Web search distinguishes among informational, navigational, and transactional

Web searches and ‘‘searching’’ refers largely to informational Web searches. From

these works, searching is goal-directed information seeking that involves answering

‘‘yes/no’’ questions or giving a specific answer.
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Apart from searching, Internet users frequently engage in browsing. Marchionini

and Shneiderman [34] defined browsing as ‘‘an exploratory, information seeking

strategy that depends upon serendipity.’’ Chang and Rice [5] stated that browsing is

a direct application of human perception to information seeking. Spence [50]

defined ‘‘browse’’ as the registration of content into a human mental model. Having

compared various definitions, Chung et al. [14] defined ‘‘browsing’’ as an explor-

atory information-seeking process characterized by the absence of planning, with a

view to forming a mental model of the content being browsed.
2.1.3 Regional Impacts and Information Quality
Web searching and browsing involve the use of languages. As a language can be

used in more than one place or country, regional impacts arise because cultural,

social, and economic environments differ. For example, Spanish is widely used in

Europe, North America, and South America where the economic environments

differ vastly. Chinese is used in mainland China, Taiwan, Hong Kong, and a number

of Asian countries where the cultures are very different. Spink et al. [51] compared

the searching behaviors of a search engine (FAST) whose users are largely European

with those of another search engine (Excite) whose users are largely American and

found that FAST users input queries more frequently while Excite users focused

more on e-commerce topics. These results suggest regional differences on the Web,

arising from possible cultural and social differences. However, these studies focused

only on query and topic differences and did not reveal differences in search engine

effectiveness. Chinese is another non-English language that is gaining popularity on

the Web. However, because Chinese is mainly used in three closely located geo-

graphic regions (mainland China, Hong Kong, and Taiwan), its regional impact is

much less than that of Spanish, which is used across continents and widely separated

geographic regions. Unfortunately, there has been little research on the cross-

regional impacts of Spanish search engines, although evaluation of them should

improve understanding of optimal design of search engines and portals.

Information quality, a multifaceted concept considered an important aspect of

evaluating the quality of a Web site [32], has been explored in previous research [56].

To evaluate information quality, a set of 16 dimensions was developed [56] and tested

by Pipino et al. [44]. These dimensions were for the most part used in evaluating the

quality of information about organizations or companies, not the quality of information

obtained from search engines. Although Marsico and Levialdi [36] have developed a

Web site evaluation methodology that considers a site’s information quality, their

methodology was designed for evaluating general Web sites (e.g., travel information

Web sites) and does not consider the special requirements of non-English Web

searching.
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2.2 Technologies and Approaches to Support Web
Searching and Browsing

As the Internet evolves as a major information-seeking platform, prior works have

developed technologies to support searching and browsing on the Web. Information

retrieval system (most notably search engines) is a major technology used to support

searching. Web directories are developed to support browsing. Semantic networks

are developed to support searching and deeper understanding of Web content.

A review of these technologies and approaches follows.
2.2.1 Web Searching Technologies
2.2.1.1 Components of Search Engines. Typical search

engines operate by collecting and indexing resources on the Internet. A gathering

program, often called a Web spider or crawler, explores hyperlinked pages of the

Web and fetches them to index. From these pages, an indexer extracts keywords,

phrases, and other entities (such as hyperlinks) that are stored in a database or

repository. Finally, a retrieval program takes a user query and retrieves a ranked

list of relevant Web documents from its database.

Because different search engines have different methods of page collecting,

indexing, and ranking, they may include systematic bias in their search results.

Such bias has been termed ‘‘indexical bias’’ (bias in the selection of items) and has

been detected in major search engines such as Google, Yahoo, and AltaVista [39].

Mowshowitz and Kawaguchi [39] concluded from their study that the only realistic

way to counter the adverse effects of search engine bias is to use a number of

alternative search engines.
2.2.1.2 Metasearching. Instead of relying on one search engine,

metasearching uses a number of search engines for Internet searching and has been

shown to be a highly effective method of resource discovery and collection on the

Web. By sending queries to multiple search engines and collating the set of top-

ranked results from each of them, metasearch engines can greatly reduce bias in

search results and improve coverage. Chen et al. [7] showed that integrating meta-

searching with textual clustering tools achieved high precision in searching theWeb.

Some domain-specific search portals also have employed metasearching to search

the Internet. MedTextus [60] and HelpfulMed [9] are two Internet search portals that

serve medical professionals by providing searches of several popular and authorita-

tive online databases of medical literature, including MedLine, Merck, ACP, NGC,

and DARE. They fetch related documents returned by those databases and filter
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duplicates. NanoPort [6] is an Internet search portal that allows nanotechnology

researchers and professionals to search online journals (e.g., Science, MIT Technol-

ogy Review), literature databases (e.g., ScienceDirect, RaDiUS), and search engines

(e.g., Scirus, NanoSpot, AltaVista) related to the field.

Many commercial metasearch engines also are available and provide analysis

functions. Originated from Carnegie Mellon University and now operated by Vivi-

simo, Clusty (http://www.clusty.com/) searches Bing, Ask, Open Directory, Yahoo,

DMOZ, etc., and automatically clusters the search results into groups [42]. Powered

by InfoSpace, Inc. MetaCrawler (http://www.metacrawler.com/) and Excite (http://

www.excite.com/) metasearches a variety of search engines, including Google,

Yahoo!, Bing, and Ask.com. They also provide other services such as Web direc-

tory, multimedia search, and news search.

2.2.1.3 Postretrieval Analysis. Postretrieval analysis provides

added values regarding the Web pages returned by search engines. Previews and

overviews of retrieved Web pages are important elements in postretrieval analysis.

A preview is extracted from, and acts as a surrogate for, a single object of interest

[20]. Grounded in the information retrieval field, document summarization techni-

ques provide previews of individual Web pages in the form of summaries. Such

different kinds of summaries as indicative summaries [19], query-biased summaries

[55], and generic summaries [37] have been proposed.

An overview is constructed from and represents a collection of objects of interest

[20]. Document categorization techniques have been used to provide overviews of

retrieved Web pages. Chen et al. [10] proposed a self-organizing approach to

categorizing and searching the Internet. A multilayered neural network clustering

algorithm employing the Kohonen self-organizing feature map (SOM) [24] was

used to categorize about 10,000 Internet homepages related to entertainment.

Experimental results show that the category hierarchies created could serve to

partition the Internet into subject-specific categories and improve keyword search-

ing and browsing. In another research using 110,000 entertainment-related home-

pages as a testbed, the SOM category map was shown to benefit broad browsing

tasks. An automatically generated thesaurus (called a concept space) also was shown

to improve keyword-based searching tasks [8].

Apart from document categorization techniques, document visualization techniques

also have been used to provide overviews of retrieved Web pages. To facilitate

Internet browsing, Yang and Lee [59] compared fisheye and fractal views built

upon a SOM category map and found that both techniques could significantly increase

the effectiveness of visualizing the map. Reiterer et al. [45] proposed an information

assistant called INSYDER for seeking business information on the Internet. The

system provides four visualization views (result list, scatterplot, barchart, and tilebars)
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to facilitate browsing and it was found that result list achieved the highest average

effectiveness and efficiency. To discover business intelligence (BI) on the Web,

Chung et al. [14] proposed a system called ‘‘Business Intelligence Explorer (BIE)’’

that employed visualization techniques to help reduce information overload in busi-

ness analysis. Two browsing methods—Web community and knowledge map—

which were based on a genetic algorithm hierarchical display and a multidimensional

scaling display, respectively, were developed in BIE and were shown to help users

browse business information more effectively and efficiently than a result list display.

Despite the potential advantages of metasearching and information previews and

overview, they are rarely applied to developing non-English search engines.
2.2.2 Web Browsing Technologies
Web directories are developed to support information seeking on the Web via

browsing. Previous work in developing Web directories falls into two categories:

(1) extensive manual identification and categorization of Web resources and (2) auto-

matic construction of directories using machine learning or Web mining techniques.

2.2.2.1 Manual Categorization. Manual identification and cate-

gorization have been used in various domains, ranging from general search engines

to domain-specific Web portals. The Open Directory Project, also known as Direc-

tory Mozilla (DMOZ) (http://dmoz.org), is constructed and maintained by a large,

global community of volunteer editors. As of December 2009, DMOZ has over

84,626 human editors and lists more than 4,523,956 sites classified into over

590,000 categories. The rationale of DMOZ is to use extensive human work to

combat growth of human-created Web resources, which often grow with the size of

the online population. Another well-known human-created Web directories is the

Yahoo! Directory (http://dir.yahoo.com/), which is built and maintained by a team

of paid editors who organize Web sites into categories and subcategories. The

hierarchy has 4–5 levels and contains 14 main categories (e.g., Arts & Humanities,

Business & Economy, Computers & Internet, Education, etc.), each having around

20–45 subcategories. Apart from Yahoo! Directory, the Librarian’s Index to the

Internet (LII, http://lii.org/) provides a searchable, annotated subject directory of

more than 12,000 Internet resources selected and evaluated by librarians for their

usefulness to users of public libraries. Over 100 contributors from libraries in

California and Washington State participate in building and maintaining the index.

The process of building and updating the directory is facilitated by a Web-based

system, through which human indexers can edit existing records, create new records,

and preview the edited records [31]. In the biomedical domain, the UMLS Semantic
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network is one of three UMLS Knowledge Sources being developed by the United

States National Library of Medicine (http://www.nlm.nih.gov/pubs/factsheets/

umlssemn.html). Based on 134 semantic types and 54 links, the network provides

a categorization of all concepts represented in the UMLS Metathesaurus and repre-

sents important relationships in the biomedical domain.

In the above four examples, the quality of the directories constructed depends

highly on the human editors’ domain knowledge, which usually varies from person

to person. Two other problems are scalability and inability to meet the needs of less

dominant communities on the Web.
2.2.2.2 Automated Approaches. Other than manual methods,

automatic approaches to constructing directory and ontology have been proposed in

previous research. Sato and Sato [48] developed an automated editing system that

generates a Web directory from a given category word without human intervention.

Based on the category term, the system gathers instance names belonging to this

category. For every instance name, it uses two search engines, goo and InfoSeek, to

collect related Web pages and then removes duplicated contents. Then the system

generates a Web directory organized according to geographic regions. Although the

system is efficient for generating a directory from a category label and runs without

human intervention, the generated directory has only one level that restricts its use in

more complicated browse tasks. In another research, Chuang and Chien [11] pro-

pose a query-categorization approach to facilitate the construction of Web direc-

tories. Obtained from search engine log files, a total of 18,017 query terms were

categorized by using a hierarchical agglomerative clustering algorithm into a pre-

defined two-level hierarchical structure, consisting of 14 major categories together

with 100 subcategories. The approach requires search engine log data that are

typically not accessible by outsiders. The predefined directory structure also does

not suit domains of the non-English Web that have relatively smaller coverage on

the Web.

To automatically generate a Web directory and identify directory labels, a self-

organizing map (SOM) approach was proposed that built up the relationships among

Web pages and extracted category labels [59]. The approach recursively generated

superclusters via congregating neighboring neurons, then created the hierarchical

structure of the Web directories. However, the directory generated by this approach

tends to include noisy content. Without precise filtering and editing, the directory is

less reasonable and logical. Variations of the approach have been proposed, such as

Refs. [10] and [35].

Kumar [28] presents a two-phase, semiautomatic approach to directory construc-

tion. The approach combines human knowledge with search engine efficiency.
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But the quality of results depends highly on the ontologist’s limited knowledge.

Moreover, searching only the Clever system (based on HITS algorithm [23]) limited

the coverage of results.

Stamou et al. [53] developed an approach for automatically assigning Web pages

to a directory framework based on the linguistic information in Web textual data.

The approach leveraged a variety of lexical resources such as WordNet [18],

suggested upper merged ontology (SUMO) [43], Google directory (http://dir.

google.com/), and WordNet Domains (http://wndomains.itc.it/) to build a subject

hierarchy and to define concepts in the hierarchy. However, the highly predefined

nature of the hierarchy combined with the unsatisfactory categorization accuracy

makes the approach not promising for constructing Web directories, especially for

the non-English Web, which has a rapidly growing content.
2.2.3 Semantic Network Technologies
A semantic network is a method of knowledge representation that represents

semantic relations between concepts using a directed or undirected graph consisting

of vertices (indicating concepts) and edges (indicating relations) [49]. Richens and

Booth [46] first introduced the concept of using semantic unit in machine transla-

tion, forming the notion of using human languages to represent concepts and their

connections. This work laid a foundation for machine translation that would be

useful for enhancing multilingual application on the Web and Web searching and

browsing. Using semantic networks to support finding information on the Web,

Woods proposed annotating documents with natural language descriptions of their

content and taking account of the conceptual structures of those descriptions [57].

Paths connecting concepts in a search request with related concepts can be found,

and specific information can be located in response to specific requests. His tech-

nique provides a way for people to find answers to specific questions, but it requires

humans to evaluate the retrieved answers [58].

Semantic network technologies have been applied to multilingual concept

retrieval. For example, Li and Yang [29] developed an algorithmic approach to

generate a robust knowledgebase based on statistical correlation analysis of the

semantics (knowledge) embedded in the bilingual (English/Chinese) press release

corpus obtained from the Web. Li et al. [30] developed a schema design method to

support multilingual markup of XML based on two attributes introduced for every

element to be transformed, that is, locID and attrList. The approach is language-

independent, ensuring all XML instances to be understood by automated program.

While semantic network is used extensively in knowledge representation and cross-

lingual applications, its application to Web searching and browsing in a multilingual

world has not been widely studied.
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2.3 Web Portals in a Multilingual World

As more non-English-speaking people use the Internet to search and browse

information, major search engines have attempted to extend their services to non-

English speakers. Regional search engines that provide more localized searching

have begun to emerge. In addition to English, these search engines typically accept

queries in a user’s native language and return pages from the regions being served.

We survey below major Web portals and search engines in Chinese, Spanish, and

Arabic, three of the most widely used languages on the Web.
2.3.1 Chinese-Speaking Regions
Chinese is the primary language used by people in mainland China, Taiwan, and

Hong Kong. Language encoding, vocabularies, economies, and societies of the three

regions differ significantly. In mainland China, Baidu.com is one of the largest

search engines and serves many large enterprises including Dell (China), Lenovo,

and Yahoo! China. It collected over 1 billion Chinese Web pages from mainland

China, Hong Kong, Taiwan, and other regions, and its collection grows by several

hundreds of thousands of Web pages per day. Another major Web portal in China,

Sina.com.cn provides comprehensive services such as Web searching, email, news,

business directory, entertainment, weather forecast, etc. Leveraging on its rich

content and a large user base, Sina has its own search engine called iAsk.com that

uses both Web content and usage information to rank Web pages. Other search

engines in mainland China include Sogou.com and Zhongsou.com. In Taiwan, the

two major search portals are Openfind and Yam. Openfind.com.tw, established in

1998, suggests relevant terms to refine users’ search queries and allows users to find

other related items from each search result. Established in 1995, Yam.com provides

comprehensive online services, allowing users to search various media: Web sites,

Web pages, news, Internet forum messages, and activities (in major Taiwan cities or

regions). Since 2000, Yam.com has been partnering with Google to provide search

service. In Hong Kong, due to its bilingual culture, people rely on both English and

Chinese when searching the Web. Yahoo! Hong Kong (http://hk.yahoo.com/)

returns results in different categories, Web sites, Web pages, and news. Established

in 1997, Timway.com searches more than 30,000 Hong Kong Web sites categorized

into over 3000 groups and attracts 2.6 million visits per months.
2.3.2 Spanish-Speaking Regions
Spanish is the second most popular language in the United States and the primary

language for Spain and some 22 Latin American countries, where regional search

engines provide search and browse services. Having 19 regional sites, Terra.com
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offers its services to more than 3.1 million Internet users in the United States, Spain,

and Latin America. A Gallup poll in 2002 reported Terra to be the most popular

search engine in Spain while Orange.es (formerly Wanadoo), a subsidiary of France

Telecom,was rated second. Yahoo! Telemundo (Spain, http://telemundo.yahoo.com/),

the Spanish version of Yahoo! serving the United States and Latin America, provides a

Web directory compiled by human editors who categorized millions of listed sites.

Yahoo! Telemundo also supplements its results with those from Inktomi and Google.

Established in 1995, BIWE.com is one of the earliest search engines for searching

Spanish information on the Web and provides a variety of services including a Web

directory, email, entertainment, and market information for Hispanics. Headquartered

in the United States, Quepasa.com is a bilingual Web portal (Spanish/English) serving

Hispanic populations in the United States and Latin America.

The following Spanish search engines primarily serve their own or adjacent

regions. Launched in 1998, Ahijuna (Argentina, http://www.ahijuna.com.ar/) pro-

vides searching of Argentina Web sites and other Spanish Web sites. It contains a

Web directory with 14 categories having a total of 7578 hyperlinks. Based in

Venezuela, Auyantepui (http://www.auyantepui.com/) provides a searchable Web

directory of Spanish sites. It grew from 14 categories listing 117 Web sites in 1996

to 550 categories with over 18,000 Web sites in 2002. Launched in 1998, Conexcol

(Colombia, http://www.conexcol.com/) provides a searchable Web directory con-

taining 14 categories having 400 subcategories and 13,214 Web sites’ URLs. With

more than 150,000 unique visitors per month, it is one of the four most often visited

sites in Colombia. Bacan (Ecuador, http://www.bacan.com/), which began its opera-

tions in 1996, provides services such as news, email, online chat, entertainment, and

shopping guides. Every month Bacan has 80,000 individual visitors and generates

more than 2 million hits. Ascinsa Internet (http://www.ascinsa.com/) is widely used

in Peru and contains Web sites from Latin American countries and the United States.

It provides services such as Internet access, email, Web page design, domain

registration, and Web hosting, among others. It also contains a directory listed by

countries and then by domains.
2.3.3 Arabic-Speaking Regions
Arabic is spoken by more than 284 million people in about 22 countries, most of

which are developing countries. Although Arabic is the fifth most frequently spoken

language in the world, the Arabic Web is still in its infancy, constituting less than

1% of the total Web content and having a low 2.2% penetration rate [1]. The cross-

regional use of Arabic and the exponential growth of Arabic Web [40] have

nevertheless highlighted the necessity of providing better Web searching and

browsing.
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Four major search engines offer the Arab World comprehensive services and

extensive content coverage. Ajeeb (http://www.ajeeb.com/) is a bilingual Web

portal (English/Arabic) launched in 2000 by Sakhr Software Company, a Middle

East-based software company specializing on Arabic language processing and

content management. Sakhr’s database contains over 1 million searchable Arabic

Web pages, which can be translated to English using the online version of its

machine-translation software. Having a multilingual dictionary, Ajeeb is known

for its large Web directory, ‘‘Dalil Ajeeb,’’ which Sakhr claims is the world’s

largest online Arabic directory. Ajeeb’s tool called ‘‘Johaina’’ automatically gathers

news from many Middle Eastern and worldwide news agencies. Using Sakhr’s

‘‘Idrisi’’ Arabic search engine, Johaina gathers mainly Middle East-related news

and categorizes them into primary and secondary topic categories. Albawaba.com

(http://www.albawaba.com/) is a comprehensive Web portal offering such services

as news, sports, entertainment, email, and online chatting. Albawaba supports

searching for both Arabic and English pages and the results are classified according

to language and relevancy. It provides metasearching of other search engines

(Google, Yahoo, Excite, Alltheweb, Dogpile) and a comprehensive directory of all

Arab countries. UAE-based Albahhar (http://www.albahhar.com/), launched in

2000, provides a wide range of online services such as searching, news, online

chatting, and entertainment. Albahhar searches its 1.25 million Arabic Web pages

and provides a wide range of other Arabic online services like news, chat, and

entertainment. With offices in UAE, United States, and Lebanon, Ayna (http://www.

ayna.com/) is a Web portal providing an Arabic Web directory, an Arabic search

engine, and other services such as a bilingual (English/Arabic) email system, chat,

greeting cards, personal homepage hosting, and personal commercial classifieds.

In 2008, Ayna launched an online map service covering 26 cities in 17 Middle-

Eastern countries. In 2007, Ayna began an online recruitment system at AynaBeirut

(its Lebanon branch). Targeting Arabic audience, the AynaAD network consists of a

group of prescreened Arabic content publishers who place banners and text adver-

tisements on their sites. Due to Ayna’s popularity, Alexa Research ranks it among

the top three leading Web sites in the Arab World.
3. A Multilingual Perspective

Existing search portals in Chinese, Spanish, and Arabic typically present results

as long lists of textual items. While such presentation is convenient for users to

view, it may limit users’ ability to understand and to analyze these results. The

collections searched by these search engines are often region-specific, so they do
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not provide a comprehensive understanding of the environment where they are

operating. Major English search engines such as Google support searching of non-

English resources but fall short of covering domain- and region-specific information.

There is a need for better supporting Web searching in some emerging non-English

languages. Our research proposed a framework for Web searching and browsing in a

multilingual world and studied the way this framework helped develop Web search

portals that serve the needs of users speaking those languages. Figure 1 shows the

framework that consists of domain collection building, metasearching, Web direc-

tory building, statistical language processing, Web page summarization, categoriza-

tion, and visualization. In the following, we describe the components of the

framework.
3.1 Domain Analysis

Because of regional and language differences, a careful domain analysis must be

conducted before building a Web portal in a particular language. To ensure a

comprehensive coverage, the analysis involves surveying existing Web portals and

technologies, studying the characteristics of the language, and selecting an area or

theme that significant Web resources in the language have been developed. In

applying the framework to developing Web portals, we have reviewed regional

search engines, government and business Web sites, and news Web sites to select

relevant Web content for building a domain-specific collection or for metasearch-

ing. Important keywords and URLs relevant to the chosen domain are gathered as

seeds to build the collection.
3.2 Collection Building and Metasearching

To provide high-quality information, the existing information sources in the

chosen domains must be analyzed and selected carefully. For example, key busi-

ness categories such as e-commerce, international business, and competitive intel-

ligence were searched to obtain seed URLs for domain spidering/collecting of Web

pages. A Web crawler then followed these URLs to collect pages automatically.

The pages were then automatically indexed and stored in a database. In addition to

domain spidering, we performed metaspidering of major search engines using

queries translated from English queries that were used to build an English business

intelligence search portal [35]. The search engines must contain rich content in the

chosen domain. Metasearching is used as well to provide online searching of

resources.
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3.3 Analysis Modules

Different postretrieval analysis techniques are used in the framework to support

summarization, categorization, and visualization of the Web pages retrieval by the

Web portals. The summarizer used in building our portals was modified from an

English summarizer that uses sentence-selection heuristics to rank text segments

[37]. These heuristics strive to reduce redundancy of information in a query-based

summary [4]. The summarization takes place in three main steps: (1) sentence evalua-

tion, (2) segmentation or topic identification, and (3) segment ranking and extraction.

First, a Web page to be summarized is fetched from the remote server and parsed to

extract its full text. All sentences are extracted by identifying punctuation serving as

periods. Important information such as presence of cue phrases (e.g., ‘‘therefore,’’ ‘‘in

summary’’ in the respective languages), sentence lengths and positions are also

extracted for ranking the sentences. Second, we use the text-tiling algorithm [21] to

analyze theWeb page and determine topic boundaries. A Jaccard similarity function is

used to compare the similarity of different blocks of sentences. Third, we rank

document segments identified in the previous step according to the ranking scores

obtained in the first step and key sentences are extracted as summary. The summarizer

can summarize Web pages flexibly in a pop-up window, using three or five sentences.

The categorizer organizes the Web pages (related to the query shown on top) into

20 (or fewer) folders labeled by the key phrases appearing most frequently in the

page summaries or titles. It relies on a phrase lexicon in the relevant language to

extract phrases from Web page summaries obtained from metasearching or search-

ing our collections. To create the lexicons, we collected a large number of Web

pages in the chosen domain. From each collection of pages, we extracted meaningful

phrases by using the mutual information (MI) approach, a statistical method that

identifies significant patterns as meaningful phrases from a large amount of text in

any language [41]. The MI algorithm is used in the approach to compute how

frequently a pattern appears in the corpus, relative to its subpatterns. Based on the

algorithm, the MI of a pattern c (MIc) can be found by

MIc ¼ fc
fleft þ fright � fc

;

where f stands for the frequency of a set of words. Intuitively, MIc represents the

probability of co-occurrence of pattern c, relative to its left subpattern and right

subpattern. Phrases with high MI are likely to be extracted and used in automatic

indexing. In addition, we employed an updateable PAT-tree data structure developed

by Ong and Chen [41] that supports online frequency update after removing extracted

patterns to facilitate subsequent extraction.

The visualizer uses a Kohonen SOM algorithm [24] to categorize and place Web

pages onto a two-dimensional jigsaw map [35]. SOM is a neural networks algorithm
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that has been used in image processing and pattern recognition applications. When

applied to automatic categorization and visualization of Web pages, SOM assigns

similar pages to adjacent regions with each region labeled by the most frequently

occurring phrases extracted by the MI approach described. The larger the size of a

region on the map, the more the Web pages are assigned to it. Users can click on a

region to see a list of pages on the right and can open pages by clicking the link-

embedded titles.
3.4 Web Directory Building

Our framework includes steps for directory building to support Web browsing.

Three steps are involved. First, an existing Web directory is identified as the anchor

directory and its category labels are modified to suit the chosen domain. This anchor

directory should be chosen based on the comprehensiveness of domain coverage and

richness of Web content. The directory labels collectively serve as a base framework

for further modification, which includes changing category labels and enriching the

domain-specific content. The result of this step is a directory framework that

consists of topical labels organized in a hierarchical structure.

Second, metasearching is used to collect directory items (Web site URLs) auto-

matically to fill in the directory framework (obtained from the first step). The set of

search engines to be used as metasearchers should be chosen based on a comprehen-

sive review of Web search engines. Category labels of the directory framework are

used as input queries for metasearching. Because search engines typically return a

large number of duplicating results, only top-ranked results should be used (with

duplicates filtered) to limit the scope of coverage.

Third, human domain knowledge is used to enhance the quality of the automati-

cally generated directory (obtained from the previous step). A number of heuristic

rules must be established to ensure consistency in the work. Both general rules and

domain-specific rules should be developed to remove nonrelevant items and to

include items that might have been missed in the metasearching process. The rules

also help to maintain scalability of the framework in constructing Web directories in

different domains.
4. Case Studies

This section provides three case studies of applying the framework to building

three Web portals in the Chinese business, Spanish business, and Arabic medical

domains. Results of the experiments were summarized as well.
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4.1 CBizPort: Supporting Metasearching and Data
Analysis of Chinese Business Web Pages

Because Chinese business information sources are numerous, diverse, and have

varying quality, information overload becomes an issue. Users are more concerned

with BI than business information. BI is obtained through the acquisition, interpre-

tation, collation, assessment, and exploitation of information in the business domain

[14]. Professionals such as business consultants, marketing executives, and financial

analysts are heavily involved in the discovery of BI. The quality of their work relies

mainly on the capability of the tools they use to obtain business information.

Developed based on the aforementioned framework, the Chinese Business Intel-

ligence Portal (CBizPort) is a metasearch portal for business information of greater

China–Mainland China, Hong Kong, and Taiwan. User interfaces in Simplified

Chinese and Traditional Chinese were developed with the same look and feel.

Each version uses its own character encoding when processing queries. The encod-

ing converter relies on a conversion dictionary with 6737 Chinese characters in each

of the two encodings (Big5 and GB2312). The dictionary includes the most com-

monly used characters in the Chinese language. Encoding conversion is performed

when the portal sends out queries to other search engines having encoding different

from its own or when the portal collates results from those search engines. The eight

information sources selected for metasearching are major Chinese search engines or

business-related portals from the three regions (see Table I).
Table I

INFORMATION SOURCES OF CBIZPORT

Region Information source Description

Mainland China Baidu A general search engine for mainland China

China Security Regulatory

Commission

A portal containing news and financial reports

of the listed companies in mainland China

Hong Kong Yahoo Hong Kong A general search engine for Hong Kong

Hong Kong Trade Development

Council

A business portal providing information about

local companies, products, trading

opportunities

Hong Kong Government

Information Center

A portal with government publications,

services and policies, business statistics, etc.

Taiwan Yam A general search engine for Taiwan

PCHome An IT news portal with hundreds of online

publications in business and IT areas

Taiwan Government Information

Office

A government portal with business and legal

information
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The CBizPort summarizer was developed using the same approach mentioned

above, but needed cue phrases translated in Chinese for sentence ranking. Sentences

were extracted by identifying Chinese punctuations acting as periods such as ‘‘.,’’

‘‘o,’’ ‘‘!,’’ and ‘‘?.’’ The CBizPort categorizer relies on a Chinese phrase lexicon to

extract phrases fromWeb page summaries obtained from the eight search engines or

portals. The lexicon was created using the aforementioned MI algorithm. For

creating the Simplified Chinese lexicon, over 100,000 Web pages in GB2312

encoding were collected from major business portals such as Sohu.com, Sina

Tech, and Sina Finance in mainland China. For creating the Traditional Chinese

lexicon, over 200,000 Web pages in Big5 encoding were collected from major

business or news portals in Hong Kong and Taiwan (e.g., HKTDC, HK Government,

Taiwan United Daily News Finance Section, Central Daily News). The Simplified

Chinese lexicon has about 38,000 phrases and the Traditional Chinese lexicon has

about 22,000 phrases. Using the Chinese phrase lexicon, the categorizer performed

full-text indexing on the title and summary of each result (or Web page) and

extracted the top 20 (or fewer) phrases from the results. Phrases occurring in the

text of more Web pages were ranked higher. A folder then was used to represent a

phrase and the categorizer assigned the Web pages to respective folders based on the

occurrences of the phrase in the text. A Web page can be assigned to more than one

folder if it contains more than one of the extracted phrases. Figure 2 provides screen

shots of CBizPort, where the user was searching and browsing about trading issues

among Hong Kong, Taiwan, and mainland China.

In the CBizPort experiment [15] with 30 Chinese subjects from mainland China,

Hong Kong, and Taiwan and three Chinese business academics and practitioners

serving as experts, we found that the effectiveness of existing Chinese search engines

could increase significantly by augmenting it with CBizPort. However, no significant

difference was found in the effectiveness of using summarizer or categorizer of the

Chinese portal and in user satisfaction rating. Despite this, 11 subjects commented

that the summarizer and categorizer could facilitate their understanding and search-

ing of results. These results indicate that CBizPort could augment these search

engines in searching and browsing Chinese business information but its summarizer

and categorizer need further improvement in precision and browse support.
4.2 SBizPort: Bridging Cross-regional Web Usage
in the Spanish Business Domain

Given the growing Spanish-speaking populations in the United States, Spain, and

Latin America, businesses actively expand their opportunities by seeking informa-

tion on theWeb. The Spanish Business Intelligence Portal (SBizPort) was developed



FIG. 2. Screen shots of CBizPort.
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to address these growing needs. BI is presented in the forms of collated search

results obtained from various high-quality information sources, Web page

summaries, categorized search results, and visual maps showing clusters of Web

pages.

Key business categories in Spanish including e-commerce, international business,

and competitive intelligence were searched to obtain over 183 seed URLs (translated

into English) that were used for domain spidering/collecting of Web pages. A Web

crawler then followed these URLs to collect pages automatically. The resulting

Spanish business collection contained more than 476,084 Web pages covering more

than 22 countries. The SBizPort categorizer uses a lexicon built by the MI algorithm

that extracted 19,417 phrases from the Spanish business collection. In addition, the

SBizPort provides a visualizer that uses Kohonen SOM to visualize retrieved Web

pages. A summarizer is included as well. Figure 3 provides screen shots of SBizPort,

where the user searches and browses about electronic commerce.

In the SBizPort experiment [12] with 19 Spanish subjects from six countries and a

veteran Spanish business consultant serving as the expert, we found the SOM

visualizer achieved significantly better browse effectiveness than BIWE, the bench-

mark search engine, showing that the tool can help alleviate information overload

and support browsing. The use of domain-specific collection achieved higher mean

accuracy and search efficiency than not using it, but the differences were not

significant. Subjects rated SBizPort significantly better than BIWE, citing precision

and relevancy of returned results as major reasons. These results indicate the

information visualization tool can be an alternative to presenting search results as

a textual list.
4.3 AMedDir: Facilitating Web Browsing of Arabic
Medical Resources

The growing Arabic online population and medical professionals seek a compre-

hensive, one-stop Web portal through which to communicate medical information

among different Arab regions. We developed the Arabic Medical Web Directory

(AMedDir) to support browsing online Arabic medical resources. We followed three

steps to build the directory. First, we identified the DMOZ directory (http://www.

dmoz.org/) as the anchor directory because of its comprehensiveness in the English

medical domain. We removed 46 nodes (due to irrelevant content) from the original

356 nodes of DMOZ’s medical subdirectory, leaving 310 nodes in the directory.

Then, 11 nodes were manually added by including cultural-specific items such as

Islamic medicine, resulting in a 321-node Arabic medical directory framework.

Second, we filled in the directory framework with items obtained by metasearching
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six major search engines (Ba7th, Arabmedmag, Google, Ayna, Sehha, and ArabVista)

using the 321 category labels of the directory framework as input queries. Running an

automatic metasearch program with category labels as query terms, we obtained 8040

unique URLs related to 292 category labels (nonempty nodes) out of the 321 nodes.

Themaximum depth of the resulting directory was 5. Third, we developed a number of



Table II

SUMMARY STATISTICS OF THE AMED WEB DIRECTORY

Statistics AMed directory

Total number of categories 232

Total number of Web pages 5107

Average number of pages per category 22.1

Maximum depth 5
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rules to filter and enhance the directory. URLs were removed if they were not relevant

to the topic or to the Arabicmedical domain. Empty nodes were removed. Subtopics of

deleted nodes were removed as well. Web sites that contained too few links and pages

(typically fewer than 10) were removed. Duplicated category labels were consolidated

into one label. The statistics of the resulting directory are shown in Table II shows

screen shots of the directory (Fig. 4).

In the AMedDir experiment [13] with a total of 18 Arab subjects from six

countries and a final-year Arab medical student serving as the expert, we found

that AMedDir achieved a significantly higher efficiency than the benchmark direc-

tories (Albawaba and Ajeeb). The participants used on average 1 min less using

AMedDir to complete a task than benchmark directories. The participants rated the

information quality of AMedDir to be significantly higher than that of the benchmark

directories, showing that the information provided by AMedDir enabled them to

perform the tasks more effectively. AMedDir achieved significantly better ratings on

‘‘system usefulness’’ and ‘‘information display and interface design’’ than Albawaba,

and significantly better ratings on ‘‘system usefulness,’’ ‘‘ease of use,’’ and ‘‘infor-

mation display and interface design.’’ The participants felt that the AMed directory

was helpful to browsing different topics in the Arabic medical domain. We believe

that the design and development of the directory contributed to the higher usefulness

and quality of display in participants’ task performance.
5. Summary and Future Directions

The surging demand for non-English Web content and the growing online popu-

lation in many non-English-speaking regions point to a need to better support Web

searching and browsing in a multilingual world. In this chapter, we review issues,

technologies, and research related to information seeking on the Web, with a

particular emphasis on a non-English environment. We describe a general



FIG. 4. Screen shots of AMedDir.
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framework for developing portals to support Web searching and browsing in a

multilingual world and summarize results of using the framework to develop three

Web portals.

5.1 Summary of Findings

The experimental results demonstrate that the framework could be used to support

Web searching and browsing in a multilingual world. Postretrieval analysis techni-

ques such as summarization and visualization were found to alleviate information

overload but the extent of such improvement varies across the domains we studied.

The CBizPort study highlighted the importance of summarizing business informa-

tion in Web search tasks. In the SBizPort study, information visualization achieved

significant performance improvement in browsing Web search results. We believe

the capability to visualize a large number of search results was most essential for

good performance in the portals we studied. In the AMedDir study, we found

significant benefits of using our framework to organize online materials to facilitate

Web browsing in the Arabic medical domain. We therefore believe that the frame-

work provides useful support to enhance Web searching and browsing in a multilin-

gual world.

5.2 Limitations

Our research prototype portals have speed and stability that are generally not as

good as those of commercial search engines like some of the chosen benchmarks.

Some subjects complained about the slow responses of our systems. We also were

limited by the scarcity of prior work on non-English Web searching, which pre-

vented a more comprehensive review of a topic that possibly would offer better

criteria for designing our approach. As for the user study, we had difficulty recruit-

ing native speakers as our subjects. Future work should consider expanding the

sample size to establish a higher statistical confidence in the experimental results.

5.3 Future Directions

As the Web continues to be shaped by the growing non-English-speaking popu-

lation and their needs, we are developing scalable techniques to collect and analyze

information in different languages meaningfully to relate diverse content to produce

intelligence. For instance, multinational corporations (MNCs) typically provide

Web site information in different languages. Analyzing MNC’s relationships with

their multinational stakeholders could help provide a holistic picture of how they

stand in the international arena. The resulting BI from stakeholders will serve to
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guide global development strategies. Another challenging area is the digital archiv-

ing of multilingual data from heterogeneous sources—often scattered in different

regions. We will investigate techniques and methods to facilitate such a process and

better support non-English Web searching. Furthermore, we will develop and

validate new visualization techniques to support browsing and comprehending

massive multilingual information on the Web. Other browsing support techniques

will be studied as well.
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Abstract
Today, a large number of audio features exists in audio retrieval for different

purposes, such as automatic speech recognition, music information retrieval,

audio segmentation, and environmental sound retrieval. The goal of this chapter

is to review latest research in the context of audio feature extraction and to give

an application-independent overview of the most important existing techniques.

We survey state-of-the-art features from various domains and propose a novel

taxonomy for the organization of audio features. Additionally, we identify the

building blocks of audio features and propose a scheme that allows for the

description of arbitrary features. We present an extensive literature survey and

provide more than 200 references to relevant high-quality publications.
1.
 I
ntroduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
2.
 B
ackground . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
2
.1.
CE

65
A

S

-2
Brief Overview on Content-Based Audio Retrieval . . . . . . . . . . . . 74
2
.2.
 A
rchitecture of a Typical Audio Retrieval System . . . . . . . . . . . . . . 75
2
.3.
 O
bjective Evaluation of Audio Retrieval Techniques . . . . . . . . . . . . . 81
2
.4.
 A
ttributes of Audio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
IN COMPUTERS, VOL. 78 71 Copyright © 2010 Elsevier Inc.

458/DOI: 10.1016/S0065-2458(10)78003-7 All rights reserved.



72 D. MITROVIĆ ET AL.
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1. Introduction

The increasing amounts of publicly available audio data demand for efficient

indexing and annotation to enable access to the media. Consequently, content-based

audio retrieval has been a growing field of research for several decades. Today,

content-based audio retrieval systems are employed in manifold application

domains and scenarios such as music retrieval, speech recognition, and acoustic

surveillance.

A major challenge during the development of an audio retrieval system is the

identification of appropriate content-based features for the representation of the

audio signals under consideration. The number of published content-based audio

features is too large for quickly getting an overview of the relevant ones. This
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chapter tries to facilitate feature selection by organizing the large set of available

features into a novel structure.

Audio feature extraction addresses the analysis and extraction of meaningful

information from audio signals to obtain a compact and expressive description

that is machine-processable. Audio features are usually developed in the context

of a specific task and domain. Popular audio domains include audio segmentation,

automatic speech recognition, music information retrieval, and environmental/

general-purpose sound recognition, see Section 6.1. We observe that features origi-

nally developed for a particular task and domain are later often employed for other

tasks in other domains. A good example are cepstral coefficients, such as

Mel-frequency cepstral coefficients (MFCCs, see Section 5.5.1). MFCCs have orig-

inally been employed for automatic speech recognition and were later used in other

domains such as music information retrieval and environmental sound retrieval

as well. Based on these observations, we conclude that audio features may be

considered independently from their original application domain.

This chapter provides a comprehensive survey on content-based audio features.

It differs from other surveys in audio retrieval in the fact that it does not restrict itself

to a particular application domain. We bring together state-of-the-art and traditional

features from various domains and analyze and compare their properties.

It is nearly impossible to give a complete overview of audio features since they

are widely distributed across the scientific literature of several decades. We survey

publications in high-quality audio- and multimedia-related journals and conference

proceedings. The resulting literature survey covers more than 200 relevant publica-

tions. From these publications, we select a manifold set of state-of-the-art features.

Additionally, we include traditional features that are still competitive. The major

criterion for selection is the maximization of heterogeneity between the features in

relation to what information they carry and how they are computed. The result is a

selection of more than 70 audio features together with references to the relevant

literature. We direct the chapter toward researchers in all domains of audio retrieval

and developers of retrieval systems.

The presented set of audio features is heterogeneous and has no well-defined

structure. We develop a taxonomy in order to structure the set of audio features into

meaningful groups. The taxonomy groups the audio features by properties, such as

the domain they live in, perceptual properties, and computational similarities.

It organizes the entire set of selected features into a single structure that is indepen-

dent of any application domain. This novel organization groups features with similar

characteristics from different application domains. The taxonomy represents a

toolkit that facilitates the selection of features for a particular task. It further enables

the comparison of features by formal and semantic properties.



74 D. MITROVIĆ ET AL.
This chapter is organized as follows. We give background information on audio

retrieval in Section 2. Characteristics of audio features and the challenges in feature

design are discussed in Section 3. Section 4 introduces a novel taxonomy for audio

features. We summarize the features in Section 5. Section 6 is devoted to related

literature. Finally, we summarize the chapter and draw conclusions in Section 7.
2. Background

This section covers different aspects that may allow for better understanding of

the authors’ view on content-based audio retrieval and its challenges.
2.1 A Brief Overview on Content-Based

Audio Retrieval

There are different fields of research in content-based audio retrieval, such as

segmentation, automatic speech recognition, music information retrieval, and envi-

ronmental sound retrieval which we list in the following. Segmentation covers the

distinction of different types of sound such as speech, music, silence, and environ-

mental sounds. Segmentation is an important preprocessing step used to identify

homogeneous parts in an audio stream. Based on segmentation, the different audio

types are further analyzed by appropriate techniques.

Traditionally, automatic speech recognition focuses on the recognition of the

spoken word on the syntactical level [1]. Additionally, research addresses the

recognition of the spoken language, the speaker, and the extraction of emotions.

In the last decade music information retrieval became a popular domain [2].

It deals with retrieval of similar pieces of music, instruments, artists, musical genres,

and the analysis of musical structures. Another focus is music transcription which

aims at extracting pitch, attack, duration, and signal source of each sound in a piece

of music [3].

Environmental sound retrieval comprises all types of sound that are neither

speech nor music. Since this domain is arbitrary in size, most investigations are

restricted to a limited domain of sounds. A survey of techniques for feature extrac-

tion and classification in the context of environmental sounds is given in Ref. [4].

One major goal of content-based audio retrieval is the identification of perceptu-

ally similar audio content. This task is often trivial for humans due to powerful

mechanisms in our brain. The human brain has the ability to distinguish between a

wide range of sounds and to correctly assign them to semantic categories and

previously heard sounds. This is much more difficult for computer systems, where
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an audio signal is simply represented by a numeric series of samples without any

semantic meaning.

Content-based audio retrieval is an ill-posed problem (also known as inverse

problem). In general, an ill-posed problem is concerned with the estimation of

model parameters by the manipulation of observed data. In case of a retrieval task,

model parameters are terms, properties, and concepts that may represent class labels

(e.g., terms like ‘‘car’’ and ‘‘cat,’’ properties like ‘‘male’’ and ‘‘female,’’ and

concepts like ‘‘outdoor’’ and ‘‘indoor’’).

The ill-posed nature of content-based retrieval introduces a semantic gap. The
semantic gap refers to the mismatch between high-level concepts and low-level

descriptions. In content-based retrieval, the semantic gap is positioned between the

audio signals and the semantics of their contents. It refers to the fact that the

same media object may represent several concepts. For example, a recording of

Beethoven’s Symphony No. 9 is a series of numeric values (samples) for a computer

system. On a higher semantic level the symphony is a sequence of notes with

specific durations. A human may perceive high-level semantic concepts like musical

entities (motifs, themes, movements) and emotions (excitement, euphoria).

Humans bridge the semantic gap based on prior knowledge and (cultural) context.

Machines are usually not able to complete this task. Today, the goal of the research

community is to narrow the semantic gap as far as possible.
2.2 Architecture of a Typical Audio Retrieval System

A content-based (audio) retrieval system consists of multiple parts, illustrated in

Fig.1. There are three modules: the input module, the query module, and the

retrieval module. The task of the input module is to extract features from audio

objects stored in an audio database (e.g., a music database). Feature extraction aims

at reducing the amount of data and extracting meaningful information from the

signal for a particular retrieval task. Note that the amount of raw data would be much

too big for direct processing. For example, an audio signal in standard CD quality

consists of 44,100 samples per second for each channel. Furthermore, a lot of

information (e.g., harmonics and timbre) is not apparent in the waveform of a signal.

Consequently, the raw waveform is often not adequate for retrieval.

The result of feature extraction are parametric numerical descriptions (features)

that characterize meaningful information of the input signals. Features may capture

audio properties, such as the fundamental frequency and the loudness of a signal. We

discuss fundamental audio attributes in Section 2.4. Feature extraction usually

reduces the amount of data by several orders of magnitude. The features are

extracted once from all objects in the database and stored in a feature database.
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FIG. 1. The components of a typical content-based audio retrieval system and their relations.
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The user communicates with the retrieval system by formulating queries. There

are different types of queries. Usually, the user provides the system with a query that

contains one or more audio objects of interest (query by example). Other possibi-

lities are query by humming (QBH) and query by whistling which are often applied

in music retrieval systems. In these approaches, the user has to hum or whistle a

melody which is then used as a query object. In both cases, the user asks the system

to find objects with similar content as that of the query object(s).

After formulation of a query, features are extracted from the query object(s). This

is the same procedure as in the input module. The resulting features have to be

compared to the features stored in the feature database in order to find objects with

similar properties. This is the task of the retrieval module.

The crucial step in the retrieval module is similarity comparisonwhich estimates the

similarity of different feature-based media descriptions. Similarity judgments usually

base on distancemeasurements. Themost popular approach in this context is the vector
space model [5]. The basic assumption of this model is that the numeric values of a
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feature may be regarded as a vector in a high-dimensional space. Consequently, each

feature vector denotes one position in this vector space. Distances between feature

vectors may be measured by metrics (e.g., Euclidean metric). Similarity measurement

is performed by mapping distances in the vector space to similarities. We expect that

similar content is represented by feature vectors that are spatially close in the vector

space while dissimilar content will be spatially separated.

Similarity measures derived from distance metrics are only appropriate to a

certain degree, since mathematical metrics usually do not fully match the human

perception of similarity. The mismatch between perceived similarity and computed

similarity often leads to unexpected retrieval results.

After similarity comparison the audio objects that are most similar to the query

object(s) are returned to the user. In general, not all returned media objects satisfy

the query. Additionally, the query may be imperfect, for example in a QBH

application. Consequently, most retrieval systems offer the user the opportunity to

give feedback based on the output of the retrieval process. The user may specify

which of the returned objects meet her expectations and which do not (relevance

feedback) [6]. This information may be used to iteratively refine the original query.

Iterative refinement enables the system to improve the quality of retrieval by

incorporating the user’s knowledge.

In the following, we mainly focus on the process of feature extraction. Feature

extraction is a crucial step in retrieval since the quality of retrieval heavily relies on

the quality of the features. The features determine which audio properties are

available during processing. Information not captured by the features is unavailable

to the system.

For successful retrieval, it is necessary that those audio properties are extracted

from the input signals that are significant for the particular task. In general, features

should capture audio properties that show high variation across the available

(classes of) audio objects. It is not reasonable to extract features that capture invariant

properties of the audio objects, since they do not produce discriminatory information.

Furthermore, in some applications, for example, automatic speech recognition the

features should reflect perceptually meaningful information. This enables similarity

comparisons that imitate human perception. In most applications, the features

should be robust against signal distortions and interfering noise and should filter

components of the signal that are not perceivable by the human auditory system.

In the following, we present three example sound clips together with different

(feature) representations to show how different features capture different aspects

of the signals and how features influence similarity measurements. The three

example sounds are all one second long and originate from three different sound

sources all playing the musical note A4 (440 Hz). The sources are a tuning fork,

a flute, and a violin. Figure 2A–C shows plots of the sounds’ amplitudes over
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FIG. 2. Three example sounds from different sound sources: tuning fork, flute, and violin. The first row (A)–(C) shows their waveforms and the

second row (D)–(F) shows their spectrograms.
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time (also called waveforms). The sound produced by the tuning fork has higher

amplitude at the beginning and lower amplitude at the end because it dies out

slowly after striking the tuning fork. The flute’s sound (hereafter flute) exhibits

higher variation of the amplitude because it contains tremolo. The amplitude of

the violin’s sound (hereafter violin) slowly increases toward the end. Except for

the similar range of values the waveforms are not similar at all. Signal properties

and similarities can hardly be derived from the waveforms. A much more

expressive visualization of sounds is the spectrogram which reveals the distribu-

tion of frequencies over time. The spectrogram of the fork sound in Fig.2D

contains only one strong frequency component at 440 Hz. The spectrograms of

flute (Fig.2E) and violin (Fig.2F) are similar to each other. They exhibit strong

frequency components at 440 Hz and contain a large number of harmonics

(multiples of the fundamental frequency). In the spectrogram of flute, we further

observe that the periodic change in amplitude is accompanied by a change in the

frequency distribution.

We present two different feature representations of the example sounds and the

similarities they reveal in Fig.3. Figure 3A–C depicts the content-based feature

pitch which is an estimate of the fundamental frequency of a sound (see

Sections 2.4 and 5.4.4). The values of the pitch feature are almost identical for

all sounds (approximately at 440 Hz). Considering pitch, the three sounds are

extremely similar and cannot be discriminated. However, the three sounds have

significantly differing acoustic colors (timbre, see Section 2.4). Consequently, a

feature that captures timbral information may be better suited to discriminate

between the different sound sources. Figure 3D–F shows visualizations of the first

13 MFCCs which coarsely represent the spectral envelope of the signals for each

frame (see Section 5.5.1). We observe that the three plots vary considerably.

For example, the violin’s sound has much higher values in the third and fifth

MFCC than the fork and the flute. Under consideration of this feature all three

sounds are different from each other.

This example demonstrates that different content-based features represent differ-

ent information and that the retrieval task determines which information is necessary

for measuring similarities. For example, pitch is suitable to determine the musical

note from a given audio signal (e.g., for automatic music transcription). Classifica-

tion of sound sources (e.g., different instruments) requires a feature that captures

timbral characteristics such as MFCCs.

We conclude that the selection and design of features is a nontrivial task that has

to take several aspects into account, such as the particular retrieval task, available

data, and physical and psychoacoustic properties. We summarize aspects of feature

design in Section 3.
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FIG. 3. Two features [pitch in the first row (A)–(C) and MFCCs in the second row (D)–(F)] for the tuning fork, flute, and violin. While all three

sounds have similar pitch, their representations in terms of MFCCs differ considerably.



FEATURES FOR CONTENT-BASED AUDIO RETRIEVAL 81
2.3 Objective Evaluation of Audio
Retrieval Techniques

An open issue is the evaluation of content-based audio retrieval systems. The

results of a retrieval system depend heavily on the input data. Hence, it may happen

that a retrieval system is optimized for a specific data set. This may degrade the

objectivity of the retrieval results.

The lack of readily available ground truths is an underestimated challenge. There

is a need for standardized ground truths to objectively evaluate the performance of

different retrieval systems. Currently, ground truths are mostly available in the

domains of music information retrieval and automatic speech recognition. Due to

legal and economic reasons they frequently are not for free. For speech data, high

costs are introduced through the necessary transcription by humans. In the domain of

music, copyrights constrain the availability of free data. The situation for environ-

mental sounds is even worse. Due to the infinite range of environmental sounds, it is

difficult to build a representative ground truth. Furthermore, the partition of envi-

ronmental sounds into distinct classes is much more demanding than in the domains

of speech and music due to the vast amount of possible sound sources.

Recently, there have been attempts to standardize data and evaluation metrics for

music retrieval, for example the audio description contest at the International

Conference on Music Information Retrieval in 2004 [7] and the Music Information

Retrieval Evaluation eXchange [8]. These contests provide ground truths for free to

the participants. According to the authors’ knowledge there are no such efforts in the

context of environmental sound recognition.

We believe that a set of freely available benchmarking databases and well-defined

performance metrics would promote the entire field of audio retrieval. Additionally,

independent domain experts should be employed in the process of building ground

truths due to their unbiased view. Even though this leads to a decrease of perfor-

mance, the objectivity and comparability of the results would improve. Although

there are efforts in this direction, more attention has to be turned to standardized and

easily available ground truths.

2.4 Attributes of Audio

Audio features represent specific properties of audio signals. Hence, we should

briefly discuss the different types of audio signals and the general attributes of audio

prior to studying audio features.

Generally, we distinguish between tones and noise. Tones are characterized by the

fact that they are ‘‘capable of exciting an auditory sensation having pitch’’ [9] while

noise not necessarily has a pitch (see below). Tones may be pure tones or complex
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tones. A pure tone is a sound wave where ‘‘the instantaneous sound pressure of

which is a simple sinusoidal function in time’’ while a complex tone contains

‘‘sinusoidal components of different frequencies’’ [9].

Complex tones may be further distinguished into harmonic complex tones and

inharmonic complex tones. Harmonic complex tones comprise of partials with

frequencies at integer multiples of the fundamental frequency (so-called harmonics).

Inharmonic complex tones consist of partials whose frequencies significantly differ

from integer multiples of the fundamental frequency.

There are different types of noise, distinguished by their temporal and spectral

characteristics. Noise may be stationary or nonstationary in time. Stationary noise is

defined as ‘‘noise with negligibly small fluctuations of level within the period of

observation’’ while nonstationary noise is ‘‘noise with or without audible tones, for

which the level varies substantially during the period of observation’’ [9].

The spectral composition of noise is important for its characterization. We

distinguish between broadband noise and narrow-band noise. Broadband noise

usually has no pitch while narrow-band noise may stimulate pitch perception.

Special types of noise are for example white noise, which equally contains all

frequencies within a band, and colored noise where the spectral power distribution
is a function of frequency (e.g., pink (1/f ) noise).

From a psychoacoustic point of view, all types of audio signals may be described

in terms of the following attributes: duration, loudness, pitch, and timbre.

Duration is the time between the start and the end of the audio signal of interest.

The temporal extent of a sound may be divided into attack, decay, sustain, and

release depending on the envelope of the sound. Not all sounds necessarily have all

four phases. Note that in certain cases silence (absence of audio signals) may be of

interest as well.

Loudness is an auditory sensation mainly related to sound pressure level (SPL)

changes induced by the producing signal. Loudness is commonly defined as ‘‘that

attribute of auditory sensation in terms of which sounds can be ordered on a scale

extending from soft to loud’’ with the unit sone [9].
The American Standards Association defines (spectral) pitch as ‘‘that attribute of

auditory sensation in terms of which sounds may be ordered on a scale extending

from low to high’’ with the unit mel [9]. However, pitch has several meanings in

literature. It is often used synonymously with the fundamental frequency. In speech

processing pitch is linked to the glottis, the source in the source and filter model of

speech production. In psychoacoustics, pitch mainly relates to the frequency of a

sound but also depends on duration, loudness, and timbre. In the context of this

chapter, we refer to the psychoacoustic definition.

Additionally, to spectral pitch, there is the phenomenon of virtual pitch.
The model of virtual pitch has been introduced by Terhardt [10]. It refers to the
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ability of auditory perception to reproduce a missing fundamental of a complex tone

by its harmonics.

An attribute related to pitch is pitch strength. Pitch strength is the ‘‘subjective

magnitude of the auditory sensation related to pitch’’ [9]. For example, a pure tone

produces a stronger pitch sensation than high-pass noise [11]. Generally, the spectral

shape determines the pitch strength. Sounds with line spectra and narrow-band noise

evoke larger pitch strength than signals with broader spectral distributions.

The most complex attribute of sounds is timbre. According to the ANSI standard

timbre is ‘‘that attribute of auditory sensation which enables a listener to judge that

two non-identical sounds, similarly presented and having the same loudness and

pitch, are dissimilar’’ [9]. For example, timbre reflects the difference between

hearing sensations evoked by different musical instruments playing the same musi-

cal note (e.g., piano and violin).

In contrast to the aforementioned attributes, it has no single determining physical

counterpart [12]. Due to the multidimensionality of timbre, objective measurements

are difficult. Terasawa et al. [13] propose a method to compare model representa-

tions of timbre with human perception.

Timbre is a high-dimensional audio attribute and is influenced by both stationary

and nonstationary patterns. It takes the distribution of energy in the critical bands

into account (e.g., the tonal or noise-like character of sound and its harmonics

structure). Furthermore, timbre perception involves any aspect of sound that changes

over time (changes of the spectral envelope and temporal characteristics, such

as attack, decay, sustain, and release). Preceding and following sounds influence

timbre as well.

Each of the attributes duration, loudness, pitch, and pitch strength generally allow

for ordering on a unidimensional scale. From a physical point of view, one may be

tempted to consider them as independent. Unfortunately, the sensations of these

attributes are not independent. In the following, we summarize some relations to

illustrate the complexity of auditory perception.

Pitch perception is affected not only by the frequency content of a sound, but also

by the sound pressure and the waveform [9, 14]. For example, the perceived pitch of

sounds with frequencies above approximately 2 kHz increases with rising ampli-

tudes, while sounds below 2 kHz are perceived to have lower pitch when the

amplitude increases. Pitch is usually measured using models of the human percep-

tion. Evaluation is performed by comparison of the automatic measurements with

human assessments.

There are only few sounds that do not have a pitch at all, such as broadband noise.

Nonpitched sounds, are for example, produced by percussive instruments. Byrd and

Crawford [15] list nonpitched sounds as one of the current real-world problems in

music information retrieval.
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Pitch strength is related to duration, amplitude, and frequency of a signal. For

example, in case of pure tones the pitch strength increases with both the amplitude

and the duration. Additionally, it reaches a maximum in the frequency range

between 1 and 3 kHz for pure sounds [11].

Loudness is a subjective sensation that does not only relate to the sound pressure

but also to the frequency content and the waveform of a signal as well as its duration

[9]. Sounds with durations below 100 ms appear less loud than the same sounds with

longer durations [11]. Furthermore, loudness sensation varies with the frequency.

This relation is described by equal-loudness contours (see Section 3.3.1).

Generally, audio features describe aspects of the aforementioned audio attributes.

For example there is a variety of features that aim at representing pitch and loudness.

Other features capture particular aspects of timbre, such as sharpness, tonality, and

frequency modulations. We present the overview of audio features in Section 5.
3. Audio Feature Design

Feature design is an early conceptual phase in the process of feature development.

During this process, we first determine what aspects of the audio signal the feature

should capture. This is performed in the context of the application domain in question

and the specific retrieval task. The next step is the development of a technical solution

that fulfills the specified requirements and the implementation of the feature.

In this section, we investigate properties of content-based audio features. Addi-

tionally, we analyze the fundamental building blocks of features from a mathemati-

cally motivated point of view. Finally, we summarize important challenges and

problems in feature design.
3.1 Properties of Audio Features

Content-based audio features share several structural and semantical properties

that help in classifying the features. In Table I, we summarize properties of audio

features that are most frequently used in literature.

A basic property of a feature is the audio representation it is specified for. We

distinguish between two groups of features: features based on linear-coded signals

and features that operate on lossily compressed (subband-coded) audio signals. Most

feature extraction methods operate on linear-coded signals. However, there has been

some research on lossily compressed-domain audio features, especially for MPEG

audio encoded signals due to their wide distribution. Lossy audio compression

transforms the signal into a frequency representation by employing psychoacoustic



Table I

THE FORMAL PROPERTIES OF AUDIO FEATURES AND THEIR POSSIBLE VALUES

Property Values

Signal representation Linear coded, lossily compressed

Domain Temporal, frequency, correlation, cepstral, modulation frequency,

reconstructed phase space, eigendomain

Temporal scale Intraframe, interframe, global

Semantic meaning Perceptual, physical

Underlying model Psychoacoustic, nonpsychoacoustic
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models which remove information from the signal that is not perceptible to human

listeners (e.g., due to masking effects). Although lossy compression has different

goals than feature extraction, features may benefit from the psychoacoustically

preprocessed signal representation, especially for tasks in which the human percep-

tion is modeled. Furthermore, compressed-domain features may reduce computation

time significantly if the source material is already compressed. Wang et al. [16]

provide a survey of compressed-domain audio features. We focus on features for

linear-coded audio signals, since they are most popular and form the basis for most

lossily compressed-domain audio features.

Another property is the domain of an audio feature. This is the representation a

feature resides in after feature extraction. The domain allows for the interpretation of

the feature data and provides information about the extraction process and the

computational complexity. For example, a feature in temporal domain directly

describes the waveform while a feature in frequency domain represents spectral

characteristics of the signal. It is important to note that we only consider the final

domain of a feature and not the intermediate representations during feature extrac-

tion. For example, MFCCs are a feature in cepstral domain, regardless of the fact

that the computation of MFCCs first takes place in frequency domain. We summa-

rize the different domains in Section 3.2.

Another property is the temporal scale of a feature. In general, audio is a

nonstationary time-dependent signal. Hence, various feature extraction methods

operate on short frames of audio where the signal is considered to be locally

stationary (usually in the range of milliseconds). Each frame is processed separately

(eventually by taking a small number of neighboring frames into account, such as

spectral flux—SF) which results in one feature vector for each frame. We call such

features intraframe features because they operate on independent frames. Intraframe

features are sometimes called frame-level, short-time, and steady features [17].

A well-known example for an intraframe feature are MFCCs which are frequently

extracted for frames of 10–30 ms length.
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In contrast, interframe features describe the temporal change of an audio signal.

They operate on a larger temporal scale than intraframe features to capture the

dynamics of a signal. In practice, interframe features are often computed from

intraframe representations. Examples for interframe features are features that repre-

sent rhythm and modulation information (see Section 5.6). Interframe features

are often called long-time features, global features, dynamic features, clip-level

features, and contour features [17, 18].

In addition to interframe and intraframe features, there are global features.

According to Peeters a global feature is computed for the entire audio signal. An

example is the attack duration of a sound. However, a global feature does not

necessarily take the entire signal into account [19].

The semantic interpretation of a feature indicates whether or not the feature

represents aspects of human perception. Perceptual features approximate semantic

properties known by human listeners, for example, pitch, loudness, rhythm, and

harmonicity [20]. Additionally to perceptual features, there are physical features.
Physical features describe audio signals in terms of mathematical, statistical, and

physical properties without emphasizing human perception in the first place (e.g.,

Fourier transform coefficients and the signal energy).

We may further distinguish features by the type of the underlying model. In recent
years, researchers incorporated psychoacoustic models into the feature extraction

process in order to improve the information content of the features and to approxi-

mate human similarity matching [21]. Psychoacoustic models for example incorpo-

rate filter banks that simulate the frequency resolution of the human auditory system.

Furthermore, these models consider psychoacoustic properties, such as masking,

specific loudness sensation, and equal-loudness contours (see Section 3.3.1). Inves-

tigations show that retrieval results often benefit from features that model psychoa-

coustical properties [21–24]. In the context of this work, we distinguish between

psychoacoustic and nonpsychoacoustic features.
Each audio feature can be characterized in terms of the aforementioned proper-

ties. We employ several of these properties in the design of the taxonomy in

Section 4.

3.2 Building Blocks of Features

In this section, we analyze the mathematical structure of selected features and

identify common components (building blocks). This approach offers a novel

perspective on content-based audio features that reveals their structural similarities.

We decompose audio features into a sequence of basic mathematical operations

similarly to Mierswa and Morik [25]. We distinguish between three basic groups of

functions: transformations, filters, and aggregations. Transformations are functions
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that map data (numeric values) from one domain into another domain. An example

for a transformation is the discrete Fourier transform that maps data from temporal

domain into frequency domain and reveals the frequency distribution of the signal.

It is important that the transformation from one domain into the other changes the

interpretation of the data. The following domains are frequently used in audio

feature extraction.

Temporal domain. The temporal domain represents the signal changes over time

(the waveform). The abscissa of a temporal representation is the sampled time domain

and the ordinate corresponds to the amplitude of the sampled signal. While this

domain is the basis for feature extraction algorithms the signals are often transformed

into more expressive domains that are better suited for audio analysis.

Frequency domain. The frequency domain reveals the spectral distribution of a

signal and allows for example the analysis of harmonic structures, bandwidth, and

tonality. For each frequency (or frequency band) the domain provides the

corresponding magnitude and phase. Popular transformations from time to fre-

quency domain are Fourier (DFT), Cosine (DCT), and Wavelet transform. Another

widely used way to transform a signal from temporal to frequency domain is the

application of banks of band-pass filters with, for example, Mel- and Bark-scaled

filters to the time domain signal. Note that Fourier, Cosine, and Wavelet transforms

may also be considered as filter banks.

Correlation domain. The correlation domain represents temporal relationships

between signals. For audio features especially the autocorrelation domain is of

interest. The autocorrelation domain represents the correlation of a signal with a

time-shifted version of the same signal for different time lags. It reveals repeating

patterns and their periodicities in a signal and may be employed, for example for the

estimation of the fundamental frequency of a signal.

Cepstral domain. The concept of cepstrum has been introduced by Bogert et al.

[26]. A representation in cepstral domain is obtained by taking the Fourier transform

of the logarithm of the magnitude of the spectrum. The second Fourier transform

may be replaced by the inverse DFT, DCT, and inverse DCT. The Cosine transform

better decorrelates the data than the Fourier transform and thus is often preferred.

A cepstral representation is one way to compute an approximation of the shape

(envelope) of the spectrum. Hence, cepstral features usually capture timbral infor-

mation [13]. They are frequently applied in automatic speech recognition and audio

fingerprinting.

Modulation frequency domain. The modulation frequency domain reveals infor-

mation about the temporal modulations contained in a signal. A typical representa-

tion is the joint acoustic and modulation frequency graph which represents the

temporal structure of a signal in terms of low-frequency amplitude modulations

[24]. The abscissa represents modulation frequencies and the ordinate corresponds
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to acoustic frequencies. Another representation is the modulation spectrogram

introduced by Greenberg and Kingsbury [27] which displays the distribution of

slow modulations across time and frequency. Modulation information may be

employed for the analysis of rhythmic structures in music [28] and noise-robust

speech recognition [27, 29].

Reconstructed phase space. Audio signals such as speech and singing may show

nonlinear (chaotic) phenomena that are hardly represented by the domains men-

tioned so far. The nonlinear dynamics of a system may be reconstructed by embed-

ding the signal into a phase space. The reconstructed phase space is a high-

dimensional space (usually d>3), where every point corresponds to a specific

state of the system. The reconstructed phase space reveals the attractor of the system

under the condition that the embedding dimension d has been chosen adequately.

Features derived from the reconstructed phase space may estimate the degree of

chaos in a dynamic system and are often applied in automatic speech recognition for

the description of phonemes [30, 31].

Eigendomain. We consider a representation to be in eigendomain if it is spanned

by eigen- or singular vectors. There are different transformations and decomposi-

tions that generate eigendomains in this sense, such as principal component analysis

(PCA) and singular value decomposition (SVD). The (statistical) methods have in

common that they decompose a mixture of variables into some canonical form, for

example uncorrelated principal components in case of the PCA. Features in eigen-

domain have decorrelated or even statistically independent feature components.

These representations enable easy and efficient reduction of data (e.g., by removing

principal components with low eigenvalues).

Additionally to transformations, we define filters as the second group of opera-

tors. In the context of this chapter, we define a filter as a mapping of a set of numeric

values into another set of numeric values residing in the same domain. In general, a

filter changes the values of a given numeric series but not their number. Note that

this definition of the term filter is broader than the definition usually employed in

signal processing.

Simple filters are, for example, scaling, normalization, magnitude, square, expo-

nential function, logarithm, and derivative of a set of numeric values. Other filters

are quantization and thresholding. These operations have in common that they

reduce the range of possible values of the original series.

We further consider the process of windowing (framing) as a filter. Windowing is

simply the multiplication of a series of values with a weighting (window) function

where all values inside the window are weighted according to the function and the

values outside the window are set to zero. Windowing may be applied for (non)

uniform scaling and for the extraction of frames from a signal (e.g., by repeated

application of hamming windows).
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Similarly, there are low-pass, high-pass, and band-pass filters. Filters in the

domain of audio feature extraction are often based on Bark- [32], ERB- [33], and

Mel-scale [34]. We consider the application of a filter (or a bank of filters) as a filter

according to our definition, if the output of each filter is again a series of values (the

subband signal). Note that a filter bank may also represent a transformation. In this

case, the power of each subband is aggregated over time, which results in a spectrum

of a signal. Consequently, a filter bank may be considered as both, a filter and a

transformation, depending on its output.

The third category of operations are aggregations. An aggregation is a mapping of

a series of values into a single scalar. The purpose of aggregations is the reduction

of data, for example, the summarization of information from multiple subbands.

Typical aggregations are mean, variance, median, sum, minimum, and maximum.

A more comprehensive aggregation is a histogram. In this case each bin of the

histogram corresponds to one aggregation. Similarly, binning of frequencies (e.g.,

spectral binning into Bark and Mel bands) is an aggregation.

A subgroup of aggregations are detectors. A detector reduces data by locating

distinct points of interest in a value series, for example, peaks, zero crossings, and roots.

We assign each mathematical operation that occurs during feature extraction to one

of the three proposed categories (see Section 5.1). These operations form the building

blocks of features. We are able to describe the process of computation of a feature in a

very compact way, by referring to these building blocks. As we will see, the number

of different transformations, filters, and aggregations employed in audio feature

extraction is relatively low, since most audio features share similar operations.

3.3 Challenges in Features Design

The task of feature design is the development of a feature for a specific task under

consideration of all interfering influences from the environment and constraints

defined by the task. Environmental influences are interfering noise, concurrent

sounds, distortions in the transmission channel, and characteristics of the signal

source. Typical constraints are, for example, the computational complexity, dimen-

sion, and statistical properties and the information carried by the feature. Feature

design poses various challenges to the developer. We distinguish between psychoa-

coustic, technical, and numeric challenges.
3.3.1 Psychoacoustic Challenges
Psychoacoustics focuses on the mechanisms that process an audio signal in a way

that sensations in our brain are caused. Even if the human auditory system has been

extensively investigated in recent years, we still do not fully understand all aspects

of auditory perception.
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Models of psychoacoustic functions play an important role in feature design. Audio

features incorporate psychoacoustic properties to simulate human perception.

Psychoacoustically enriched features enable similarity measurements that correspond

to some degree to the human concepts of similarity.

We briefly describe the function of the human ear, before we present some aspects

of psychoacoustics. The human ear comprises of three sections: the outer ear, the

middle ear, and the inner ear. The audio signal enters the outer ear at the pinna,

travels down the auditory canal, and causes the ear drum to vibrate. The vibrations of

the ear drum are transmitted to the three bones of the middle ear (Malleus, Incus, and

Stapes) which in turn transmit the vibrations to the cochlea. The cochlea in the inner

ear performs a frequency-to-place conversion. A specific point on the basilar

membrane inside the cochlear is excited, depending on the frequency of the incom-

ing signal. The movement of the basilar membrane stimulates the hair cells which

are connected to the auditory nerve fibers. The inner hair cells transform the

hydromechanical vibration into action potentials while the outer hair cells actively

influence the vibrations of the basilar membrane. The outer hair cells receive

efferent activity from the higher centers of the auditory system. This feedback

mechanism increases the sensitivity and frequency resolution of the basilar mem-

brane [35]. In the following, we summarize important aspects of auditory perception

that are often integrated into audio features.

Frequency selectivity. The frequency resolution of the basilar membrane is higher

at low frequencies than at high frequencies. Each point on the basilar membrane may

be considered as a band-pass filter (auditory filter) with a particular bandwidth

(critical bandwidth) and center frequency. We refer the reader to Refs. [11, 35] for

a comprehensive introduction to the frequency selectivity of the human auditory

system.

In practice, a critical-band spectrum is obtained by the application of logarithmi-

cally scaled band-pass filters where the bandwidth increases with center frequency.

Psychoacoustical scales, such as Bark- and ERB-scale are employed to approximate

the frequency resolution of the basilar membrane [32, 36].

Auditory masking. Masking is ‘‘the process by which the threshold of hearing for

one sound is raised by the presence of another (masking) sound’’ [9]. The amount of

masking is expressed in decibels. We distinguish between simultaneous masking

and temporal masking. Simultaneous masking is related to the frequency selectivity

of the human auditory system. One effect is that when two spectral components of

similar frequency occur simultaneously in the same critical band, the louder sound

may mask the softer sound [37]. Spectral masking effects are implemented for the

computation of loudness for example in Ref. [28].

In temporal masking, the signal and the masker occur consecutively in time. This

means for example that a loud (masking) sound may decrease the perceived
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loudness of a preceding sound. We distinguish between forward masking (also

poststimulus masking) which refers to a ‘‘condition in which the signal appears

after the masking sound’’ and backward masking (also prestimulus masking) where

the signal appears before the masking sound [9].

Loudness levels. The loudness of sinusoids is not constant over all frequencies.

The loudness of two tones of same SPL but different frequency varies [38]. Stan-

dardized equal-loudness contours relate tones of different frequencies and SPL to

loudness levels (measured in phon) [39]. Figure 4 shows equal-loudness contours for

different loudness levels. Pfeiffer [40] presents a method to approximate loudness by

incorporating equal-loudness contours.

Psychophysical power law. According to Stevens [41], the loudness is a power

function of the physical intensity. A tenfold change in intensity (interval of

10 phons) approximately results in a twofold change in loudness. The unit of
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loudness is sone, where 1 sone is defined as the loudness of a pure 1000 Hz tone at

40 dB SPL (40 phon). Figure 4 shows the phon and corresponding sone values of

several equal-loudness contours.

In many domains psychoacoustically motivated features have shown to be supe-

rior to features that do not simulate auditory perception, for example in automatic

speech recognition [22], fingerprinting [24], and audio classification [21].
3.3.2 Technical Challenges
An audio signal is usually exposed to distortions, such as interfering noise and

channel distortions. Techniques robust to a wide range of distortions have been

proposed, for example, in Refs. [42, 43]. Important factors are:

Noise. Noise is present in each audio signal and is usually an unwanted compo-

nent that interferes with the signal. Thermal noise is always introduced during

capturing and processing of signals by analog devices (microphones, amplifiers,

recorders) due to thermal motion of charge carriers. In digital systems additional

noise may be introduced through sampling and quantization. These types of noise

are often neglected in audio retrieval.

More disturbing are background noise and channel distortions. Some character-

istics of noise have already been summarized in Section 2.4. Additionally, noise

may be characterized by the way it is embedded into the signal. The simplest case is

additive noise. A more complicated case is convolutional noise, usually induced by

the transmission channel. Generally, noise is considered to be independent from the

signal of interest; however, this is not true in all situations. Noise robustness is one of

the main challenges in audio feature design [21, 44, 45].

Sound pressure level variations. For many retrieval tasks, it is desired that an

audio feature is invariant to the SPL of the input signal (except for features that are

explicitly designed to measure loudness, see Section 5.4.3). For example, in auto-

matic speech recognition, an utterance at different SPLs should ideally yield the

same feature-based representation.

Tempo variations. In most application domains uncontrolled tempo variations

decrease retrieval performance. For example, in music similarity retrieval one is

interested in finding all interpretations of a piece of music independent of their

respective tempos. A challenge in feature design is to create audio descriptions that

are invariant against temporal shifts and distortions. Therefore, it is important to

maintain the original frequency characteristics [24, 46].

Concurrency. Concurrent audio signals (background noise and reverberation)

pose problems to feature extraction. In many situations the audio signal contains

components of more than one signal source, for example, multiple instruments or a
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mixture of environmental sounds. It is difficult (and generally impossible) to filter

all unwanted portions from the composite signal.

Available resources. Finally, the computational complexity of an audio feature is

a critical factor especially in real-time applications. While feature extraction on

standard PCs is often possible in real-time applications on mobile devices, such as

PDAs and mobile phones pose novel challenges to efficient feature extraction.
3.3.3 Numeric Challenges
The result of feature extraction is a numeric feature vector that represents

particular aspects of the underlying signal. The feature vector should fulfill a number

of statistical and numeric requirements depending on the employed classifier and

similarity/distance measure. In the following, we summarize the most important

statistical and numeric properties.

Compactness. This property refers to the dimensionality of the feature vector.

A compact representation is desired to decrease the computational complexity of

subsequent calculations.

Numeric range. The components of a feature vector should be in the same

numeric range to allow for comparisons of the components. Different numeric

ranges of components in the same vector may lead to unwanted bias in following

similarity judgments (depending on the employed classifier and distance metric).

Therefore, normalization may be applied after feature extraction.

Completeness. A feature should be able to completely cover the range of values of

the property it describes. For example, a feature that describes the pitch of an audio

signal should cover the entire range of possible pitches.

Redundancy. The correlation between components of a feature vector is an

indicator for its quality. The components of a feature vector should be decorrelated

to maximize the expressive power. We find features with decorrelated components

especially in the cepstral- and eigendomain (see Sections 5.5 and 5.7).

Discriminant power. For different audio signals, a feature should provide differ-

ent values. A measure for the discriminant power of a feature is the variance of the

resulting feature vectors for a set of input signals. Given different classes of similar

signals, a discriminatory feature should have low variance inside each class and high

variance over different classes.

Sensitivity. An indicator for the robustness of a feature is the sensitivity to minor

changes in the underlying signal. Usually, low sensitivity is desired to remain robust

against noise and other sources of irritation.

In general, it is not possible to optimize all mentioned properties simultaneously,

because they are not independent from each other. For example, with increasing
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discriminant power of a feature, its sensitivity to the content increases as well which

in turn may reduce noise robustness. Usually, tradeoffs have to be found in the

context of the particular retrieval task.
4. A Novel Taxonomy for Audio Features

Audio features describe various aspects and properties of sound and form a

versatile set of techniques that has no inherent structure. One goal of this chapter

is to introduce some structure into this field and to provide a novel, holistic

perspective. Therefore, we introduce a taxonomy that is applicable to general-

purpose audio features independent from their application domain.

A taxonomy is an organization of entities according to different principles. The

proposed taxonomy organizes the audio features into hierarchical groups with

similar characteristics. There is no single, unambiguous and generally applicable

taxonomy of audio features, due to their manifold nature. A number of valid and

consistent taxonomies exist. Usually, they are defined with particular research fields

in mind. Hence, most of them are tailored to the needs of these particular fields

which diminishes their general applicability.

We want to point out some issues related to the design of a taxonomy by

discussing related approaches. Tzanetakis [18] proposes a categorization for audio

features in the domain of music information retrieval. The author employs two

organizing principles. The first principle corresponds to computational issues of a

feature, for example, Wavelet transform features, short-time Fourier transform
(STFT)-based features. The second principle relates to qualities like texture, timbre,

rhythm, and pitch. This results in groups of features that either are computed

similarly or describe similar audio qualities.

Two groups in this categorization are remarkable. There is a group called other
features that incorporates features that do not fit into any other group. This reflects

the difficulties associated with the definition of a complete and clear taxonomy. The

other remarkable group is the one named musical content features. This group

contains combinations of features from the other groups and cannot be regarded to

be on the same structural level as the other groups. Tzanetakis’ categorization is

appropriate for music information retrieval [47]. However, it is too coarse for a

general application in audio retrieval.

Peeters [48] promotes four organizing principles for the categorization of audio

features. The first one relates to the steadiness or dynamicity of a feature. The

second principle takes the time extent of a feature into account. The third principle is
the abstractness of the representation resulting from feature extraction. The last
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organizing principle is the extraction process of the feature. Peeters describes an

organization that is better suited for general use, though we believe a more system-

atic approach is needed.

We have identified several principles that allow for classification of audio

features inspired by existing organizations and the literature survey presented in

Section 6. Generally, these principles relate to feature properties, such as the

domain, the carried information (semantic meaning), and the extraction process.

The selection of organizing principles is crucial to the worth of a taxonomy. There is

no broad consensus on the allocation of features to particular groups, for example,

Lu et al. [49] regard zero crossing rate (ZCR) as a perceptual feature, whereas Essid

et al. [50] assign ZCR to the group of temporal features. This lack of consensus may

stem from the different viewpoints of the authors.

Despite the aforementioned difficulties, we propose a novel taxonomy that aims at

being generally applicable. The taxonomy follows a method-oriented approach that

reveals the internal structure of different features and their similarities. Additionally,

it facilitates the selection of features for a particular task. In practice, the selection of

features is driven by factors such as computational constraints (e.g., feature extrac-

tion on (mobile) devices with limited capabilities) or semantic issues (e.g., features

describing rhythm). The proposed taxonomy is directed toward these requirements.

We believe that a taxonomy of features has to be as fine-grained as possible in

order to maximize the degree of introduced structure. However, at the same time

the taxonomy should maintain an abstract view to provide groups with semantic

meaning. We aim at providing a tradeoff between these conflicting goals in the

proposed taxonomy.

We assign features to groups in a way that avoids ambiguities. However, we are

aware that even with the proposed organizing principles, certain ambiguities will

remain. Generally, the number of computationally and conceptually valid views of

features, renders the elimination of ambiguities impossible.

The proposed taxonomy has several levels. On the highest level, we distinguish

features by their domain as specified in Section 3.1. This organizing principle is well
suited for the taxonomy, since each feature resides in one distinct domain. The

domains employed for the taxonomy are presented in Section 3.2.

Figure 5 depicts the groups of the first level of the taxonomy. Note that we group

features from frequency domain and from autocorrelation domain into the same

group of the taxonomy (named frequency domain) since both domains represent

similar information. The frequency domain represents the frequency distribution of a

signal while the autocorrelation domain reveals the same frequencies (periodicities)

in terms of time lags.

The domain a feature resides in reveals the basic meaning of the data represented

by that feature, for example, whether or not it represents frequency content.



Temporal domain (5.2)

Zero crossings (5.2.1)

Amplitude (5.2.2)

Power (5.2.3)

FIG. 6. The organization of features in the temporal domain relates to physical properties of the signal.

In brackets a reference to the section containing the corresponding features is given.

Temporal domain (5.2)

Frequency domain (5.3 and 5.4)

Modulation frequency domain (5.6)

Eigendomain (5.7)

Phase space (5.8)

Cepstral domain (5.5)

Audio features

FIG. 5. The first level of the proposed taxonomy. The organizing principle is the domain the features

reside in. In brackets a reference to the section containing the corresponding features is given.
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Additionally, it allows the user to coarsely estimate the computational complexity of

a feature. It further provides information on the data quality, such as statistical

independence of the feature components.

On the next level, we apply organizing principles based on computational and

semantic concepts. Inside one domain we consistently categorize features according

to the property that structures them best. The structure of the temporal domain bases
on what aspect of the signal the feature represents. In the temporal domain, depicted

in Fig.6, we distinguish between three groups of features: amplitude-, power-, and

zero crossing-based features. Each group contains features related to a particular

physical property of the waveform.

For the frequency domain we propose a deeper hierarchy due to the diversity of

the features that live in it. We introduce a semantic layer that divides the set of

features into two distinct groups. One group are perceptual features and the other

group are physical features. Perceptual features represent information that has a
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semantic meaning to a human listener, while physical features describe audio signals

in terms of mathematical, statistical, and physical properties of the audio signal (see

Section 3.1). We believe that this layer of the taxonomy supports clarity and

practicability.

We organize the perceptual features according to semantically meaningful aspects

of sound. These aspects are brightness, chroma, harmonicity, loudness, pitch, and

tonality. Each of these properties forms one subgroup of the perceptual frequency

features (see Fig.7). This structure facilitates the selection of audio features for

particular retrieval tasks. For example, if the user needs to extract harmonic content,

the taxonomy makes identification of relevant features an easy task.

Note that we do not employ timbre as a semantic category in the taxonomy

because of its versatile nature. Its many facets would lead to an agglomeration of

diverse features into this group. Many audio features represent one or more facets of

timbre. In this taxonomy features that describe timbral properties are distributed

over several groups.

A semantic organization of the physical features in the frequency domain is not

reasonable, since physical features do not explicitly describe semantically meaning-

ful aspects of audio. We employ a mathematically motivated organizing principle
Frequency domain

Perceptual (5.4)

Brightness (5.4.1)

Tonality (5.4.2)

Loudness (5.4.3)

Pitch (5.4.4)

Chroma (5.4.5)

Harmonicity (5.4.6)

Physical (5.3)

Autoregression (5.3.1)

Adaptive time-freq. decomposition (5.3.2)

Short-time Fourier (5.3.3)

FIG. 7. The organization of features in the frequency domain relates to physical and semantic proper-

ties of the signal. In brackets a reference to the section containing the corresponding features is given.
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for physical features. The features are grouped according to their extraction process.

We distinguish between features that are based on autoregression, adaptive time-

frequency decomposition (e.g., Wavelet transform), and STFT. Features that base on

STFT may be further separated into features that take the complex part into account

(phase) and features that operate on the real part (envelope) of the spectrum.

Similarly to the physical features in the frequency domain, we organize the

features in the cepstral domain. Cepstral features have in common that they approx-

imate the spectral envelope. We distinguish between cepstral features by differences

in their extraction process.

Figure 8 illustrates the structure of the cepstral domain. The first group of cepstral

features employs critical-band filters, features in the second group incorporate

advanced psychoacoustic models during feature extraction and the third group

applies autoregression.

Modulation frequency features carry information on long-term frequency mod-

ulations. All features in this domain employ similar long-term spectral analyses.

A group of features we want to emphasize are rhythm-related features, since they

represent semantically meaningful information. Consequently, these features form a

subgroup in this domain (see Fig.9).

The remaining domains of the first level of the taxonomy are eigendomain and

phase space. We do not further subdivide these domains, since the taxonomy does
Cepstral domain (5.5)

Perceptual filter bank (5.5.1)

Advanced auditory model (5.5.2)

Autoregression (5.5.3)

FIG. 8. The organization of features in the cepstral domain relates to the computational properties of

the features. In brackets a reference to the section containing the corresponding features is given.

Modulation frequency domain (5.6) Rhythm (5.6.1)

FIG. 9. The organization of features in the modulation frequency domain. We group features that relate

to rhythmic content into a separate semantic group. In brackets a reference to the section containing the

corresponding features is given.
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not profit from further subdivision. A further partition of the domains would

decrease the general applicability of the taxonomy.

The taxonomy allows for the selection of features by the information the features

carry (e.g., harmonic and rhythm-related features) as well as by computational

criteria (e.g., temporal features). We believe that the taxonomy groups features in

a way that makes it generally applicable to all areas of audio retrieval and demands

only a small number of tradeoffs.
5. Audio Features

In the previous section, we have introduced a taxonomy that represents a hierarchy

of feature groups that share similar characteristics.We investigatemore than 70 state-

of-the-art and traditional audio features from an extensive literature survey. In the

following, we briefly present each audio feature in the context of the taxonomy. The

sections and subsections reflect the structure of the taxonomy.We describe important

characteristics of the features and point out similarities and differences. Before we

describe the features in more detail, we give an overview of all covered features

and introduce a compact notation for describing the feature extraction process.

We compactly present properties of the features, such as the extraction process,

domain, temporal structure, application domain, complexity, etc. A tabular represen-

tation gives the reader the opportunity to structurally compare and survey all features.
5.1 Overview

Before we present the tables containing the properties of the features, we intro-

duce a notation that allows for the compact representation of the extraction process

of a feature. In Section 3.2, we have introduced three groups of mathematical

operations that are usually employed in audio feature extraction: transformations,

filters, and aggregations. We identify the most important operators belonging to

these categories by analyzing the features covered in this chapter. The resulting sets

of transformations, filters, and aggregations are listed in Tables II–IV. We arrange

similar operations into groups by horizontal bars in order to improve readability.

In the tables, we assign a character to each operation as an abbreviation. Trans-

formations are abbreviated by uppercase Latin characters and filters by lowercase

Latin characters. We assign Greek characters (lower and upper case) to aggrega-

tions. We observe that the number of identified operations (building blocks) is

relatively small, considering that they originate from the analysis of more than 70

different audio features.



Table II

FREQUENT TRANSFORMATIONS EMPLOYED IN AUDIO

FEATURES AND THEIR SYMBOLS (UPPERCASE LETTERS, LEFT)

Transformations

A Autocorrelation

R Crosscorrelation

B Band-pass filter bank

F Discrete Fourier transform (DFT)

C (Inverse) discrete cosine transform (DCT/IDCT)

Q Constant Q transform (CQT)

M Modulated complex lapped transform (MCLT)

V Adaptive time-frequency transform (ATFT)

W Discrete wavelet (packet) transform (DW(P)T)

E Phase space embedding

I Independent component analysis (ICA)

P (Oriented) principal component analysis ((O)PCA)

S Singular value decomposition (SVD)

Table III

FREQUENT FILTERS EMPLOYED IN AUDIO FEATURES AND

THEIR SYMBOLS (LOWERCASE LETTERS, LEFT)

Filters

b Band-pass filter (bank)

c Comb filter (bank)

o Low-pass filter

f Framing/windowing

w (Non)linear weighting function

d Derivation, difference

e Energy spectral density

g Group delay function

l Logarithm

x Exponential function

n Normalization

a Autoregression (linear prediction analysis)

r Cepstral recursion formula
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The process of computation of a feature may be described as a sequence of the

identified operations. We introduce a signature as a compact representation

that summarizes the computational steps of the extraction process of a feature.



Table IV

FREQUENT AGGREGATIONS EMPLOYED IN AUDIO FEATURES AND THEIR SYMBOLS

(GREEK LETTERS, LEFT)

Aggregations and detectors

w Maximum

i Minimum

m Mean (weighted, arithmetic, geometric)

f MedianP
Sum, weighted sum

s Deviation, sum of differences

$ Root-mean-square

o Power (mean square)

H Entropy

p Percentile

r Regression

L Histogram

b Spectral binning

k Peak detection

c Harmonic peak detection

y Polynomial root finding

z Zero/level-crossing detector

The subgroup of detectors are summarized at the bottom of the table.
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A signature is a sequence of transformations, filters, and aggregations represented

by the previously assigned symbols in Tables II–IV. The characters are arranged

from left to right in the order the corresponding operations are performed during

feature extraction.

We demonstrate the composition of a signature by means of the well-known

MFCC feature [51]. MFCCs are usually computed as follows. At first the Fourier

transform of the windowed input signal is computed (a STFT). Then a Mel-filter

bank, consisting of logarithmically positioned triangular band-pass filters is applied.

After taking the logarithm of the magnitude of the band-pass filtered amplitudes, the

Cosine transform is taken to obtain MFCCs.

We can easily construct the corresponding signature for MFCCs by selecting the

necessary building blocks from Tables II to IV. First, a single frame (‘‘f’’) of the

input signal is extracted and a Fourier transform (‘‘F’’) is performed. Then spectral

binning of the Fourier coefficients is performed to obtain the responses of the Mel-

filters (‘‘b’’). Taking the logarithm corresponds to ‘‘l’’ and the completing Cosine

transformmatches ‘‘C.’’ The resulting sequence for theMFCC feature is ‘‘f F b l C.’’
Additionally to transformations, filters, and aggregations, the signatures may

contain two structural elements: parentheses and brackets. Parentheses indicate
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optional operations. We apply parentheses in cases where different definitions of a

feature exist to express that more than one computation is possible. Brackets label

operations that are repeated for several (two or more) audio frames. For example, in

the signature of MPEG-7 temporal centroid ‘‘[f $]m’’ the brackets indicate that the
mean operator is applied to several root-mean-squared frames.

We construct signatures for all features to enable a structural comparison of the

features and present them together with other properties in Tables V–VII. The tables

organize the features according to the taxonomy. The first column presents the

domain of the features (which is the first level of the taxonomy). The second column

contains references to the sections where the corresponding features are presented

(each section covers a subgroup of the taxonomy).

For each feature we specify its temporal scale: ‘‘I,’’ ‘‘X,’’ and ‘‘G’’ denote

intraframe, interframe, and global features, respectively (see Section 3.1). ‘‘Y’’

and ‘‘N’’ in column ‘‘perceptual’’ indicate whether or not a feature is perceptual.

The same is done in the column ‘‘psychoacoustic model.’’ Furthermore, we rate the

computational complexity of each feature (‘‘L,’’ ‘‘M,’’ and ‘‘H’’ denote low,

medium, and high, respectively). The next column lists the proposed dimension of

the feature vectors. The character ‘‘V’’ indicates that the dimension of a feature is

parameterized (variable). Additionally, we list the ‘‘application domain’’ where the

feature is mostly used. The abbreviation ‘‘ASR’’ stands for automatic speech

recognition, ‘‘ESR’’ is environmental sound recognition, ‘‘MIR’’ is music informa-

tion retrieval, ‘‘AS’’ is audio segmentation, ‘‘FP’’ is fingerprinting, and ‘‘VAR’’

indicates that the feature is applied across several application domains.

The benefit of the signatures in Tables V–VII is not only the compact representa-

tion of the extraction process. More important is the ability to identify structurally

similar features by comparing rows in the tables. Note that this may be done very

quickly without decoding the signatures. Additionally to structural similarities, we

may identify preferred operations for particular tasks (e.g., time-to-frequency trans-

formation, analysis of harmonic structures), typical combinations of building blocks

and coarsely estimate the complexity of a feature.

In the following, we summarize some observations from the signatures in

Tables V–VII. We observe that framing (‘‘f’’) is part of almost every audio feature

independent from the temporal scale. Most of the features are intraframe features,

which means that the feature generates one vector for every frame (see Section 3.1).

Features that contain brackets in their signature are most often interframe features,

for example modulation frequency domain features. These features incorporate

information from several frames and represent long-term properties, such as rhythm

and tempo.

The signatures reveal the usage and distribution of mathematical transformations

among the audio features. Most features employ the (short-time) Fourier transform



Table V

AN OVERVIEW OF TEMPORAL AND FREQUENCY DOMAIN FEATURES

Domain Section Feature name

Temporal

scale Perceptual

Psychoacoustic

model Complexity Dimension

Application

domain Signature

Temporal 5.2.1 Zero crossing

rate (ZCR)

I N N L 1 VAR f z

Linear predic-

tion ZCR

I N N L 1 ASR f za z

Zero crossing

peak ampli-

tudes (ZCPA)

I N Y M V ASR f b z k l L
P

Pitch synchro-

nous ZCPA

I N Y M V ASR f b Aw z k l L
P

5.2.2 MPEG-7 audio

waveform

I N N L 2 – f w i

Amplitude

descriptor

I N N L 9 ESR f m s z m s

5.2.3 Short-time

energy,

MPEG-7

audio power

I N N L 1 VAR f o

Volume I N N L 1 VAR f $

MPEG-7

temporal

centroid

X N N L 1 MIR [f $]m

MPEG-7 log

attack time

G N N L 1 MIR [f $]k l

Frequency—

physical

5.3.1 Linear predictive

coding

I N N L V ASR f(b)a (F)

Line spectral

frequencies

I N N M V VAR f a y

(continued)



Table V (Continued)

Domain Section Feature name

Temporal

scale Perceptual

Psychoacoustic

model Complexity Dimension

Application

domain Signature

Frequency—

physical

5.3.2 Daubechies

wavelet

coefficient

histogram

I N N M 28 MIR f W L

Adaptive time-

frequency

transform

G N N M 42 MIR V L

5.3.3 Subband energy

ratio

I N N L V VAR f F be n

Spectral flux I N N L 1 VAR [f F]d
P

Spectral slope I N N L 4 VAR f F r
Spectral peaks X N N L V MIR [f F w]d
(Modified)

group delay

I N N M V ASR f F(o)g (C)

Frequency—

perceptual

5.4.1 MPEG-7 spec-

tral centroid

G Y N L 1 MIR F m

MPEG-7 audio

spectrum

centroid

I Y Y M 1 VAR f F b l m

Spectral centroid I Y N L 1 VAR f F(b)(l)m
Sharpness I Y Y M 1 VAR f F bw w m
Spectral center I Y N L 1 MIR f F ef

For each feature, we list the domain, a reference to the describing section, temporal scale, whether or not the feature is perceptual and employs

psychoacoustic models, the complexity, dimension, application domain, and signature.



Table VI

AN OVERVIEW OF FREQUENCY DOMAIN PERCEPTUAL FEATURES

Domain Section Feature name

Temporal

scale Perceptual

Psychoacoustic

model Complexity Dimension

Application

domain Signature

Frequency—

perceptual

5.4.2 Bandwidth I Y N L 1 VAR f F b (l)s

MPEG-7 audio

spectrum spread

I Y Y M 1 VAR f F b l s

Spectral dispersion I Y N L 1 MIR f F ef s
Spectral rolloff I Y N L 1 VAR f F p
Spectral crest I Y N L V FP f F b w m (l)
Spectral flatness I Y N M V FP f F b m (l)
Subband spectral

flux

I Y N M 8 ESR f F l n bd m

(Multiresolution)

entropy

I Y N M V ASR f F nb H

5.4.3 Sone I Y Y H V MIR f F bo l w

Integral loudness I Y Y H 1 MIR f F l
P

w x
P

5.4.4 Pitch (dominant

frequency)

I Y N L 1 VAR f A w

MPEG-7 audio fun-

damental

frequency

I Y N L 2 VAR f A w

Pitch histogram X Y N M V MIR [f A k]L (
P

)

Psychoacoustical

pitch

I Y Y H V VAR b b w A
P

5.4.5 Chromagram I Y N M 12 MIR f F l
P

Chroma CENS

features

I Y N M 12 MIR f B
P

n o

Pitch profile I Y N H 12 MIR f Q k
P

w Lw w
P

(continued)



Table VI (Continued)

Domain Section Feature name

Temporal

scale Perceptual

Psychoacoustic

model Complexity Dimension

Application

domain Signature

Frequency—

perceptual

5.4.6 MPEG-7 audio

harmonicity

I Y N M 2 VAR f A w

Harmonic

coefficient

I Y N L 1 AS f A w

Harmonic

prominence

I Y N M 1 ESR f A c

Inharmonicity I Y N M 1 MIR f A c s
MPEG-7

harmonic

spectral centroid

I Y N M 1 MIR f F c m

MPEG-7

harmonic

spectral deviation

I Y N M 1 MIR f F c m ls

MPEG-7

harmonic

spectral spread

I Y N M 1 MIR f F c s

MPEG-7

harmonic

spectral variation

I Y N M 1 MIR [f F c]R

Harmonic energy

entropy

I Y N M 1 MIR f F c H

Harmonic

concentration

I Y N M 1 MIR f F ce
P

Spectral peak

structure

I Y N M 1 MIR f F cd L H

Harmonic derivate I Y N M V MIR f F l d

For each feature, we list the domain, a reference to the describing section, temporal scale, whether or not the feature is perceptual and employs psychoacoustic

models, the complexity, dimension, application domain, and signature.



Table VII

AN OVERVIEW OF FEATURES IN CEPSTRAL DOMAIN, MODULATION FREQUENCY DOMAIN, EIGENDOMAIN, AND PHASE SPACE

Domain Section Feature name

Temporal

scale Perceptual

Psychoacoustic

model Complexity Dimension

Application

domain Signature

Cepstral 5.5.1 Mel-scale frequency

cepstral coefficients

I N Y H V VAR f F b l C

Bark-scale frequency

cepstral coefficients

I N Y H V VAR f F b l C

Autocorrelation MFCCs I N Y H V ASR f A o F b l C
5.5.2 Noise-robust

auditory feature

I N Y H 256 ESR f B w d o l C

5.5.3 Perceptual linear

prediction (PLP)

I N Y H V ASR f F bw w C a r

Relative spectral PLP I N Y H V ASR f F b l b w w x C a r

Linear prediction cepstral

coefficients

I N N M V ASR f(b)a r

Modulation

frequency

5.6 Auditory filter bank

temporal envelopes

I N Y M 62 MIR f b b e
P

Joint acoustic and

modulation frequency

features

X N Y H V VAR [f F bo]W
P

4-Hz modulation har-

monic coefficient

X N N M 1 AS [f A w]C b

4-Hz modulation energy X N Y M 1 AS [f F b]b e n
P

(continued)



Table VII (Continued)

Domain Section Feature name

Temporal

scale Perceptual

Psychoacoustic

model Complexity Dimension

Application

domain Signature

Modulation

frequency

5.6.1 Band periodicity X Y N M 4 AS [f b Aw]
P

Pulse metric I Y N M 1 AS f b kA k
Beat spectrum (beat

spectrogram)

X Y N H V MIR [f F l o]R A

Cyclic beat spectrum X Y N H V MIR o[f F d
P

] c o
P

k
Beat tracker X Y N H 1 MIR [f b o d c

P
]k]

Beat histogram X Y N M 6 MIR [f W o
P

A k]L
DWPT-based rhythm

feature

X Y N M V MIR [f W Ak]L

Rhythm patterns X N Y H 80 MIR [[f F bo l w]
F w o]f

Eigendomain 5.7 Rate-scale-frequency

features

X N Y H 256 ESR [f B w d o]W
P

P

MPEG-7 audio spectrum

basis

X N N H V ESR [f F b l n]S(I)

Distortion discriminant

analysis

X N N H 64 FP [f M l P]P

Phase space 5.8 Phase space features I N N H V ASR f E

The provided data are organized as in Tables V and VI.
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(‘‘f F’’) to obtain a time-frequency representation. We observe that the Cosine

transform (‘‘C’’) is mainly employed for the conversion from frequency to cepstral

domain (due to its ability to decorrelate the data). In the set of investigated features,

the Wavelet transform (‘‘W’’) appears rarely compared to the other transformations,

although it has better time-frequency resolution than the STFT.

As already mentioned, the features in Tables V–VII are arranged according to the

taxonomy (see Section 4). Usually, features from the same group of the taxonomy

share similar properties. For example, most harmonicity features share the same

building blocks (DFT ‘‘F’’ or autocorrelation ‘‘A’’ followed by a peak detection

‘‘h’’). Another observation is that pitch and rhythm features make extensive use of

autocorrelation.

The identification of building blocks and signatures provides a novel perspective

on audio features. Signatures give a compact overview of the computation of a

feature and reveal basic properties (e.g., domain, temporal scale, and complexity).

Additionally, they enable the comparison of features based on a unified vocabulary

of mathematical operations that is independent of any application domain.

The literature concerning each feature is listed separately in Section 6.2.
5.2 Temporal Features

The temporal domain is the native domain for audio signals. All temporal features

have in common that they are extracted directly from the raw audio signal, without

any preceding transformation. Consequently, the computational complexity of tem-

poral features tends to be low.

We partition the group of temporal features into three groups, depending on what

the feature describes. First, we investigate features that are based on zero crossings;

then, we survey features that describe the amplitude and the energy of a signal,

respectively. Figure 10 depicts the groups of the taxonomy.
Temporal domain

Zero crossings (5.2.1)

Amplitude (5.2.2)

Power (5.2.3)

FIG. 10. The organization of features in the temporal domain relates to the captured physical properties

of the signal. In brackets a reference to the section containing the corresponding features is given.
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5.2.1 Zero Crossing-Based Features
Zero crossings are a basic property of an audio signal that is often employed in

audio classification. Zero crossings allow for a rough estimation of dominant

frequency and the spectral centroid (SC) [52].

Zero crossing rate. One of the cheapest and simplest features is the ZCR, which is

defined as the number of zero crossings in the temporal domain within one second.

According to Kedem [53], the ZCR is a measure for the dominant frequency in a

signal. ZCR is a popular feature for speech/music discrimination [54, 55] due to its

simplicity. However, it is extensively used in a wide range of other audio application

domains, such as musical genre classification [56], highlight detection [57], speech

analysis [58], singing voice detection in music [59], and environmental sound

recognition [60].

Linear prediction zero crossing ratio (LP-ZCR). LP-ZCR is the ratio of the zero

crossing count of the waveform and the zero crossing count of the output of a linear

prediction analysis filter [52]. The feature quantifies the degree of correlation in a

signal. It helps to distinguish between different types of audio, such as (higher

correlated) voiced speech and (lower correlated) unvoiced speech.

Zero crossing peak amplitudes (ZCPA). The ZCPA feature has been proposed by

Kim et al. [61, 62] for ASR in noisy environments. The ZCPA technique extracts

frequency information and corresponding intensities in several psychoacoustically

scaled subbands from time domain zero crossings. Information from all subbands is

accumulated into a histogram where each bin represents a frequency. The ZCPA

feature is an approximation of the spectrum that is directly computed from the signal

in temporal domain and may be regarded as a descriptor of the spectral shape. Kim

et al. [62] show that ZCPA outperforms linear prediction cepstral coefficients

(LPCCs; see Section 5.5.3) under noisy conditions for ASR.

Pitch synchronous zero crossing peak amplitudes (PS-ZCPA). PS-ZCPA is an

extension of ZCPA that additionally takes pitch information into account [63]. Small

peak amplitudes, which are prone to noise, are removed by synchronizing the ZCPA

with the pitch. Ghulam et al. [63] show that the resulting feature is more robust to

noise than ZCPA. They further increase the performance of PS-ZCPA by taking

auditory masking effects into account in Ref. [64].
5.2.2 Amplitude-Based Features
Some features are directly computed from the amplitude (pressure variation) of a

signal. Amplitude-based features are easy and fast to compute but limited in their

expressiveness. They represent the temporal envelope of the audio signal.
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MPEG-7 audio waveform (AW). The audio waveform descriptor gives a compact

description of the shape of a waveform by computing the minimum and maximum

samples within nonoverlapping frames. The AW descriptor represents the (down-

sampled) waveform envelope over time. The purpose of the descriptor is the display

and comparison of waveforms rather than retrieval [65].

Amplitude descriptor (AD). The amplitude descriptor has been developed for the

recognition of animal sounds [66]. The descriptor separates the signal into segments

with low and high amplitude by an adaptive threshold (a level-crossing operation).

The duration, variation of duration, and energy of these segments make up the

descriptor. AD characterizes the waveform envelope in terms of quiet and loud

segments. It allows us to distinguish sounds with characteristic waveform envelopes.
5.2.3 Power-Based Features
The energy of a signal is the square of the amplitude represented by the waveform.

The power of a sound is the energy transmitted per unit time (second) [35].

Consequently, power is the mean-square of a signal. Sometimes the root of power

(root-mean-square, RMS) is used in feature extraction. In the following, we summa-

rize features that represent the power of a signal (short-time energy—STE, volume)

and its temporal distribution (temporal centroid, log attack time—LAT).

Short-time energy. STE describes the envelope of a signal and is extensively used

in various fields of audio retrieval (see Table IX for a list of references). We define

STE according to Zhang and Kuo [20] as the mean energy per frame (which actually

is a measure for power). The same definition is used for the MPEG-7 audio power
descriptor [65]. Note that there are varying definitions for STE that take the spectral
power into account [49, 67].

Volume. Volume is a popular feature in audio retrieval, for example in silence

detection and speech/music segmentation [54, 68]. Volume is sometimes called

loudness, as in Ref. [69]. We use the term loudness for features that model human

sensation of loudness (see Section 5.4.3). Volume is usually approximated by

the RMS of the signal magnitude within a frame [70]. Consequently, volume is the

square root of STE. Both volume and STE reveal the magnitude variation over time.

MPEG-7 temporal centroid. The temporal centroid is the time average over the

envelope of a signal in seconds [65]. It is the point in time where most of the energy

of the signal is located in average. Note that the computation of temporal centroid is

equivalent to that of spectral centroid (Section 5.4.1) in the frequency domain.

MPEG-7 log attack time. LAT characterizes the attack of a sound. LAT is the

logarithm of the time it takes from the beginning of a sound signal to the point in

time where the amplitude reaches a first significant maximum [65]. The attack
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characterizes the beginning of a sound, which can be either smooth or sudden. LAT

may be employed for classification of musical instruments by their onsets.
5.3 Physical Frequency Features

The group of frequency domain features is the largest group of audio features. All

features in this group have in common that they live in frequency or autocorrelation

domain. From the signatures in Tables V–VII, we observe that there are several

ways to obtain a representation in these domains. The most popular methods are the

Fourier transform and the autocorrelation. Other popular methods are the Cosine

transform, Wavelet transform, and the constant Q transform. For some features

the spectrogram is computed by directly applying a bank of band-pass filters to

the temporal signal followed by framing of the subband signals.

We divide frequency features into two subsets: physical features and perceptual
features. See Section 3.1 for more details on these two properties. In this section, we

focus on physical frequency features. These features describe a signal in terms of its

physical properties. Usually, we cannot assign a semantic meaning to these features.

Figure 11 shows the corresponding groups of the taxonomy.
5.3.1 Autoregression-Based Features
Autoregression analysis is a standard technique in signal processing where a

linear predictor estimates the value of each sample of a signal by a linear combina-

tion of previous values. Linear prediction analysis has a long tradition in audio

retrieval and signal coding [71, 72].

Linear predictive coding (LPC). LPC is extensively used in ASR since it takes

into account the source-filter model of speech production (by employing an all-pole

filter) [71]. The goal of LPC is to estimate basic parameters of a speech signal, such

as formant frequencies and the vocal tract transfer function. LPC is applied in other
Frequency domain—physical

Autoregression (5.3.1)

Adaptive time-freq. decomposition (5.3.2)

Short-time Fourier (5.3.3)

FIG. 11. The organization of physical features in the frequency domain. In brackets a reference to the

section containing the corresponding features is given.
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domains as well, such as audio segmentation and general-purpose audio retrieval

where the LPC spectrum is used as an approximation of the spectral envelope [73–75].

In practice, the cepstral representation of LPC coefficients is mostly used due to

their higher retrieval efficiency [76]. We address LPCCs in Section 5.5.3.

Line spectral frequencies (LSF). LSF (also called line spectral pairs) are an

alternative representation of linear prediction coefficients. LSF are obtained by

decomposing the linear prediction polynomial into two separate polynomials. LSF

are at the roots of these two polynomials [77].

LSF characterize the resonances of the linear prediction polynomial together with

their bandwidths [78]. While LSF describe equivalent information to LPC coeffi-

cients, they have statistical properties that make them better suited for pattern

recognition applications [79]. LSF are employed in various application domains,

such as in speech/music discrimination [52], instrument recognition [78], and

speaker segmentation [80].
5.3.2 Adaptive Time-Frequency

Decomposition-Based Features
STFT is widely used in audio feature extraction for time-frequency decomposi-

tion. This can be observed from the signatures in Tables V–VII. However, STFT

provides only a suboptimal tradeoff between time and frequency resolution since the

frequency resolution of the STFT is the same for all locations in the spectrogram.

The advantage of adaptive time-frequency decompositions, like the Wavelet trans-

form is that they provide a frequency resolution that varies with the temporal

resolution.

This group of the taxonomy comprises features that employ Wavelet transform

and related transformations for time-frequency decomposition. Features in this

group are based on the transform coefficients. For example, Khan and Al-Khatib

[74] successfully employ the variance of Haar Wavelet coefficients over several

frames for speech/music discrimination. We consider such features as physical

features since they do not have a semantic interpretation.

Daubechies Wavelet coefficient histogram features (DWCHs). DWCHs have been

proposed by Li et al. [47] for music genre classification. The authors decompose the

audio signal by Daubechies Wavelets and build histograms from the Wavelet

coefficients for each subband. The subband histograms provide an approximation

of the waveform variation in each subband. The first three statistical moments of

each coefficient histogram together with the energy per subband make up the feature

vector. Li et al. [47] show that DWCHs improve efficiency in combination with

traditional features for music genre classification. Further studies on DWCHs in the
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fields of artist style identification, emotion detection, and similarity retrieval may be

found in Refs. [81, 82].

Adaptive time-frequency transform (ATFT) features. The ATFT investigated by

Umapathy et al. [83] is similar to the Wavelet transform. The signal is decomposed

into a set of Gaussian basis functions of several scales, translations, and center

frequencies. The scale parameter varies with the waveform envelope of the signal

and represents for example rhythmic structures. It shows that the scale parameter

contains discriminatory information for musical genres.
5.3.3 Short-Time Fourier Transform-Based
Features
In this section, we group physical frequency features that employ the STFT for

computation of the spectrogram. The STFT yields real and complex values. The real

values represent the distribution of the frequency components while the complex

values carry information on the phase of the components. Consequently, we distin-

guish between features that rely on the frequency distribution (spectral envelope)

and features that evaluate the phase information. First, we present features that

capture basic properties of the spectral envelope: subband energy ratio, spectral flux,

spectral slope, and spectral peaks. Then, we focus on phase-based features, such as

the (modified) group delay function (GDF).

Subband energy ratio. The subband energy ratio gives a coarse approximation of

the energy distribution of the spectrum. There are slightly different definitions

concerning the selection of the subbands. Usually, four subbands are used as in

Ref. [75]. However, Cai et al. [60] divide the spectrum into eight Mel-scaled bands.

The feature is extensively used in audio segmentation [68, 84] and music analysis

[85]. See Table IX for further references.

Spectral flux. The SF is the 2-norm of the frame-to-frame spectral amplitude

difference vector [86]. It quantifies (abrupt) changes in the shape of the spectrum

over time. Signals with slowly varying (or nearly constant) spectral properties (e.g.,

noise) have low SF, while signals with abrupt spectral changes (e.g., note onsets)

have high SF.

A slightly different definition is provided by Lu et al. [87] where the authors

compute SF based on the logarithm of the spectrum. Similarly to SF, the cepstrum

flux is defined in Ref. [76]. SF is widely used in audio retrieval, for example, in

speech/music discrimination [68, 73, 74], music information retrieval [81, 88], and

speech analysis [89].

Spectral slope. The spectral slope is a basic approximation of the spectrum shape

by a linear regression line [85]. It represents the decrease of the spectral amplitudes
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from low to high frequencies (the spectral tilt) [48]. The slope, the y-intersection, the
maximum and median regression error may be used as features. Spectral slope/tilt

may be employed for discrimination of voiced and unvoiced speech segments.

Spectral peaks. Wang [90, 91] introduces features that allow for a very compact

and noise-robust representation of an audio signal. The features are part of an audio

search engine that is able to identify a piece of music by a short segment captured by

a mobile phone.

The author first computes the Fourier spectrogram and detects local peaks. The

result is a sparse set of time-frequency points—the constellation map. From

the constellation map, pairs of time-frequency points are formed. For each pair,

the two frequency components, the time difference, and the time offset from the

beginning of the audio signal are combined into a feature. Each piece of music is

represented by a large number of such time-frequency pairs. An efficient and

scalable search algorithm proposed by Wang allows for efficiently searching large

databases built from these features. The search system is best described in Ref. [90].

The proposed feature represents a piece of music in terms of spatiotemporal

combinations of dominant frequencies. The strength of the technique is that it solely

relies on the salient frequencies (peaks) and rejects all other spectral content. This

preserves the main characteristics of the spectrum and makes the representation

highly robust to noise since the peak frequencies are usually less influenced by noise

than the other frequencies.

Group delay function. The features mentioned above take the real part (magni-

tude) of the Fourier transform into account. Only a few features describe the phase

information of the Fourier spectrum.

Usually, the phase is featureless and difficult to interpret due to polarity and

wrapping artifacts. The GDF is the negative derivative of the unwrapped Fourier

transform phase [92]. The GDF reveals meaningful information from the phase,

such as peaks of the spectral envelope.

The GDF is traditionally employed in speech analysis, for example for the

determination of significant excitations [93]. A recent approach applies the GDF

in music analysis for rhythm tracking [94]. Since the GDF is not robust against noise

and windowing effects, the modified GDF is often employed instead [95].

Modified group delay function (MGDF). The MGDF algorithm applies a low-pass

filter (cepstral smoothing) to the Fourier spectrum prior to computing the GDF [92].

Cepstral smoothing removes artifacts contributed by noise and windowing, which

makes the MGDF more robust and better suited to speech analysis than the GDF

[95]. The MGDF is employed in various subdomains of speech analysis, such as

speaker identification, phoneme recognition, syllable detection, and language rec-

ognition [96–99]. Murthy et al. [100] show that the MGDF robustly estimates

formant frequencies.
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5.4 Perceptual Frequency Features

So far we have focused on physical frequency features that have no perceptual

interpretation. In this section, we cover features that have a semantic meaning in the

context of human auditory perception. In the following, we group the features

according to the auditory quality that they describe (see Fig.12).
5.4.1 Brightness
Brightness characterizes the spectral distribution of frequencies and describes

whether a signal is dominatedby loworhigh frequencies, respectively.Asoundbecomes

brighter as the high-frequency content becomes more dominant and the low-frequency

content becomes less dominant. Brightness is often defined as the balancing point of the
spectrum [75, 86]. Brightness is closely related to the sensation of sharpness [11].

Spectral centroid. A common approximation of brightness is the SC (or frequency

centroid). It is defined as the center of gravity of the magnitude spectrum (first

moment) [88, 101]. The SC determines the point in the spectrum where most of the

energy is concentrated and is correlated with the dominant frequency of the signal.

A definition of spectral centroid in logarithmic frequency can be found in Ref. [102].

Furthermore, SC may be computed for several frequency bands as in Ref. [103].

The MPEG-7 standard provides further definitions of SC [65]. The MPEG-7
audio spectrum centroid (ASC) differs from the SC in that it employs a power

spectrum in the octave-frequency scale. The ASC approximates the perceptual

sharpness of a sound [104]. Another definition of SC is the MPEG-7 spectral
centroid. The difference to SC is that MPEG-7 spectral centroid is defined for entire
Brightness (5.4.1)

Tonality (5.4.2)

Loudness (5.4.3)

Pitch (5.4.4)

Chroma (5.4.5)

Harmonicity (5.4.6)

Frequency domain—perceptual

FIG. 12. The organization of perceptual features in the frequency domain. In brackets a reference to the

section containing the corresponding features is given.
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signals instead of single frames and that the power spectrum is used instead of the

magnitude spectrum. The different definitions of spectral centroid are very similar,

as shown by the signatures in Table V.

Sharpness. Sharpness is closely related to brightness. Sharpness is a dimension of

timbre that is influenced by the center frequency of narrow-band sounds. Sharpness

grows with the strength of high frequencies in the spectrum [11]. It may be computed

similarly to the spectral centroid but based on the specific loudness instead of the

magnitude spectrum. A mathematical model of sharpness is provided by Zwicker and

Fastl [11]. Sharpness is employed in audio similarity analysis in Refs. [48, 105].

Spectral center. The spectral center is the frequency where half of the energy in

the spectrum is below and half is above that frequency [94]. It describes the

distribution of energy and is correlated with the spectral centroid and thus with the

dominant frequency of a signal. Sethares et al. [94] employ spectral center together

with other features for rhythm tracking.
5.4.2 Tonality
Tonality is the property of sound that distinguishes noise-like from tonal sounds

[11]. Noise-like sounds have a continuous spectrum while tonal sounds typically

have line spectra. For example, white noise has a flat spectrum and consequently a

minimum of tonality while a pure sine wave results in high tonality. Tonality is

related to the pitch strength that describes the strength of the perceived pitch of a

sound (see Section 2.4). Sounds with distinct (sinusoidal) components tend to

produce larger pitch strength than sounds with continuous spectra.

We distinguish between two classes of features that (partially) measure tonality:

flatness measures and bandwidth measures. In the following, we first describe

bandwidth measures (bandwidth, spectral dispersion, and spectral rolloff point)

and then we focus on flatness measures (spectral crest, spectral flatness, subband

spectral flux, and entropy).

Bandwidth. Bandwidth is usually defined as the magnitude-weighted average of

the differences between the spectral components and the spectral centroid [69]. The

bandwidth is the second-order statistic of the spectrum. Tonal sounds usually have a

low bandwidth (single peak in the spectrum) while noise-like sounds have high

bandwidth. However, this is not the case for more complex sounds. For example in

music we find broadband signals with tonal characteristics. The same applies to

complex tones with a large number of harmonics that may have a broadband line

spectrum. Consequently bandwidth may not be a sufficient indicator for tonality for

particular tasks. Additional features (e.g., harmonicity features, see Section 5.4.6

and flatness features, see below) may be necessary to distinguish between tonal and

noise-like signals.
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Bandwidth may be defined in the logarithmized spectrum or the power spectrum

[49, 102, 106]. Additionally, it may be computed within one or more subbands of the

spectrum [103, 107].

In the MPEG-7 standard the measure for bandwidth is called spectral spread [65,
104]. Similarly to the bandwidth measures above, the MPEG-7 audio spectrum

spread (ASS) is the RMS deviation from the spectrum centroid (MPEG-7 ASC

descriptor, see Section 5.4.1). Measures for bandwidth are often combined with that

of spectral centroid in literature since they represent complementary information

[49, 103, 107].

Spectral dispersion. The spectral dispersion is a measure for the spread of the

spectrum around its spectral center [94]. See Section 5.4.1 for a description of

spectral center. In contrast to bandwidth, the computation of spectral dispersion

takes the spectral center into account instead of the spectral centroid.

Spectral rolloff point. The spectral rolloff point is the N% percentile of the power

spectral distribution, where N is usually 85% or 95% [86]. The rolloff point is the

frequency below which N% of the magnitude distribution is concentrated.

It increases with the bandwidth of a signal. Spectral rolloff is extensively used in

music information retrieval [85, 108] and speech/music segmentation [86].

Spectral flatness. Spectral flatness estimates to which degree the frequencies in a

spectrum are uniformly distributed (noise-like) [109]. The spectral flatness is the

ratio of the geometric and the arithmetic mean of a subband in the power spectrum

[103]. The same definition is used by the MPEG-7 standard for the audio spectrum
flatness descriptor [65]. Spectral flatness may be further computed in decibel scale

as in Refs. [110, 111]. Noise-like sounds have a higher flatness value (flat spectrum)

while tonal sounds have lower flatness values. Spectral flatness is often used

(together with spectral crest factor) for audio fingerprinting [111, 112].

Spectral crest factor. The spectral crest factor is a measure for the ‘‘peakiness’’ of

a spectrum and is inversely proportional to the flatness. It is used to distinguish

noise-like and tone-like sounds due to their characteristic spectral shapes. Spectral

crest factor is the ratio of the maximum spectrum power and the mean spectrum

power of a subband. In Ref. [111], the spectral crest factor is additionally logarith-

mized. For noise-like sounds the spectral crest is lower than for tonal sounds.

A traditional application of spectral crest factor is fingerprinting [103, 111, 112].

Subband spectral flux (SSF). The SSF has been introduced by Cai et al. [60] for

the recognition of environmental sounds. The feature is a measure for the portion of

prominent partials (‘‘peakiness’’) in different subbands. SSF is computed from the

logarithmized short-time Fourier spectrum. For each subband the SSF is the accu-

mulation of the differences between adjacent frequencies in that subband. SSF is

low for flat subbands and high for subbands that contain distinct frequencies.

Consequently, SSF is inversely proportional to spectral flatness.
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Entropy. Another measure that correlates with the flatness of a spectrum is

entropy. Usually, Shannon and Renyi entropy are computed in several subbands

[103]. The entropy represents the uniformity of the spectrum. A multiresolution
entropy feature is proposed by Misra et al. [113, 114]. The authors split the spectrum

into overlapping Mel-scaled subbands and compute the Shannon entropy for each

subband. For a flat distribution in the spectrum the entropy is low while a spectrum

with sharp peaks (e.g., formants in speech) has high entropy. The feature captures

the ‘‘peakiness’’ of a subband and may be used for speech/silence detection and

automatic speech recognition.
5.4.3 Loudness
Loudness features aim at simulating the human sensation of loudness. Loudness is

‘‘that attribute of auditory sensation in terms of which sounds may be ordered on a

scale extending from soft to loud’’ [9]. The auditory system incorporates a number

of physiological mechanisms that influence the transformation of the incoming

physical sound intensity into the sensational loudness [11]. See Section 3.3 for a

summary of important effects.

Specific loudness sensation (sone). Pampalk et al. [28] propose a feature that

approximates the specific loudness sensation per critical band of the human auditory

system. The authors first compute a Bark-scaled spectrogram and then apply

spectral masking and equal-loudness contours (expressed in phon). Finally, the

spectrum is transformed to specific loudness sensation (in sone). The feature is the

basis for rhythm patterns (see Section 5.6.1). The representation in sone may be

applied to audio retrieval as in Refs. [85, 115].

Integral loudness. The specific loudness sensation (sone) gives the loudness of a

single sine tone. A spectral integration of loudness over several frequencies enables

the estimation of the loudness of more complex tones [11]. Pfeiffer proposes an

approach to compute the integral loudness by summing up the loudness in different

frequency groups [40]. The author empirically shows that the proposed method

closely approximates the human sensation of loudness. The integral loudness feature

is applied to foreground/background segmentation in Ref. [116].
5.4.4 Pitch
Pitch is a basic dimension of sound, together with loudness, duration, and timbre.

The hearing sensation of pitch is defined as ‘‘that attribute of auditory sensation in

terms of which sounds may be ordered on a scale extending from low to high’’ [9].

The term pitch is widely used in literature and may refer to both, a stimulus parameter
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(fundamental frequency or frequency of glottal oscillation) and an auditory sensation

(the perceived frequency of a signal), depending on the application domain.

In this section, we first focus on features that capture the fundamental frequency and

then present a technique that models the psychoacoustic pitch. Features that describe

pitch are correlated to chroma and harmonicity features (see Sections 5.4.5 and 5.4.6).

Fundamental frequency. The fundamental frequency is the lowest frequency of a

harmonic series and is a coarse approximation of the psychoacoustic pitch. Funda-

mental frequency estimation employs a wide range of techniques, such as temporal

autocorrelation, spectral, and cepstral methods and combinations of these techni-

ques. An overview of techniques is given in Ref. [117].

The MPEG-7 standard proposes a descriptor for the fundamental frequency

(MPEG-7 audio fundamental frequency) which is defined as the first peak of the

local normalized spectrotemporal autocorrelation function [65, 118]. Fundamental

frequency is employed in various application domains [58, 69, 88].

Pitch histogram. The pitch histogram describes the pitch content of a signal in a

compact way and has been introduced for musical genre classification in Refs.

[18, 88]. In musical analysis pitch usually corresponds to musical notes. The pitch

histogram is a global representation that aggregates the pitch information of several

short audio frames. Consequently, the pitch histogram represents the distribution of

the musical notes in a piece of music. A similar histogram-based technique is the

beat histogram that represents the rhythmic content of a signal (see Section 5.6.1).

Psychoacoustic pitch. Meddis and O’Mard [119] propose a method to model

human pitch perception. First the authors apply a band-pass filter to the input signal

to emphasize the frequencies relevant for pitch perception. Then the signal is

decomposed with a gammatone filter bank that models the frequency selectivity of

the cochlea. For each subband an inner hair-cell model transforms the instantaneous

amplitudes into continuous firing probabilities. A running autocorrelation function

is computed from the firing probabilities in each subband. The resulting autocorre-

lation functions are summed across the channels to obtain the final feature.

In contrast to other pitch detection techniques, the output of this algorithm is a series

of values instead of one single pitch value. These values represent a range of frequencies

relevant for pitch perception.Meddis andO’Mardpoint out that a single pitch frequency

is not sufficient for approximation of the pitch perception of complex sounds. Conse-

quently, they employ all values of the feature for matching pitches of different sounds.
5.4.5 Chroma
According to Shepard [120], the sensation of musical pitch may be characterized

by two dimensions: tone height and chroma. The dimension of tone height is

partitioned into the musical octaves. The range of chroma is usually divided into
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12 pitch classes, where each pitch class corresponds to one note of the 12-tone equal

temperament. For example, the pitch class C contains the Cs of all possible octaves
(C0, C1, C2,. . .). The pitches (musical notes) of the same pitch class share the same

chroma and produce a similar auditory sensation. Chroma-based representations are

mainly used in music information analysis and retrieval since they provide an

octave-invariant representation of the signal.

Chromagram. The chromagram is a spectrogram that represents the spectral energy

of each of the 12 pitch classes [121]. It is based on a logarithmized short-time Fourier

spectrum. The frequencies are mapped (quantized) to the 12 pitch classes by an

aggregation function. The result is a 12 element vector for each audio frame. A similar

algorithm for the extraction of chroma vectors is presented in Ref. [122].

The chromagram maps all frequencies into one octave. This results in a spectral

compression that allows for a compact description of harmonic signals. Large

harmonic series may be represented by only a few chroma values, since most

harmonics fall within the same pitch class [121]. The chromagram represents an

octave-invariant (compressed) spectrogram that takes properties of musical percep-

tion into account.

Chroma energy distribution normalized statistics (CENS). CENS features are

another representation of chroma, introduced for music similarity matching by

Müller et al. [46] and Müller [123]. The CENS features are robust against tempo

variations and different timbres which makes them suitable for the matching of

different interpretations of the same piece of music.

Pitch profile. The pitch profile is a more accurate representation of the pitch

content than the chroma features [124]. It takes pitch mistuning (introduced by

mistuned instruments) into account and is robust against noisy percussive sounds

(e.g., sounds of drums that do not have a pitch). Zhu and Kankanhalli [124] apply the

pitch profile in musical key detection and show that the pitch profile outperforms

traditional chroma features.
5.4.6 Harmonicity
Harmonicity is a property that distinguishes periodic signals (harmonic sounds)

from nonperiodic signals (inharmonic and noise-like sounds). Harmonics are fre-

quencies at integer multiples of the fundamental frequency. Figure 13 presents the

spectra of a noise-like (inharmonic) and a harmonic sound. The harmonic spectrum

shows peaks at the fundamental frequency and its integer multiples.

Harmonicity relates to the proportion of harmonic components in a signal.

Harmonicity features may be employed to distinguish musical instruments. For

example harmonic instrument sounds (e.g., violins) have stronger harmonic struc-

ture than percussive instrument sounds (e.g., drums). Furthermore, harmonicity may
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be useful in ESR to distinguish between harmonic (e.g., bird song) and inharmonic

(e.g., dog barks) sounds.

MPEG-7 audio harmonicity. The audio harmonicity descriptor of the MPEG-7

standard comprises two measures. The harmonic ratio is the ratio of the fundamental

frequency’s power to the total power in an audio frame [65, 104]. It is a measure for

the degree of harmonicity contained in a signal. The computation of harmonic ratio

is similar to that of MPEG-7 audio fundamental frequency, except for the used

autocorrelation function.

The second measure in the audio harmonicity descriptor is the upper limit of
harmonicity. The upper limit of harmonicity is the frequency beyond which the

spectrum no longer has any significant harmonic structure. It may be regarded as the

bandwidth of the harmonic components. The audio harmonicity descriptor is well

suited for the distinction of periodic (e.g., musical instruments, voiced speech) and

nonperiodic (e.g., noise, unvoiced speech) sounds.

A similar feature is the harmonic coefficient which is defined as the first maxi-

mum in the (spectrotemporal) autocorrelation function in Ref. [125]. Note that the

definition is nearly equivalent to that of harmonic ratio, except for the employed

autocorrelation function.

Inharmonicity measures. Most real-world harmonic signals do not show a perfect

harmonic structure. Inharmonicity features measure the difference between

observed harmonics and their theoretical (predicted) values which are exactly at

integer multiples of the fundamental frequency.

A straightforward cumulative measure for the deviation of the harmonics from

their predicted values is presented in Refs. [48, 107]. A more enhanced and more

accurate feature is harmonicity prominence which additionally takes the energy and

the bandwidth of each harmonic component into account [60].

A related feature is spectral peak structurewhich is the entropy of the distances of
adjacent peaks in the spectrum. For perfect harmonic sounds, these distances are



FEATURES FOR CONTENT-BASED AUDIO RETRIEVAL 123
constant, while for nonharmonic sounds the distances may vary. Consequently, the

entropy of the distances is a measure for inharmonicity.

MPEG-7 spectral timbral descriptors. The MPEG-7 standard defines a set of

descriptors for the harmonic structure of sounds: MPEG-7 harmonic spectral cen-
troid (HSC), MPEG-7 harmonic spectral deviation (HSD), MPEG-7 harmonic
spectral spread (HSS), and MPEG-7 harmonic spectral variation (HSV) [65, 126].
All descriptors are based on an estimate of the fundamental frequency and the

detection of harmonic peaks in the spectrum (see the signatures in Table VI). The

descriptors represent statistical properties (moments) of the harmonic frequencies

and their amplitudes.

The HSC is the amplitude-weighted average of the harmonic frequencies. Simi-

larly to spectral centroid (see Section 5.4.1) HSC is related to brightness and

sharpness [104].

The HSS descriptor is the power-weighted RMS deviation of the harmonic peaks

from the HSC. It represents the bandwidth of the harmonic frequencies. HSC and

HSS are first and second moment of the harmonic spectrum similarly to spectral

centroid and bandwidth (spectral spread) which are first and second moment of the

entire spectrum.

HSD measures the amplitude deviation of harmonic peaks from their neighboring

harmonic peaks in the same frame. If all harmonic peaks have equal amplitude HSD

reaches its minimum. While HSS represents the variation of harmonic frequencies,

HSD reflects the variation of harmonics’ amplitudes.

The HSV descriptor represents the correlation of harmonic peak amplitudes in

two adjacent frames. It represents fast variations of harmonic structures over time.

The MPEG-7 spectral timbral descriptors address musical instrument recognition,

where the harmonic structure is an important discriminative property [126].

Further harmonicity features. Srinivasan and Kankanhalli [102] introduce har-

monicity features for classification of music genre and instrument family. Harmonic
concentrationmeasures the fraction of energy of the dominant harmonic component

of the signal. Harmonic energy entropy describes the energy distribution of the

harmonic components by computing the entropy of their energies. Finally, Sriniva-

san and Kankanhalli define the harmonic derivate as the difference of the energy of
adjacent harmonic frequencies. The feature represents the decay of harmonic energy

with increasing frequency.

There is a large number of features that capture harmonic properties in literature.

Harmonicity features are related to pitch and chroma features. Additionally, they are

correlated to each other to a high degree due to methodological similarities which

may be observed from the signatures in Table VI.
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5.5 Cepstral Features

The concept of the ‘‘cepstrum’’ has been originally introduced by Bogert et al.

[26] for the detection of echoes in seismic signals. In the domain of audio, cepstral

features have first been employed for speech analysis [51, 127, 128]. Cepstral

features are frequency smoothed representations of the log magnitude spectrum

and capture timbral characteristics and pitch. Cepstral features allow for application

of the Euclidean metric as distance measure due to their orthogonal basis which

facilitates similarity comparisons [127]. Today, cepstral features are widely used in

all fields of audio retrieval (speech, music, and environmental sound analysis),

for example [19, 129].

We have identified three classes of cepstral features. The first group employs

traditional filter banks, such as Mel- and Bark-filters. The second group bases on

more elaborate auditory models. The third group are cepstral features that apply

autoregression.
5.5.1 Perceptual Filter Bank-Based Features
Bogert et al. [26] define the cepstrum as the FT of the logarithm (log) of the

magnitude (mag) of the spectrum of the original signal.

signal ! FT ! mag ! log ! FT ! cepstrum

This sequence is the basis for the cepstral features described in this section.

However, in practice the computation slightly differs from this definition. For

example, the second Fourier transform is often replaced by a DCT due to its ability

to decorrelate output data.

Mel-frequency cepstral coefficients. MFCCs originate from ASR but evolved into

one of the standard techniques in most domains of audio retrieval. They represent

timbral information (the spectral envelope) of a signal. MFCCs have been success-

fully applied to timbre measurements by Terasawa et al. [13].

Computation of MFCCs includes a conversion of the Fourier coefficients to Mel-

scale [34]. After conversion, the obtained vectors are logarithmized, and decorre-

lated by DCT to remove redundant information.

The components of MFCCs are the first few DCT coefficients that describe the

coarse spectral shape. The first DCT coefficient represents the average power in the

spectrum. The second coefficient approximates the broad shape of the spectrum and

is related to the spectral centroid. The higher-order coefficients represent finer

spectral details (e.g., pitch). In practice, the first 8–13 MFCC coefficients are used

to represent the shape of the spectrum. However, some applications require more



FEATURES FOR CONTENT-BASED AUDIO RETRIEVAL 125
higher-order coefficients to capture pitch and tone information. For example, in

Chinese speech recognition up to 20 cepstral coefficients may be beneficial [130].

Variations of MFCCs. In the course of time several variations of MFCCs have

been proposed. They mainly differ in the applied psychoacoustic scale. Instead of

the Mel-scale, variations employ the Bark- [32], ERB- [33], and octave-scale [131].

A typical variation of MFCCs are Bark-frequency cepstral coefficients (BFCCs).

However, cepstral coefficients based on the Mel-scale are the most popular variant

used today, even if there is no theoretical reason that the Mel-scale is superior to the

other scales.

Extensions of MFCCs. A noise-robust extension of MFCCs are autocorrelation
MFCCs proposed by Shannon and Paliwal [44]. The main difference is the compu-

tation of an unbiased autocorrelation from the raw signal. Particular autocorrelation

coefficients are removed to filter noise. From this representation more noise-robust

MFCCs are extracted.

Yuo et al. [45] introduce two noise-robust extensions of MFCCs, namely RAS-

MFCCs and CHNRAS-MFCCs. The features introduce a preprocessing step to the

standard computation of MFCCs that filters additive and convolutional noise (can-

nel distortions) by cepstral mean subtraction.

Another extension of MFCCs is introduced in Ref. [132]. Here, the outputs of the

Mel-filters are weighted according to the amount of estimated noise in the bands.

The feature improves accuracy of ASR in noisy environments.

Li et al. [133] propose a novel feature that may be regarded as an extension of

BFCCs. The feature incorporates additional filters that model the transfer function

of the cochlea. This enhances the ability to simulate the human auditory system and

improves performance in noisy environments.
5.5.2 Advanced Auditory Model-Based Features
Features in this group base on an auditory model that is designed to closely

represent the physiological processes in human hearing.

Noise-robust audio features (NRAF). NRAF are introduced in Ref. [21] and are

derived from a mathematical model of the early auditory system [134]. The auditory

model yields a psychoacoustically motivated time-frequency representation which

is called the auditory spectrum. A logarithmic compression of the auditory spectrum

models the behavior of the outer hair cells. Finally, a DCT decorrelates the data. The

temporal mean and variance of the resulting decorrelated spectrum make up the

components of NRAF. The computation of NRAF is similar to that of MFCCs but it

follows the process of hearing in a more precise way. A related audio feature of

NRAF are rate-scale-frequency (RSF) features addressed in Section 5.7.
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5.5.3 Autoregression-Based Features
Features in this group are cepstral representations that base on linear predictive

analysis (see Section 5.3.1).

Perceptual linear prediction (PLP). PLP was introduced by Hermansky [135] in

1990 for speaker-independent speech recognition. It bases on the concepts of

hearing and employs linear predictive analysis for the approximation of the spectral

shape. In the context of speech PLP represents speaker-independent information,

such as vocal tract characteristics. It better represents the spectral shape than

conventional linear prediction coding (LPC) by approximating several properties

of human hearing. The feature employs Bark-scale as well as asymmetric critical-

band masking curves to achieve a higher grade of consistency with human hearing.

Relative spectral—perceptual linear prediction (RASTA-PLP). RASTA-PLP is an

extension of PLP introduced by Hermansky and Morgan [23]. The objective of

RASTA-PLP is to make PLP more robust to linear spectral distortions. The authors

filter each frequency channel with a band-pass filter to alleviate fast variations

(frame-to-frame variations introduced by the short-time analysis) and slow varia-

tions (convolutional noise introduced by the communication channel). RASTA-PLP

better approximates the human abilities to filter noise than PLP and yields a more

robust representation of the spectral envelope under noisy conditions.

Linear prediction cepstral coefficients. LPCCs are the inverse Fourier transform
of the log magnitude frequency response of the autoregressive filter. They are an

alternative representation for linear prediction coefficients and thus capture equiva-

lent information. LPCCs may be directly derived from the LPC coefficients pre-

sented in Section 5.3.1 with a recursion formula [136].

In practice, LPCCs have shown to perform better than LPC coefficients, for

example, in ASR, since they are a more compact and robust representation of the

spectral envelope [137]. In contrast to LPC they allow for the application of the

Euclidean distance metric. The traditional application domain of LPCCs is ASR.

However, LPCCs may be employed in other domains, such as music information

retrieval as well [76].
5.6 Modulation Frequency Features

Modulation frequency features capture low-frequency modulation information in

audio signals. A modulated signal contains at least two frequencies: a high carrier

frequency and a comparatively low modulation frequency. Modulated sounds cause

different hearing sensations in the human auditory system. Low modulation fre-

quencies up to 20 Hz produce the hearing sensation of fluctuation strength [11].

Higher modulation frequencies create the hearing sensation of roughness.
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Modulation information is a long-term signal variation of amplitude or frequency

that is usually captured by a temporal (interframe) analysis of the spectrogram.

Rhythm and tempo are aspects of sound (especially important in music) that are

strongly related to long-time modulations. Rhythmic structures (e.g., sequences of

equally spaced beats or pulses) may be revealed by analyzing low-frequency

modulations over time. Figure 14 shows a short-time Fourier spectrogram together

with the corresponding modulation spectrogram of a piece of music. The spectro-

gram represents the distribution of acoustic frequencies over time, while the modu-

lation spectrogram shows the distribution of long-term modulation frequencies for

each acoustic frequency. In Fig.14, we observe two strong modulation frequencies

at 3 and 6 Hz that are distributed over all critical bands. These frequencies relate to

the main- and sub-beats of the song. We discuss features that represent rhythm and

tempo-related information in Section 5.6.1.

4-Hz modulation energy. The hearing sensation of fluctuation strength has its

peak at 4-Hz modulation frequency (for both amplitude- and frequency-modulated

sounds) [138, 139]. This is the modulation frequency that is most often observed in

fluent speech, where approximately four syllables per second are produced. Hence,

the 4-Hz modulation energy may be employed for distinguishing speech from

nonspeech sounds.

Scheirer and Slaney [86] extract the 4-Hz modulation energy by a spectral

analysis of the signal. They filter each subband by a 4-Hz band-pass filter along

the temporal dimension. The filter outputs represent the 4-Hz modulation energy.

A different definition that derives the 4-Hz modulation energy is given in Ref. [70].
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FIG. 14. (A) The spectrogram of a 6 s excerpt of ‘‘Rock DJ’’ by Robbie Williams. (B) The modulation

spectrogram reveals modulation frequencies at 3 and 6 Hz. The modulation frequencies relate to the main

beat and the sub-beats of the song.
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Similarly to 4-Hz modulation frequency, Chou and Gu [125] define the 4-Hz
modulation harmonic coefficient which actually is an estimate of the 4-Hz modula-

tion energy of the fundamental frequency of a signal. The authors report that this

feature better discriminates speech from singing than the 4-Hz modulation

frequency.

Joint acoustic and modulation frequency features. Sukittanon and Atlas [140]

propose a feature for audio fingerprinting that represents the distribution of modula-

tion frequencies in the critical bands. The feature is a time-invariant representation

and captures time-varying (nonstationary) behavior of an audio signal.

The authors first decompose the input signal into a Bark-scaled spectrogram.

Then they demodulate the spectrogram by extracting frequencies of each subband

envelope. A Wavelet transform produces one modulation frequency vector for each

subband. The output of this procedure is a matrix (a modulation spectrogram) that

contains the modulation frequencies for each acoustic frequency band. The modula-

tion spectrogram is constant in size and time-invariant. Hence, it may be vectorized

to build a feature vector (fingerprint) for retrieval.

Sukittanon et al. [24] show that their modulation frequency feature outperforms

MFCCs in presence of noise and time-frequency distortions. A similar feature are

rhythm patterns which have been developed for music similarity matching. We

present rhythm patterns together with other rhythm-related features in Section 5.6.1.

A spectral representation that takes the temporal resolution of modulation infor-

mation into account is the modulation spectrogram by Greenberg and Kingsbury

[27]. In contrast to the features mentioned above, the modulation spectrogram shows

the distribution of slow modulations across time and frequency. Experiments show

that it is more robust to noise than the narrow-band spectrogram.

Auditory filter bank temporal envelopes. McKinney and Breebaart [56] present

another approach for the computation of modulation frequency features. They

employ logarithmically spaced gamma tone filters for subband decomposition.

The resulting subband envelopes are band-pass filtered to obtain modulation infor-

mation. The feature represents modulation energy for particular acoustic frequency

bands similarly to the joint acoustic and modulation frequency features (see above).

The features have been successfully employed for musical genre classification and

general-purpose audio classification.
5.6.1 Rhythm
Rhythm is a property of an audio signal that represents a change pattern of timbre

and energy over time [20]. According to Zwicker and Fastl [11], the hearing

sensation of rhythm depends on the temporal variation of loudness. Rhythm is an

important element in speech and music. In speech, rhythm relates to stress and pitch
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and in music it relates to the tempo of a piece of music (in beats per minute). Rhythm

may be important for the characterization of environmental sounds as well, for

example for the description of footsteps [20].

Rhythm is a property that evolves over time. Consequently, the analysis windows

of rhythm features are usually longer than that of other features. Typical analysis

windows are in the range of a few seconds (�3–5 s) [88]. Rhythmic patterns are

usually obtained by analyzing low-frequency amplitude modulations.

We first present two features that measure the strength of a rhythmic variation in a

signal (pulse metric and band periodicity). Then we summarize features that esti-

mate the main- and sub-beats in a piece of music (beat spectrum representations,

beat tracker) and finally we address features that globally represent the rhythmic

structure of a piece of music (beat histograms and rhythm patterns).

Pulse metric. A measure for the ‘‘rhythmicness’’ of sound is proposed by Scheirer

and Slaney [86]. They detect rhythmic modulations by identifying peaks in the

autocorrelation function of several subbands. The pulse metric is high when the

autocorrelations in all subbands show peaks at similar positions. This indicates a

strong rhythmic structure in the sound.

Band periodicity. The band periodicity also measures the strength of rhythmic

structures and is similar to pulse metric [87]. The signal is split into subbands and the

maximum peak of the subband correlation function is estimated for each analysis

frame. The band periodicity for a subband is the mean of the peaks in all frames.

It correlates with the rhythm content of a signal, since it captures the strength of

repetitive structures over time.

Beat spectrum (beat spectrogram). The beat spectrum represents the self-similar-

ity of a signal for different time lags (similarly to autocorrelation) [141, 142]. The

peaks in the beat spectrum indicate strong beats with a specific repetition rate.

Hence, this representation allows a description of the rhythm content of a signal.

The peaks correspond to note onsets with high periodicity.

The beat spectrum is computed for several audio frames to obtain the beat

spectrogram. Each column of the beat spectrogram is the beat spectrum of a single

frame. The beat spectrogram shows the rhythmic variation of a signal over time. It is

a two-dimensional representation that has the time dimension on the abscissa and the

lag time (repetition rate or tempo) on the ordinate. The beat spectrogram visualizes

how the tempo changes over time and allows for a detailed analysis of the rhythmic

structures and variations.

Note that the beat spectrogram represents similar information as the joint acoustic

and modulation frequency feature (see above). Both representations capture rhyth-

mic content of a signal. However, the beat spectrogram represents the variation

of tempo over time while the joint acoustic and modulation representation

reveals rhythmic patterns independently of time. The difference between both
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representations is that the beat spectrogram provides temporal information while it

neglects the distribution of acoustic frequencies and the modulation spectrogram

preserves acoustic frequencies and neglects time. Both complement each other.

The beat spectrum serves as a basis for onset detection and the determination of

rhythmically similar music. It may be used for the segmentation of pieces of music

into rhythmically different parts, such as chorus and verse.

Cyclic beat spectrum (CBS). A related representation to the beat spectrum is the

CBS [143]. The CBS is a compact and robust representation of the fundamental
tempo of a piece of music. Tempo analysis with the beat spectrum reveals not only

the fundamental tempo but also corresponding tempos with a harmonic and sub-

harmonic relationship to the fundamental tempo (e.g., 1/2-, 1/3-, 2-, 3-,. . .fold
tempo). The CBS groups tempos belonging to the same fundamental tempo into

one tempo class. This grouping is similar to the grouping of frequencies into chroma

classes (see Section 5.4.5).

The CBS is derived from a beat spectrum. Kurth et al. first low-pass filter the

signal (to remove timbre information that may be neglected for tempo analysis) and

compute a spectrogram by STFT. They derive a novelty curve by summing the

differences between adjacent spectral vectors. The novelty curve is then analyzed by

a bank of comb filters where each comb filter corresponds to a particular tempo. This

analysis results in a beat spectrogram where peaks correspond to dominant tempos.

The beat spectrum is divided into logarithmically scaled tempo octaves (tempo

classes) similarly to pitch classes in the context of chroma. The CBS is obtained

by aggregating the beat spectrum over all tempo classes.

The CBS robustly estimates one or more significant and independent tempos of a

signal and serves as a basis for the analysis of rhythmic structures. Kurth et al. [143]

employ the beat period (derived from the CBS) together with more complex rhythm

and meter features for time-scale invariant audio retrieval.

Beat tracker. An important rhythm feature is Scheirer’s [144, 145] beat-tracking

algorithm which enables the determination of tempo and beat positions in a piece of

music. The algorithm starts with a decomposition of the input signal into subbands.

Each subband envelope is analyzed by a bank of comb filters (resonators). The

resonators extract periodic modulations from the subband envelopes and are related

to particular tempos. The resonator’s outputs are summed over all subbands to

obtain an estimate for each tempo under consideration. The frequency of the comb

filter with the maximum energy output represents the tempo of the signal.

An advantage of using comb filters instead of autocorrelation methods for finding

periodic modulations is that they allow for the detection of the beat positions and

thus enable beat tracking. Scheirer tracks beat positions by analyzing the phase

information preserved by the comb filters. The author empirically shows that

the proposed technique approximates the beat-tracking abilities of human listeners.
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See Ref. [144] for a comparison of comb filters with autocorrelation methods and

more details on the beat-tracking algorithm.

Beat histogram. The beat histogram is a compact global representation of the

rhythm content of a piece of music [88, 146]. It describes the repetition rates of main

beat and sub-beats together with their strength. Similarly to other rhythm features,

the computation is based on periodicity analysis in multiple frequency bands. The

authors employ Wavelet transform to obtain an octave-frequency decomposition.

They detect the most salient periodicities in each subband and accumulate them into

a histogram. This process is similar to that of pitch histograms in Section 5.4.4.

Each bin of the histogram corresponds to a beat period in beats per minute where

peaks indicate the main- and sub-beats. The beat histogram compactly summarizes

all occurring beat periods (tempos) in a piece of music. The beat histogram is

designed for MIR, especially genre classification. A measure for the beat strength

may be easily derived from the beat histogram as in Ref. [147]. Grimaldi et al.

introduce a derivation of the beat histogram in Ref. [148] that builds upon the

discrete Wavelet packet transform (DWPT) [149].

Rhythm patterns. Rhythm patterns are proposed for music similarity retrieval by

Pampalk et al. [28]. They build upon the specific loudness sensation in sone (see

Section 5.4.3). Given the spectrogram (in specific loudness) the amplitude modula-

tions are extracted by a Fourier analysis of the critical bands over time. The

extracted modulation frequencies are weighted according to the fluctuation strength

to approximate the human perception [11]. This results in a two-dimensional

representation of acoustic versus modulation frequency. A detailed description of

the computation is given in Ref. [150]. Note that rhythm patterns are similar to the

joint acoustic and modulation frequency features mentioned above.

5.7 Eigendomain Features

Features in this group represent long-term information contained in sound seg-

ments that have a duration of several seconds. This leads to large amounts of

(redundant) feature data with low expressiveness that may not be suitable for further

processing (e.g., classification).

Statistical methods may be applied to reduce the amount of data in a way that

preserves the most important information. The employed statistical methods usually

decorrelate the feature data by factorization. The resulting representation allows for

dimensionality reduction by removing factors with low influence. Methods such as

PCA and SVD are standard techniques for this purpose.

Rate-scale-frequency features. Ravindran et al. [21] introduce RSF features for

general-purpose sound recognition. The computation of the features relies on a

model of the auditory cortex and the early auditory model, used for NRAF (see
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NRAF in Section 5.5.2). RSF features describe modulation information for selected

frequency bands of the auditory spectrum. Ravindran et al. apply a two-dimensional

Wavelet transform to the auditory spectrum in order to extract temporal and spatial

modulation information resulting in a three-dimensional representation. They per-

form PCA for compression and decorrelation of the data to obtain an easily process-

able fingerprint.

MPEG-7 audio spectrum basis/projection. The MPEG-7 standard defines the

combination of audio spectrum basis (ASB) and audio spectrum projection (ASP)

descriptors for general-purpose sound recognition [65, 151]. ASB is a compact

representation of the short-time spectrogram of a signal. The compression of the

spectrogram is performed by SVD. ASB contains the coarse frequency distribution

of the entire spectrogram. This makes it suitable for general-purpose sound recog-

nition. The ASP descriptor is a projection of a spectrogram against a given ASB.

ASP and ASB are usually combined in a retrieval task as described in Ref. [104].

Distortion discriminant analysis (DDA). DDA features are used for noise-robust

fingerprinting [152]. Initially, the signal is transformed using a modulated complex

lapped transform (MCLT) which yields a time-frequency representation [153]. The

resulting spectrogram is passed to a hierarchy of oriented PCAs to subsequently

reduce the dimensionality of the spectral vectors and to remove distortions. This

hierarchical application of the oriented PCA yields a compact time-invariant and

noise-robust representation of the entire sound.

DDA generates features that are robust to several types of noise and distortions,

such as time shifts, frequency distortions, and compression artifacts. Burges et al.

[43] point out that DDA is even robust against types of noise that are not present in

the training set.

5.8 Phase Space Features

In speech production nonlinear phenomena, such as turbulence have been

observed in the vocal tract [154]. Features in the domains mentioned so far (tempo-

ral, frequency, cepstral, etc.) are not able to capture nonlinear phenomena. The state
space represents a domain that reveals the nonlinear behavior of a system. However,

in general it is not possible to extract the state space for an audio signal, since not all

necessary variables may be derived from the audio signal. Alternatively, the recon-
structed phase space, an approximation that shares important properties with the

state space, may be computed. For phase space reconstruction the original audio

signal is considered to be a one-dimensional projection of the dynamic system. The

reconstructed phase space is built by creating time-lagged versions of the original

signal. The original signal is shifted by multiples of a constant time lag. Each

dimension of the reconstructed phase space relates to a delayed version of the
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original signal. The dimension of the reconstructed phase space corresponds to the

number of time-lagged versions of the original signal. The critical steps in phase

space reconstruction are the determination of embedding dimension and time lag.

An extensive description of phase space reconstruction is given in Ref. [30]. The

possibly high-dimensional attractor of the system unfolds in the phase space if time

lag and embedding dimension are properly selected. Several parameters of the

attractor may serve as audio features.

The Lyapunov exponents of the attractor measure the ‘‘degree of chaos’’ of a

dynamic system. Kokkinos and Maragos [154] employ Lyapunov exponents for the

distinction of different phonemes in speech. They observe that phonemes, such as

voiced and unvoiced fricatives, (semi)vowels, and stop sounds may be characterized

by their Lyapunov exponents due to the different degree of chaos in these phonemes.

Lindgren et al. [31] employ the natural distribution of the attractor together with

its first derivative as features for phoneme recognition. The natural distribution

describes the spatial arrangement of the points of the attractor, that is, the coarse

shape of the attractor. The first derivative characterizes the flow or trajectory of the

attractor over time.

Further features derived from reconstructed phase space are dimension measures

of the attractor, such as fractal dimension [154] and correlation dimension [155].

Bai et al. [156] show that phase space features are well suited for musical genre

classification. They compute the angles between vectors in phase space and employ

the variance of these angles as features.

Phase space features capture information that is orthogonal to features that

originate from linear models. Experiments show that recognition solely based on

phase space features is poor compared to results of standard features, such as

MFCCs [31]. Consequently, phase space features are usually combined with tradi-

tional features to improve accuracy of recognition.
6. Related Literature

6.1 Application Domains

In the following, we briefly present the application domains that we cover in this

chapter together with selected references to relevant publications. The major

research areas in audio processing and retrieval are automatic speech recognition,

music information retrieval, environmental sound recognition, and audio segmenta-

tion. Audio segmentation (often called audio classification) is a preprocessing step

in audio analysis that separates different types of sound, for example, speech, music,

environmental sounds, silence, and combinations of these sounds [21, 74].
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Subdomains of audio segmentation address silence detection [157, 158], the seg-

mentation of speech and nonspeech [159], and the segmentation of speech and

music [54].

The segmented audio stream may be further analyzed by more specific analysis

methods. ASR is probably the best investigated problem of audio retrieval [1].

However, there is still active research on audio features for ASR [95, 132, 154].

Related fields of research are speaker recognition and speaker segmentation

[45, 160]. Speaker recognition deals with the identification of the speaker in an

audio stream. Applications of speaker identification are authentication in safety

systems and user recognition in dialog systems. Speaker segmentation determines

the beginning and end of a speech segment of a particular speaker [80]. Another

discipline dealing with speech is language identification where systems automati-

cally predict the language of a speaker [161–164].

Recent approaches aim at the recognition and assessment of stress and other

emotions in spoken language which may help to design mood driven human

computer interfaces [58, 165–167]. Further domains of speech processing are gender

detection and age detection from speech [89, 168]. A novel approach is speech

analysis in medical applications for the detection of illnesses that affect human

speech [169].

This chapter further focuses on ESR-related techniques. A typical application is

the classification of general-purpose sounds, such as dog barks, flute sounds, or

applause, which require specialized audio features [75, 170, 171]. Typical ESR tasks

are surveillance applications where the environment is scanned for unusual sounds

[172]. Furthermore, video analysis and annotation is a popular domain that deals

with environmental sounds. Important tasks are violence detection in feature films

[173] and highlight detection in video. Highlight detection addresses identification

of key scenes in videos, for example, in sports videos [60, 174]. Multimodal

approaches improve the detection rate by combining auditory and visual information

[57]. Another application is the analysis of affective dimensions in the sound track

of feature films (e.g., arousal, valence) [175].

Additionally, ESR covers pattern recognition in bioacoustics. Bioacoustic pattern

recognition deals among others with acoustic monitoring of animals in the wild and

the discrimination and retrieval of animal sounds, such as bird song and whale

sounds [66, 67].

This chapter further addresses features related to MIR. MIR is a rapidly growing

field of scientific interest due to the growing number of publicly available music

databases. The main research areas of music analysis are recognition of instruments,

genres, artists, and singers [59, 81, 85, 88, 102, 176–179]. Music similarity retrieval

addresses the identification of pieces of music that sound similar [105, 180–182].

A related task is music identification (or music recognition) where different
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interpretations or versions of a single piece of music are matched [46, 183].

Furthermore, research focuses on emotion detection in music. The goal of emotion

detection is to classify music into categories, such as cheerful and depressive [182].
A related field is structural music analysis which addresses the extraction of

repeated patters, such as chorus and verse of a piece of music [122, 184]. Additionally,

the analysis of structures such as rhythm and tempo is a popular task [94, 110].

A related topic is music transcription that deals with the extraction of notes and key(s)

from a piece of music [124, 185]. Music summarization and thumbnailing address the

extraction of the most significant part(s) in a piece of music [121, 148, 186].

Query by humming is a very popular MIR application. In a QBH application, a

user can search for music in a database by humming the melody of the piece of

music. The matching between the hummed query and the music database usually

employs content-based audio features [21, 187]. Additionally, content-based music

visualization, organization and browsing techniques employ audio features for the

representation of audio signals [28, 188].

We review a variety of audio features that originate from audio fingerprinting.

Audio fingerprinting addresses matching of audio signals based on fingerprints

[24, 103]. A fingerprint is a compact numeric representation that captures the

most significant information of a signal. A popular application are information

systems that retrieve the artist and title of a particular piece of music given only a

short clip recorded with a mobile phone.

This chapter covers the most active domains of audio processing and retrieval.

We have systematically reviewed the most important conference proceedings and

journals that are related to audio retrieval and signal processing. The result of the

literature survey is a collection of more than 200 relevant papers that address audio

feature extraction.
6.2 Literature on Audio Features

The literature survey yields a large number of publications that deal with feature

extraction and audio features. We organize the publications according to the addressed

audio features in order to make them manageable for the reader. Tables VIII and IX

list relevant publications for each audio feature in alphabetical order and help the

reader to get an overview of the literature in the context of an audio feature.

We have tried to identify the base paper for each feature. This is not always possible,

since some features do not seem to have a distinct base paper, as in the case of ZCR and

STE. In cases where no base paper exists, we have tried to identify an early paper,

where the feature is mentioned. Base papers and early papers are printed in boldface.
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SELECTED REFERENCES FOR EACH AUDIO FEATURE

Audio feature Selected references

4-Hz modulation energy [70, 86, 125]

4-Hz modulation harmonic coefficient [125]

Adaptive time-frequency transform [83]
Amplitude descriptor [66]

Auditory filter bank temporal envelopes [56]

Autocorrelation MFCCs [44]
Band periodicity [49, 87]

Bandwidth [49, 56, 60, 67, 69, 85, 102, 103, 107]

Bark-scale frequency cepstral coefficients [22, 85]

Beat histogram [47, 101, 146,148, 178, 189]
Beat spectrum (beat spectrogram) [141, 142,189, 190]

Beat tracker [144, 145]

Chroma CENS features [46]

Chromagram [115, 121, 122, 181, 191]
Cyclic beat spectrum [143]

Daubechies wavelet coefficient histogram [47, 81, 82, 182]

Distortion discriminant analysis [43, 152]

DWPT-based rhythm feature [148, 178]
(Multiresolution) entropy [102, 103, 114, 169]

(Modified) group delay [92, 94, 95, 97–99]

Harmonic coefficient [59, 125]
Harmonic concentration [102]

Harmonic derivate [102]

Harmonic energy entropy [102]

Harmonic prominence [60]
Inharmonicity [12, 48, 107]

Integral loudness [40, 116]

Line spectral frequencies [52, 68, 78, 80, 87]

Linear prediction cepstral coefficients [62, 68, 76, 78, 133, 136,192, 193]
Linear prediction ZCR [52]

Linear predictive coding [66, 71, 73–75]

Mel-scale frequency cepstral coefficients [51, 57, 82, 85, 127, 132, 172, 194, 195]
Modulation frequency features [24, 140,171, 196, 197]

MPEG-7 audio fundamental frequency [65,104]

MPEG-7 audio harmonicity [65,104]

MPEG-7 audio power [65,104]
MPEG-7 audio spectrum basis [65,104, 151]

MPEG-7 audio spectrum centroid [65, 104]

MPEG-7 audio spectrum spread [48, 65, 104, 198]

Base papers and early papers are typeset in bold font.
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Table IX

SELECTED REFERENCES FOR EACH AUDIO FEATURE

Audio feature Selected references

MPEG-7 audio waveform [65,104]

MPEG-7 harmonic spectral centroid/deviation/spread/variation [65, 104, 126]

MPEG-7 log attack time [48, 65, 104]
MPEG-7 spectral centroid [65, 104]

MPEG-7 temporal centroid [48, 65, 104]

Noise-robust auditory feature [21]
Perceptual linear prediction (PLP) [27, 62, 114, 133, 135, 192]

Phase space features [31, 154, 155, 199]

Pitch [57, 58, 69, 70, 88, 107, 175]

Pitch histogram [18, 47, 88, 101, 200]
Pitch profile [124]

Pitch synchronous ZCPA [63, 64]

Psychoacoustic pitch [119]

Pulse metric [86]
Rate-scale-frequency features [21]

Relative spectral PLP [23]

Rhythm patterns [28, 150]

Sharpness [11, 48, 105]
Short-time energy (STE) [49, 60, 67, 68, 76, 84, 94, 111, 175]

Sone [28, 85, 150]

Spectral center [56, 94, 105]

Spectral centroid (SC) [49, 56, 60, 69, 85, 86, 88, 103, 107]

Spectral crest [42, 48, 83, 85, 103, 105, 111, 156]

Spectral dispersion [94]

Spectral flatness [42, 48, 103, 105, 109, 111, 201]
Spectral flux [59, 68, 73, 74, 81, 86, 89, 159]

Spectral peaks [90, 91]

Spectral peak structure [102]

Spectral rolloff [48, 56, 68, 82, 86, 89, 102, 198]

Spectral slope [48, 85]

Subband energy ratio [49, 56, 60, 67, 68, 75, 85, 103]

Subband spectral flux [60]
Volume [54, 56, 68, 70, 75, 85, 156]

Zero crossing peak amplitudes (ZCPA) [22, 61, 62]

Zero crossing rate (ZCR) [52, 54, 57, 60, 68, 74, 84–86, 107]

Base papers and early papers are typeset in bold font.
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6.3 Relevant Published Surveys

Audio feature extraction and audio retrieval both have a long tradition. Conse-

quently several surveys have been published that cover these topics. Most related

surveys focus on a single application domain, such as MIR or FP and cover a
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relatively small number of features. In the following, we briefly present important

surveys in the field of audio feature extraction.

Lu [202] provides a survey on audio indexing and retrieval techniques. The

survey describes a set of traditional time and frequency domain features, such as

harmonicity and pitch. The authors focus on feature extraction and classification

techniques in the domains of speech and music. Furthermore, the survey discusses

concepts of speech and music retrieval systems.

In Ref. [17], the authors present a comprehensive survey of features for multime-

dia retrieval. The survey covers basic short-time audio features, such as volume,

bandwidth, and pitch together with aggregations of short-time features. The authors

extract audio features together with video features from a set of TV programs and

compute the correlation between the features to show redundancies.

A bibliographical study of content-based audio retrieval is presented in

Ref. [203]. The survey covers a set of seven frequently used audio features in

detail. The authors perform retrieval experiments to prove the discriminant power

of the features.

Tzanetakis [18] surveys a large set of music-related features. The author describes

techniques for music analysis and retrieval, such as features for beat tracking,

rhythm analysis, and pitch content description. Additionally, the author surveys

traditional features that mainly originate from ASR. Finally, the survey presents a

set of features that are directly computed from compressed MPEG signals.

Compressed-domain features are also presented in Ref. [16]. The authors discuss

features for audio–visual indexing and analysis. The survey analyzes the applicabil-

ity of traditional audio features and MPEG-7 descriptors in the compressed domain.

However, the major part of the chapter addresses content-based video features.

A survey of audio fingerprinting techniques is presented in Ref. [204]. Finger-

prints are compact signatures of audio content. The authors review the most impor-

tant recent feature extraction techniques for fingerprinting.

Peeters [48] summarizes a large set of audio features. The author organizes the

features among others in global and frame-based descriptions, spectral features,

energy features, harmonic features, and perceptual features. The feature groups in

Ref. [48] are similar to the groups of the taxonomy we present in Section 4.

There has been extensive research done in the field of audio feature extraction in

recent years. However, we observe that most surveys focus on a small set of widely

used traditional features while recent audio features are rarely addressed. In contrast

to existing surveys we solely focus on feature extraction which allows us to cover a

richer set of features and to introduce some structure in the field. Additionally, the

survey presented in this chapter covers a wide range of application domains. The

advantage of this approach is that it brings features from different domains together,

which facilitates the comparison of techniques with different origins.
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7. Summary and Conclusions

This chapter presents a survey on state-of-the-art and traditional content-based

audio features originating from numerous application domains. We select a set of

77 features and systematically analyze their formal and structural properties in order

to identify organizing principles that enable a categorization into meaningful

groups. This leads to a novel taxonomy for audio features that assists the user in

selecting adequate ones for a particular task. The taxonomy represents a novel

perspective on audio features that associates techniques from different domains

into one single structure.

The collection of features in this chapter gives an overview of existing techniques

and may serve as reference for the reader to identify adequate features for her task.

Furthermore, it may be the basis for the development of novel features and the

improvement of existing techniques.

Additionally, we conclude that most of the surveyed publications perform

retrieval tasks on their own audio databases and ground truths. Hence, the results

are not comparable. We stress that the entire field of audio retrieval needs standar-

dized benchmarking databases and ground truths specified by domain experts who

have an unbiased view on the field. Although attempts of standardized benchmark-

ing databases in the domains of speech and music retrieval have been made, more

work has to be directed toward this task.
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Basto, Aveiro, Portugal
SUSANA SARGENTO
Institute of Telecommunications, University of Aveiro,

Campus Universitário de Santiago, Aveiro, Portugal
Abstract
The IEEE 802.16 family of wireless local and metropolitan area network (LAN/

MAN) standards has received plenty of attention in recent years due to

its potential to change the field of telecommunications operations. WiMAX,

which is based on IEEE 802.16 and a network reference architecture defined by

the WiMAX Forum, emerges as a potent proposal for building next-generation

broadband wireless networks. This chapter is a comprehensive review of

wireless MANs using WiMAX technologies, focusing in particular on

multimedia service delivery over such networks. We start by summarizing
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recent trends in Internet traffic, which demonstrate the proliferation of multime-

dia services alongside the strong need for cost-efficient broadband access solu-

tions, such as WiMAX. We then provide an overview of both fixed and mobile

WiMAX, which includes a short introduction to the physical (PHY) and medium

access control (MAC) layers of the IEEE 802.16 standard. We focus on the key

architectural elements, including Quality of Service (QoS) support, and relate

them with multimedia service delivery. To better illustrate the opportunities

emerging in the broadband wireless access telecommunications segment, we

also describe a set of reference WiMAX deployment scenarios. We then switch

gears and present the advances in voice over Internet Protocol (VoIP) technol-

ogy presenting ITU-T standard codecs such as G.711, G.723.1, and G.729.1,

open-source codecs such as Speex, as well as codecs employed in popular VoIP

applications. Finally, this chapter presents a thorough empirical evaluation of

multimedia service delivery over WiMAX. We measure multimedia service

delivery performance over standards-conforming WiMAX testbeds in Finland

and Portugal, and evaluate the benefits of voice sample aggregation and robust

header compression (ROHC) in practice.
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1. Introduction

The current networking environment is increasingly dominated by two major

factors. First, users are becoming accustomed with broadband access both at home

and at work, which enables a dramatic increase in multimedia traffic. Multimedia

traffic here denotes any type of audio/visual material, irrespective of whether it

is distributed in real time or on demand. For example, a video watched on a

Web-based video platform requires a high-speed connection regardless of the trans-

port protocol used. Early on, ordinary users acted mainly as consumers of digital

content and information which was mainly created by major producers. Today,

however, advances in hardware and the commoditization of digital content creation

devices (from mobile phones with integrated high-resolution cameras to high-defi-

nition cameras with integrated Wi-Fi) have given rise to unprecedented quantities of

digital media becoming available online by the users. In the process, users have

become competent digital content producers as well as consumers.

These developments form a positive reinforcing cycle especially when combined

with the viral distribution effects accompanying social networking. For instance, a

decade ago, Web users searched for interesting cooking recipes in online forums and

magazine Web sites. These recipes were typically described in text and were

sometimes accompanied by digital photos. Today, however, there are countless

videos made by everyday folks showing how to cook a meal or a delicacy from a

country far away. These videos, often just home movies, are distributed widely over

Web-based video-on-demand (VoD) services. Once online, other users can post
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their own videos in response to the original, thus putting even more audio/video

(A/V) material online. As more users connect with broadband speeds and can

therefore share their digital content online in an expedient manner, more content

becomes available for consumption and more people become interested in joining

the ‘‘broadband experience.’’ At the same time, as the broadband access market

becomes larger, and economies of scale and competition put pressure on prices, a

larger proportion of the population can partake in this new digital society. The net

effect is a large increase in Internet traffic, which according to the Minnesota

Internet Traffic Studies Web site (MINTS: www.dtc.umn.edu/mints) is in the

order of 50–60% per year. According to Cisco estimates [1], the average Western

European mobile broadband subscriber recorded monthly traffic of 856 MB in 2007.

Cisco expects that this average will grow almost fivefold to more than 4 GB by

2012. For comparison, the respective estimates for fixed-line usage are 3 GB in 2007

and 18 GB by 2012. Multimedia services, in general, and video, in particular, are

expected to play a dominant role in future traffic increases.

That said, for nearly two decades there has been perennial anticipation that

multimedia traffic over UDP, without congestion control checks will eventually

dominate the traffic. In practice, this never materialized, and several measurement

studies have shown that TCP transfers have been consistently dominating the traffic

mix for years. Today, multimedia traffic broadly defined as audio, video, and

gaming is the dominant contributor and is mostly carried over TCP. In part, this

can be attributed to the changing nature of A/V and multimedia. While in the early

1990s a key network research issue was how to synchronously transfer A/V streams

in real time, today users are more interested in VoD type of services. Further,

multicast distribution although highly efficient, in and of itself is no longer sufficient

for catering for the observed multimedia consumption patterns. Although it is

possible to use multicast for distributing hundreds of channels to millions of recei-

vers, interactive and asynchronous viewing requires different network technologies.

As an aside, note that the term ‘‘video on demand’’ today has little to do with earlier

operator plans for pay-per-view services. With respect to its contribution to the

observed traffic mix, video on demand today is manifested in YouTube and scores of

other Web-based video services and social networking platforms. In addition, peer-

to-peer (p2p) networks also make available vast amounts of A/V material, albeit

often illegally. Last, but certainly not least, there is a move toward catering for the

long tail, that is, content that is addressing not the masses but niche audiences [2].

In the meantime, the Internet has emerged as a critical support infrastructure.

With respect to broadband Internet adoption and bridging the so-called digital

divide, governments around the world, not least in the European Union, have

come up with a range of initiatives. In Finland, for example, the government plans

to increase high-speed broadband coverage across the country. As reported in the
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Akamai 2008Q4 State of Internet quarterly report, ‘‘the investment is part of an effort

to increase access to 100 Mbps connectivity in Finland to 100% of the population

by 2016. The expectation is that by 2015, approximately 95% of the population will

have access to the higher broadband speeds through commercial development, and

by 2010 all broadband users are expected to be able to receive at least 1 Mbps.’’

Further, the same report mentions that the French government is the first in the

world to call on all telecommunications providers to offer broadband services at

affordable rates across all its territory for a maximum of 35 Euros per month.

Finland is a very interesting case in point for broadband deployment. Mobile and

wireless communications play a central role in research, development, and everyday

life, and as a result, only about a third of the population has a fixed-line voice

connection according to FICORA (Finnish Communications Regulatory Authority).

Despite this, a FICORA study found that more than 68% of Finnish households have

access to broadband services. The same study points out that four out of five

respondents think that they need a connection speed of at least 1 Mb/s and that

voice over Internet protocol (VoIP) calls are becoming more common: about one in

four Internet users replied that they used VoIP in 2008.

Given the prohibitive costs of wired infrastructures and the ease of deploying

wireless technologies, we argue that broadband wireless access (BWA) will play a

key role in delivering Internet connectivity and access to multimedia content to the

next billions of Internet users.

Worldwide interoperability for microwave access (WiMAX), often cited as a

technology that could serve as the substrate for next-generation mobile broadband

networks, is based on IEEE 802.16 standards [3–9].WiMAXaims at providing a cost-

effective and efficient platform for network operators. As we will see in Section 3,

WiMAX is suitable for a variety of deployment scenarios, ranging from simple fixed

(‘‘DSL replacement’’) and mobile Internet access and content distribution, to more

specialized but critical applications such as e-health and environmental monitoring.

WiMAX networks can provide point-to-point and point-to-multipoint (PMP) broad-

band Internet protocol (IP) connectivity to both fixed and mobile hosts with Quality

of Service (QoS) guarantees and robust security [10,11]. Moreover, WiMAX may

become the mainstay of double and triple play offerings (VoIP, Internet, and IPTV)

especially in developing countries where wired infrastructure is limited or nonexis-

tent. WiMAX is ideal for such deployments due to lower infrastructure and construc-

tion costs, the ability to expand incrementally network coverage and the associated

service offerings, and native support for QoS in the last wireless hop.

In theory, and according to vendor field trials and demonstrations, WiMAX can

deliver cell bitrates greater than 100 Mb/s, covering large areas (up to 50 km radius

from a single base station site using directional antennae), and serving tens of

subscribers [12]. These are impressive figures. However, the currently available,
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commercial off-the-shelf (COTS) equipment deliver significantly less application-

layer throughput. We empirically evaluated WiMAX, aiming to improve our under-

standing of what is realistically possible using COTS equipment. In previous work

[13–15], we employed the VTT Converging Networks Laboratory infrastructure,

which includes fixed and mobileWiMAX base stations (BSs) and subscriber stations

(SSs), and studied voice over IP (VoIP) and live IPTV streaming uplink and downlink

performance. WiMAX was used both as backhaul for voice and data services as well

as a last-mile network access technology. In particular, we designed experiments with

multiple competing traffic sources over a PMP WiMAX topology and measured

capacity in terms of number of synthetic bidirectional VoIP ‘‘calls’’ between sub-

scriber stations while concurrently delivering a variable number of video streams

with negligible loss. We measured throughput, packet loss, and one-way delay for

both line-of-sight (LOS) and non-line-of-sight (NLOS) conditions. We also calcu-

lated the corresponding mean opinion score (MOS) based on the International

Telecommunication Union—Telecommunication Standardization Sector (ITU-T)

E-model, for the experiments with emulated G.723.1-encoded conversations. We

accuratelymeasured one-way delay by employing a software-only implementation of

the IEEE 1588 Precision Time Protocol (PTP). In this chapter, we summarize and

discuss these results putting them in perspective with respect to key deployment

scenarios for WiMAX, which are introduced in Section 3, and the general trends in

broadband wireless access and multimedia service delivery. We also present an

environmental monitoring WiMAX application which was deployed and tested in

Portugal.

The rest of this chapter is organized as follows. Section 2 provides an overview of

WiMAX and the underlying IEEE physical (PHY)- and medium access control

(MAC)-layer protocols. After discussing reference scenarios for multimedia deliv-

ery over fixed and mobile WiMAX networks in Section 3, we summarize recent

advances in VoIP codecs in Section 4. We then present our empirical evaluation

results from VoIP over WiMAX in Section 5. Section 6 presents results from a fixed

WiMAX testbed deployed in a mountainous region in Portugal as part of an

environmental monitoring and fire prevention initiative. We conclude the chapter

with a summary of the results presented and an outlook of future developments in

the wireless metropolitan area networks area.
2. WiMAXOverview

Figure 1 illustrates WiMAX deployment around the world as of June 2009.

According to WiMAX Forum, since February 2009 WiMAX operators provide

services to areas inhabited by more than 430 million people. In the map of Fig.1,
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FIG. 1. WiMAX deployment map. (June 2009; source: WiMAX Forum)
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countries marked with light gray color have operational fixed WiMAX networks

whereas countries marked with black color have mobile WiMAX deployments only.

Countries which have both fixed and mobile WiMAX networks deployed are

marked with dark gray. Countries without any WiMAX deployment are shown in

white. Up-to-date data can be retrieved from the WiMAX Forum Web site (see

www.wimaxforum.org and www.wimaxmaps.org); however, it becomes clear that

WiMAX deployments are on the rise and the technology is already in use across

the world.

In the following sections, we summarize the salient aspects of the technologies

underlying WiMAX networks, namely, the IEEE standardized PHY and MAC

layers, along with the WiMAX Forum network reference model. Interested readers

can find more details about the functionality of fixed and mobile WiMAX in

Refs. [16–18].

2.1 Physical Layer

The physical layer of WiMAX is based on the multicarrier techniques called

orthogonal frequency division multiplexing (OFDM) and orthogonal frequency

division multiple access (OFDMA) [19]. The air interfaces parameters are specified
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in the IEEE 802.16-2009 [4] standard and are referred to as WirelessMAN-OFDM

and WirelessMAN-OFDMA for OFDM and OFDMA, respectively (see also ‘‘The

Role of IEEE in WiMAX’’ inset box for more information).
The Role of IEEE in WiMAX

The IEEE 802.16 working group (WG) has provided the series of standards for

BWA systems upon which WiMAX networks can operate. Although the

WiMAX Forum has system profiles defined with a large variety of configuration

parameters, it only uses a subset of the vast selection of features specified in the

IEEE 802.16 standards for fundamentally different PHY-layer implementations,

MAC architectures, frequency bands, and duplexing methods. Current state-of-

the-art WiMAX equipment is compliant with the WirelessMAN-OFDM and

WirelessMAN-OFDMA air interfaces, which are specified in the IEEE stan-

dards, as these multicarrier air interfaces were chosen by the WiMAX Forum to

be the ones used in WiMAX system profiles.

The IEEE 802.16 WG has been operational since 1999. It published its first

standard (IEEE 802.16-2001) in the beginning of 2002. The first version of the

standard included specifications for single carrier (SC) BWA systems operating

in LOS conditions at the 10–66 GHz frequency band. During the first half of

2003 the standard was expanded with the IEEE 802.16c-2002 and IEEE 802.16a-

2003 amendments. IEEE 802.16c-2002 introduced detailed system profiles for

the original standard. IEEE 802.16a-2003 added specifications for OFDM- and

OFDMA-based multicarrier air interfaces, NLOS support, and expanded the

operational frequency band to include the frequencies between 2 and 11 GHz.

In the second half of 2004 all existing standards were collected into one

document, namely IEEE 802.16-2004, which became the base standard for

fixed WiMAX systems. In the end of 2005, IEEE 802.16f-2005 introduced the

management information base (MIB) for IEEE 802.16-2004 compliant systems.

Subsequently, the IEEE 802.16e-2005 amendment was published in the begin-

ning of 2006. It introduced mobility support specifications for the IEEE 802.16

wireless multicarrier systems as well as corrections to fixed operations as the

document also included a corrigendum for IEEE 802.16-2004.

In the end of 2007, two additional amendments were published. First, an

amendment to IEEE 802.1D MAC bridging standard was published under the

name IEEE 802.16k-2007. It added the bridging of IEEE 802.16 into IEEE

802.1D. The second amendment, IEEE 802.16g-2007, contained specifications

for management plane procedures and services in IEEE 802.16 networks.
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The latest version of the IEEE 802.16 standard is IEEE 802.16-2009 [4].

Published during the first half of 2009, it collected the previous standard versions

and amendments into a single document and also introduced new functionalities,

such as persistent air interface resource assignments for VoIP operation and MIB

for mobile systems, by merging previously unpublished draft amendments into

the standard. In addition, the first amendment to this standard was published

almost simultaneously under the name IEEE 802.16j-2009 and it includes the

multihop relay specifications for IEEE 802.16 networks.

Currently, the IEEE 802.16 working group has two documents under develop-

ment. IEEE 802.16h will include specifications for operation in license exempt

frequencies. In addition, IEEE 802.16m will specify a new enhanced air interface

for IEEE 802.16 systems which will be compliant with the International Mobile

Telecommunications—Advanced (IMT-A) system requirements. The IEEE

802.16 WG has also published recommendations for fixed BWA network

deployments in order to control cross-interference between systems and facilitate

their coexistence. The latest version of the coexistence standard IEEE 802.16.2-

2004 was published in the beginning of 2004.

Table I summarizes all the active standard releases published by the IEEE 802.16

working group as of October 2009.
Table I

IEEE 802.16 STANDARDS (ACTIVE AS OF OCTOBER 2009)

Standard title Date IEEE standard version

Air Interface for Broadband

Wireless Access Systems

May 2009 802.16-2009

Multihop Relay Specification June 2009 802.16j-2009

Bridging of IEEE 802.16 August 2007 802.16k-2007

Protocol Implementation Conformance Statement

(PICS) Proforma for Frequencies below 11 GHz

January 2007 802.16/Conformance

04-2006

Radio Conformance Tests (RCT) for 11–66 GHz

WirelessMAN-SC Air Interface

June 2004 802.16/Conformance

03-2004
In OFDM, the available bandwidth of the communication channel is divided into

parallel orthogonal subcarriers. The wideband channel is effectively transformed

into a series of channels with lower bandwidth and can be defined as a group of

adjacent narrowband channels. When a high bitrate data stream is divided into

these subcarriers, multiple narrowband data streams are transmitted over the air as

a result. OFDM has become the de facto PHY layer for state-of-the-art BWA
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systems due to its relatively easy hardware implementation with fast Fourier trans-

form (FFT) algorithms, its suitability for adaptive modulation and coding (AMC)

techniques, and its capability to reduce intersymbol interference (ISI) in high bitrate

transmissions.

ISI is caused bymultipath propagation in thewireless communicationmediumwhen

multiple copies of different transmitted data symbols arrive at the receiver with large

intervals due to reflections in the propagation path and, hence, overlap with each other

in the time domain. As the data symbol duration is inversely proportional to the

transmission bitrate, the transmitted symbol duration is increased when the high bitrate

data stream is divided into several low bitrate streams for the narrowband channels and

the level of ISI can be reduced. When guard intervals and cyclic prefixes are used

between successive data symbols, the impact of ISI can be decreased even more.

OFDMA extends OFDM functionality and enables it to be used as a multiaccess

scheme for the wireless medium. In OFDMA, the narrowband subcarriers are

grouped into subchannels, which can be assigned to different users contending for

the data link. Each subchannel can contain a different amount of subcarriers and

by altering the subcarrier group sizes and observing the channel conditions, it is

possible to use differentiation in the channel allocation for several users. This makes

OFDMA a very flexible multiaccess scheme which enables adaptive resource

allocation and is suitable for both fixed and mobile deployments. OFDMA also

makes subchannelization possible for both uplink and downlink, which enhances

efficiency of the uplink capacity usage. In plain OFDM, partial subchannelization is

possible in the uplink direction only. Otherwise, all subcarriers are allocated to a

single user at a time in each OFDM frame. The physical-layer transmission frame

size in WiMAX systems can vary between 2.5 and 20 ms. In practice, however,

current WiMAX configurations mainly use a frame size of 5 ms.

Depending on the deployment, OFDMA subchannelization provides two different

methods for allocating the subchannels to users. In fixed and low mobility WiMAX

systems, the formation of subchannels out of concurrently assigned subcarriers is an

efficient way to increase the capacity of the wireless link. By choosing subchannels

from different sections of the available bandwidth and allocating them to the users by

intelligently adjusting themodulation scheme and coding rate, the received signal-to-

interference-plus-noise ratio (SINR) of each user and, hence, the capacity of the

wireless link, can be maximized. In WiMAX systems, the subchannelization scheme

based on concurrent subchannels is called the band AMC. On the other hand, in

mobile WiMAX deployments, the subcarriers assigned to one subchannel can be

distributed over the available bandwidth and, hence, frequency diversity can be

attained. In fully mobile WiMAX systems, this is advantageous because frequency

diversity can be used to make the transmission link more robust against fast fading.
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WiMAX systems support both time division duplexing (TDD) and frequency

division duplexing (FDD) methods. By dividing the OFDM frames into uplink and

downlink slots in time, TDD uses the same channel frequency for both directions.

State-of-the-art WiMAX systems use primarily TDD due to its flexibility and lower

bandwidth demands. FDD, in contrast, allows for a simpler implementation alterna-

tive, as the synchronization requirements in the network are not as strict as in TDD.

Nonetheless, as FDD uses separate carrier frequencies for uplink and downlink, it

requires more bandwidth than TDD systems in order to provide the same capacity to

users. Originally, TDD was the only duplexing method defined for mobile WiMAX

systems. However, due to the deployment complexity and frequency regulation

issues in some market areas, the WiMAX Forum has specified an option for an

FDD-based mobile WiMAX system in the most recent release of the mobile

WiMAX system profile (see also ‘‘The Role of the WiMAX Forum in WiMAX’’

inset box for more information).
The Role of the WiMAX Forum in WiMAX

The WiMAX Forum is a nonprofit organization formed in 2001 and its aim is

to enhance the compatibility and interoperability of equipment based on the

IEEE 802.16 family of standards. Although the IEEE standards allow multiplic-

ity for deployment in very diverse environments, they may also lead to either

solely vertical, single vendor deployments or no deployment at all, as operators

do not want to be locked into any particular implementation. Thus, a major

motivation for establishing theWiMAX Forum was to develop predefined system
profiles for equipment manufacturers, which include a subset of the features

included in the IEEE 802.16 standards. WiMAX Forum certified products are

guaranteed to be interoperable and to support wireless broadband services from

fixed to fully mobile scenarios. The aim is to enable rapid market introduction of

new standard-compliant WiMAX equipment and to promote the use of the

technology in different sectors. The WiMAX Forum is also working on the

international roaming specifications for WiMAX networks.

Unlike many other industry driven technology forums, theWiMAX Forum has

also a strong technical role in WiMAX technology in addition to the marketing

and certification activities. Hence, the WiMAX Forum produces several techni-

cal documents through different working groups. In addition to the WiMAX

system profiles [20–22], which specify the PHY- and MAC-layer configurations

for WiMAX systems, and the corresponding certification profiles, the WiMAX

Forum Network Architecture documents [23, 24] include the end-to-end speci-

fications for WiMAX network operations (see Section 2.3).
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Another salient feature of the WiMAX physical layer is its support for adaptive
antenna systems (AASs). AAS support in WiMAX includes both beamforming and

multiple-input multiple-output (MIMO) techniques, which can be used separately or

in parallel. Adaptive beamforming in the WiMAX BS concentrates the energy of the

transceiver by narrowing down the antenna beam using antenna element adjustment.

With a narrow and concentrated beam, the available antenna gain is higher for a

certain power level and as the level of interference received from the surrounding

cells is also lower, the signal-to-noise ratio (SNR) of the received signal is higher.

In mobile systems, the antenna beam can also be made to follow its communication

counterpart moving around in the base station transceiver’s range. By using adaptive

beamforming, both capacity and range of the WiMAX system can be increased

considerably.

In MIMO, multiple antenna elements are used to transmit and receive either the

same or individual data streams over the air interface simultaneously. When the

same data content is transmitted and received through multiple antennae, the MIMO

method is called space–time coding (STC). By using STC, multiple copies of the

same data bits are transmitted over independent communication channels and the

robustness of the WiMAX link against fast fading in mobility is increased. With a

fixed transmission power, STC increases the SNR of the received data signal, which

is a maximum ratio combined version of the signals received through each antenna

element. On the other hand, if independent data streams are transmitted and received

through multiple antenna elements, the MIMO technique is called spatial multi-

plexing. With spatial multiplexing, in optimal circumstances, the spectral efficiency

and, thus, the capacity of the wireless link can be multiplied by the minimum

number of used antennae either in the transmitting or receiving end of the wireless

link. It is also possible to combine adaptive beamforming with MIMO techniques in

order to achieve additional gains in the wireless link capacity. For more information

on MIMO techniques in WiMAX systems, see Section 5.4.

WiMAX also supports hybrid automatic repeat-request (HARQ) retransmissions

at the OFDMA physical layer as an optional feature which adds forward error

correction (FEC) coding on top of the cyclic redundancy check (CRC) error detection

bits of plain automatic repeat-request (ARQ) functionality. HARQ operation can be

managed on a per-connection or per-terminal basis and the operational parameters

are negotiated during the control message exchange upon network entry. Per-

connection HARQ is used with mobile stations (MSs) in mobile WiMAX.

Per-terminal HARQ is employed with fixed MSs or SSs. In practice, a mobile station

can only support one of the two HARQ management methods at a time.

During HARQ operation, the receiver must acknowledge all physical-layer data

bursts it receives through the wireless link either with a positive or a negative

acknowledgment, depending on the outcome of the decoding process of the data
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burst in question. If the transmitter receives a negative acknowledgment for one of

the data bursts it previously transmitted, that data burst must be retransmitted. When

retransmitting, HARQ does not operate like a simple ARQ scheme. Instead, the

receiver holds on to the negatively acknowledged data bursts and uses diversity

combining between the original erroneously decoded data and the retransmitted data

in order to increase the probability of successful decoding at the receiver. The

process is repeated until the data burst is decoded successfully or until the predefined

maximum number of retransmissions is reached.

In Type I HARQ, also known as chase combining, the redundancy bits and the

user data are kept the same between successive retransmissions of a physical-layer

data packet. In Type II HARQ, referred to as incremental redundancy, the coding

and punctuation pattern can also be changed between successive retransmissions.

In Type II HARQ, only parts of the original physical-layer data packet is required to

be included in each retransmission which means that less bandwidth is wasted if

retransmissions are needed. Type I HARQ is used with mobile WiMAX whereas

Type II HARQ can be used in both fixed and mobile WiMAX systems.
2.2 Medium Access Control Layer

TheMAC layer functions as an adaptation layer between the physical layer and the

upper protocol layers. Its main task is to receive MAC service data units (MSDUs)

from the layer above, encapsulate them into MAC protocol data units (MPDUs) and

pass them down to the physical layer for transmission. At the receiving side, the

MAC layer takes MPDUs from the physical layer, decapsulates them into MSDUs,

and passes them on to the upper protocol layers. In addition, the MAC layer of a

WiMAX base station manages bandwidth allocations for both uplink and downlink

directions. The BS assigns bandwidth for the downlink according to incoming

network traffic, whereas for the uplink, bandwidth is allocated based on the requests

received from the user equipment.

The WiMAX MAC layer is organized into three separate functional entities as

shown in Fig.2. An additional layer between the generic MAC part and upper

protocol layers, called the service-specific convergence sublayer (CS), functions

as an adaptation interface to the actual MAC layer. Several different convergence

sublayer configurations are presented in Ref. [4] for a variety of different protocols.

However, the WiMAX Forum specifications currently include support only for IP-

and Ethernet-specific convergence layers. Other upper-layer protocols can operate

over the IP and Ethernet convergence sublayers via encapsulation. The service-

specific convergence sublayer may also support header compression for the upper

protocol-layers packets.
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FIG. 2. The MAC-layer structure of WiMAX.
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Whereas the convergence sublayer adapts the upper-layer protocols to the

WiMAX MAC functionalities, the common part sublayer is responsible for all

protocol-independent operations, such as, data fragmentation, packing, transmis-

sion, QoS control, and ARQ operations. The security sublayer between the MAC

and PH layers handles encryption, authorization, and key exchange.

The MAC layer of WiMAX enables flexible allocation of transmission capacity

among different users. A single data burst can comprise variably sized MPDUs from

different user data flows before it is handed over to the physical layer for transmis-

sion. Multiple small MSDUs can be packed into one MPDU and, conversely, one big

MSDU can be fragmented into multiple small ones at the MAC layer in order to

further enhance the performance of the system. By bundling up several MPDUs or

MSDUs, both the PH- and MAC-layer header overheads can be reduced, respec-

tively. The MAC layer must also perform the converse operations to the data packets

it receives from the physical layer. To do to that, it must unpack and possibly

defragment the incoming MPDUs and reorganize the data into the original

MSDUs before it can pass them up the protocol stack.

In addition to the HARQ functionality at the PH layer, the MAC layer can also use

traditional ARQ as a selective retransmission method in order to enhance the

performance of the WiMAX air interface. MAC-layer retransmissions function as

a fall-back mechanism for the considerably faster physical-layer retransmissions if

the HARQ process malfunctions due to, for example, mobility-inflicted signal

quality fluctuations or dropped packets during handover execution.
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A unique connection identifier (CID) is assigned to each uplink/downlink con-

nection pair at the WiMAX MAC layer before any data transmission takes place

over the air interface. A CID serves as a temporary address for the transmitted data

packets over the WiMAX link. In order for the base station to manage the QoS

requirements of individual data flows, the same service flow identifier (SFID) is

assigned to unidirectional packet flows which have the same QoS parameters.

As basically all wireless connections in WiMAX networks are centrally controlled

by the serving base stations, it is reasonable to implement also the QoS control

functionality at the base stations. After all, it is the base station that handles the

mapping between SFIDs and CIDs. Currently, the MAC layer of a WiMAX base

station includes support for five different QoS classes which can be used to adjust

system behavior to be more favorable to different traffic types and applications.

A summary of the data delivery services with individual QoS guarantees is given

in Table II along with the respective scheduling service categories (see also

Section 5.5).

To support battery powered user terminals, the WiMAX MAC layer also incor-

porates sophisticated power management features. The savings in power consump-

tion are achieved by defining different operational modes for the user equipment.

When there is no user data to be transmitted or received by the system, bothWiMAX

power saving operation modes, that is, the sleep and idle modes, switch off certain

parts of the transceiver that are not currently required for communication purposes.

However, the methods for controlling the switch off intervals differ between the

sleep and idle modes. The idle mode allows for greater savings in power consump-

tion by using longer and more extensive power switch off sequences than the

sleep mode.

In sleep mode, the WiMAX user terminal switches itself off for a set period, after

which it turns on again and checks for incoming data. In idle mode, the user terminal

can switch off the transmitter completely and receive only the downlink broadcast

traffic from the nearby base stations without registering with them. When the base

station, which served the user terminal before it switched to the idle mode, receives

incoming data for the user terminal from the network, that base station and a group

of adjacent base stations (called the paging group) page for the user terminal through

the broadcast channel. Upon receipt of the page, the user terminal powers up and

prepares for data reception. By using paging groups instead of a single paging base

station, a mobile terminal can be located by the network even if it has moved from

one cell to another during the idle period. During long idle periods, the user terminal

updates its paging group on a regular basis. Currently, support for the idle mode is

optional in WiMAX systems. In addition to reducing energy consumption at the user

equipment, both the sleep and idle operation modes save network resources by

reducing the amount of control signaling in the network.



Table II

THE DATA DELIVERY AND SCHEDULING SERVICES OF WIMAX

Data delivery

service/QoS class Scheduling service Features

Example

applications

Unsolicited Grant

Service (UGS)

Unsolicited Grant

Service (UGS)

–Real-time data transmission with CBR

and fixed or variable size PDUs

–Constant

bitrate VoIP

–Periodic and fixed size uplink band-

width allocations without continuous

solicitations

Real-Time Variable

Rate Service

(RT-VR)

Real-Time

Polling Service

(rtPS)

–Real-time data transmission with

VBR, guaranteed data rate, and delay

–Video

streaming

–Periodic and variable size uplink

bandwidth allocations on demand

–Audio

streaming

Non-Real-Time

Variable Rate

Service (NRT-

VR)

Non-Real-Time Poll-

ing Service (nrtPS)

–Delay insensitive data transmission

with guaranteed data rate

–File transfer

–Slots reserved for uplink unicast

transmission requests on a regular

basis

Best-Effort Service

(BE)

Best-Effort

Service (BE)

–Data transmission without data rate

and delay guarantees

–Web

browsing

–Uplink transmission in vacant slots –Instant

messaging

–Data transfer

Extended Real-

Time Variable

Rate Service

(ERT-VR)

Extended Real-Time

Polling Service

(ertPS)

–Real-time data transmission with

VBR, guaranteed data rate, and delay

–Variable

bitrate VoIP

–Uplink scheduling extended from rtPS

with dynamic variable size band-

width allocations without continuous

solicitations
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2.3 Mobile WiMAX Network Reference Model

The WiMAX Forum Network Working Group (NWG) has defined a network

reference model [23, 24], which specifies the placement, role, and functionality of

the operational entities in WiMAX networks. In short, the WiMAX Forum has

defined a standardized end-to-end network model for IEEE 802.16-based wireless

technologies, aiming to guarantee interoperability not only in the air interface but

also at the system level.

In the WiMAX network reference model, three basic architectural entities are

defined: (i) the user equipment, that is, a SS or a MS; (ii) the access service network
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(ASN); and (iii) the connectivity service network (CSN). The role of the user

equipment is to provide the wireless connection to the WiMAX network. The

ASN is the radio access network (RAN) with which the user equipment establishes

a connection to. An ASN can consist of one or more base stations (BSs) and access

service network gateways (ASN-GWs), which are all managed by a single network

access provider (NAP). The CSN, on the other hand, is the entity which provides all

the IP core network (CN) functionalities to the WiMAX radio equipment residing in

ASNs. CSN interconnects the WiMAX user with the rest of the Internet. CSNs are

typically maintained by network service providers (NSPs).

Both ASNs and CSNs are further divided into smaller functional entities such as

base stations, gateways, mobility agents, and so on. These network entities com-

municate with each other using standardized interfaces called reference points

which guarantee that a certain set of communication protocols and procedures are

always supported between particular network entities irrespective of the underlying

hardware. The defined reference points are used for various control and manage-

ment messaging purposes, as well as for user data bearing inside the network

architecture. The WiMAX network reference model and the specified reference

points are illustrated in Fig.3.
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FIG. 3. The WiMAX Forum NWG network reference model.
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Reference point R1 resides between a SS/a MS and a WiMAX BS. It implements

the specifications of the air interface consisting of both control and data-bearing

protocols and procedures compliant with IEEE 802.16 standards. Reference point

R2 is a logical control interface between the user equipment and a CSN. R2 is

used solely for management purposes, such as authentication, authorization, and

accounting (AAA), mobility management, and IP host configuration. No direct

protocol interface connection between a SS/MS and a CSN exists in an actual

network. Reference point R3 serves a purpose similar to R2 between an ASN and a

CSN by supporting AAA and mobility management capabilities in addition to the

user data-bearing services. Mobility management between two separate ASNs is

handled via reference point R4 which supports the required control and bearer plane

protocols enabling continuous data transmission during inter-ASN link-layer hand-

overs. The control and bearer plane protocols of reference point R5 enable inter-

working between the home CSN and a visited CSN for network-layer mobility

management.

As already mentioned above, an ASN can contain one or more BSs and ASN-

GWs. In Fig.3, two example ASN deployments are presented. Access service

network 1 comprises two base stations and a single ASN gateway (ASN-GW1).

Through ASN-GW1 all control and data traffic is centrally routed to and from the

core network when the users inside a base station cell of access service network 1 are

communicating with the outside world. When an ASN includes more than one ASN

gateways, as in access service network 2 in Fig.3, all ASN gateways must be

interconnected via the R4 reference point.

Other reference points used in the intra-ASN control and data message exchange

are R6, which consists of control and data-bearing protocols for the interconnection

between base stations and ASN gateways; and R8, which supports control and data-

bearing protocols between separate base stations inside a single ASN. R8 enables

fast and seamless intra-ASN handovers.

An optional ASN-GW decomposition is also defined in the WiMAX network

reference model and it is presented inside the ASN-GW1 block in Fig.3. In this

decomposed layout, the decision point part of an ASN gateway includes the control

plane functions whereas the enforcement point handles the data bearer plane func-

tions. If the aforementioned decomposition is adopted, the intra-ASN-GW reference

point R7, supports an optional set of control plane protocols, which are used, for

example, for AAA and policy coordination purposes. R7 interconnects the separate

decision and enforcement point entities of an ASN gateway.

All in all, the WiMAX Forum network reference model includes definitions for

the usage of mobile Internet protocol (MIP) in various forms for network level

mobility management, network selection, IP addressing, and QoS, as well as con-

siderations for security, radio resource management, and AAA (see also ‘‘The Role
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of IETF in WiMAX’’ inset box for more information). The WiMAX Forum is also

investing heavily developing the specifications that will enable international roam-

ing. WiMAX is taking the final steps in the evolution from a mere LOS fixed BWA

technology to a fully standardized mobile cellular system.
The Role of IETF in WiMAX

AsWiMAXnetworks are fully IP-based, theWiMAXForumhas recommended

that Internet engineering task force (IETF)-standardized protocols should be

used in WiMAX networks as extensively as possible. By employing standardized

protocols for IP networking, creating networking products, applications, and

services for WiMAX networks should be easier as proprietary protocols are not

complicating interoperability and portability of the designed solutions. However,

the salient features of WiMAX links, such as the connection-oriented, PMP

architecture and native multicast support available only in the downlink direction,

inflict problems on the operation of some of the IETF protocols, especially, as

many of the salient features of IPv6 protocols rely on bidirectional multicasting.

Hence, IETF has formed a working group called IP over IEEE 802.16 Networks
(16ng) which has been working on the specifications for IPv4 and IPv6 operation

over IEEE 802.16 and WiMAX networks.

The 16 ng working group has taken the leading role in the standardization and

released already three request for comments (RFC) documents [25–27] on IP

operation over IEEE 802.16 and has two specifications in an Internet Draft state

under development. Another IETF working group has also contributed to speci-

fication work. The working group on Mobility for IP: Performance, Signaling
and Handoff Optimization (MIPSHOP) has released an RFC concerning fast

mobile IP (FMIP) operation in IEEE 802.16 compliant mobile networks [28].
3. Multimedia over WiMAX Reference Scenarios

Network operators and service providers consider WiMAX, the technological

driver for the BWA market, as a great opportunity for a large number of application

scenarios. In fact, the positive results in terms of performance combined with the

increasing interest showed by many governments worldwide, as demonstrated by

the hundreds of trials and the associated regulatory activities currently going on in

the world, are boosting WiMAX acceptance within the wireless market. In this

section, we briefly introduce some of the most relevant WiMAX deployment

scenarios, covering both fixed and mobile environments.
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3.1 Fixed and Mobile WiMAX Generic Scenarios

As a BWA technology, WiMAX is capable to deliver high data rates for stationary

and mobile terminals, by capitalizing on IEEE 802.16 standards. A very interest-

ing and promising scenario for fixed WiMAX is to provide broadband connect-

ivity in rural and urban areas. Figure 4 illustrates the fixed WiMAX scenarios we

describe next.

Rural broadband connectivity is, in fact, one of the most challenging scenarios for

network operators in both developed and emerging countries. The difficulty to

provide such type of connectivity in these environments is mostly because of the

large distances between the remote rural areas and the network operator points of

presence (PoP), which requires the installation and deployment of an extremely

expensive wired infrastructure. Furthermore, these regions are usually home to a

small number of potential broadband subscribers, hinting to rather low operator

revenues, which are not enticing enough in order to undertake the enormous invest-

ments for building out a wired network infrastructure. Even in developed countries,

it is not always cost-effective to deploy a wired solution in many remote areas.

Wired solutions, such as digital subscriber line (DSL), coaxial cable, or optical fiber,

are very expensive to install in environments without any preinstalled infrastructure.

Consequently, these areas are left uncovered, and contribute significantly in increas-

ing the digital divide. In such cases, WiMAX can play a central role since it provides
Fixed WiMAX
base station

Internet

802.16j802.16j

Factory

Fi

Fi

Fi

Wi

Wi

Wi

Residence

Rural area
fixed network Urban area

fixed network

Fixed WiMAX
relay station

Fixed WiMAX
relay station

Enterprise

Residence

Hospital

802.16dPublic administration
(with Wi-Fi network)

Fixed WiMAX RS

802.16d
802.16j

802.16d

Wi

Wi
Wi

Fi

Fi
Fi

FIG. 4. Fixed WiMAX scenarios.



172 K. PENTIKOUSIS ET AL.
broadband wireless connectivity over large distances. As illustrated on the left-hand

side of Fig.4, different types of clients from the rural area can be served by the fixed

WiMAX link, including residential and enterprise users, factories, and public

administration buildings.

Besides being a cost-efficient fixed last-mile broadband wireless solution,

WiMAX can also be used as a first-mile solution. That is, one can employ a

WiMAXnetwork to backhaul traffic from both wireless and wired local area network

technologies. An example, also illustrated in Fig.4, is to use fixed WiMAX as a

backhaul link for a wireless local area network (WLAN) based, for example, on IEEE

802.11 (Wi-Fi), deployed in a remote rural area. In this case, one or more Wi-Fi

access points (APs) are directly connected to the WiMAX SS, creating a concate-

nated BWA network, employing fixed WiMAX on the first hop and Wi-Fi on the

second and last hop. In this scenario, the WiMAX network is transparent for the end-

user terminal. That is, users do not need WiMAX-enabled devices, but only simple

and inexpensive Wi-Fi compliant cards or devices with integrated Wi-Fi interfaces.

Another possibility is to connect a wired technology, such as DSL, to the WiMAX

link. In this case, the end users connect to the network infrastructure using DSL

modems that are connected to the digital subscriber line access multiplexer

(DSLAM) with copper lines.

Nomadic scenarios are very interesting from the user point of view. With

WiMAX, the user can literary take his indoor WiMAX SS to another location and

connect automatically with the WiMAX network without the need to contact the

network operator. For example, during construction operations, a company can

benefit from the nomadic capability provided by WiMAX and connect the construc-

tion head-office with different construction sites temporarily, without having to

purchase several broadband access subscriptions from the network provider. This

is simply not possible with wired broadband access alternatives.

Similar to rural areas, in certain cases, metropolitan environments can also be

quite challenging for operators who want to provide cost-effective solutions for

broadband connectivity. A characteristic of urban areas, especially in developed

countries, which restricts the spread of cost-effective wireless broadband solutions,

is the large number of high rises and even skyscrapers. This urban terrain makes the

propagation conditions for the wireless signal very problematic. As in rural areas,

fixed WiMAX can also be used in urban environments to overcome the aforesaid

limitations. Moreover, a fixed WiMAX solution is very straightforward to mount

and operate, requiring only the installation of an indoor or outdoor WiMAX receiver

antenna, directly connected to the user local area network. WiMAX terminals can

operate in line-of-sight (LOS), optical line-of-sight (OLOS), and non-line-of-sight

(NLOS) environments.
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NLOS signal propagation is the typical situation in a metropolitan area. A typical

urban scenario using fixed WiMAX as the access technology is shown on the right-

hand side of Fig.4. Residential buildings, small and big enterprises, and hospitals are

some of the potential customers presented in the schematic.

To overcome the propagation difficulties created by big buildings, the urban

scenario presented in Fig.4 includes the novel WiMAX relay system, based on the

IEEE 802.16j standard [5], which provides mobile multihop relay (MMR) connec-

tivity. The WiMAX relay system is composed of relay stations (RS), positioned

between the WiMAX base stations and the WiMAX receiving nodes, also known as

WiMAX subscriber stations. The main goal of the WiMAX relay system is to extend

cell coverage, surpassing NLOS environments, as illustrated in Fig.4.

In addition to the fixed BWA scenarios described so far, WiMAX can also cater

for users requiring always-on, mobile connectivity. Therefore, one of the most

promising broadband solutions for next-generation networks is mobile WiMAX,

based on IEEE 802.16-2009 [4]. Combining the mobile and broadband character-

istics provided by IEEE 802.16, mobile WiMAX could easily be used for ubiquitous

connectivity in next-generation environments, as depicted in Fig.5. With mobile

WiMAX end users have the capability to connect to the Internet and have access

to multimedia services independently of their location, and at anytime, using

WiMAX-enabled laptops, phones or personal digital assistants (PDAs).
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Although IEEE 802.16-2009-compliant equipment provide broadband connectiv-

ity, ITU IMT—Advanced specifies that the next-generation wireless technologies

must provide data rates up to 100 Mb/s for high mobility users and 1 Gb/s for low

mobility or stationary terminals. To address this requirement, the IEEE 802.16

working group initiated the specification of IEEE 802.16m [9], also known as

mobile WiMAX advanced air interface.

Another interesting aspect illustrated in Fig.5 is the use of the WiMAX relay

system in a mobile environment. In this scenario, the WiMAXMMR is essential for

backhauling traffic for the mobile WiMAX BSs in the field, connecting them with

the mobile operator network infrastructure. Furthermore, Fig.5 also shows how to

introduce and take advantage of theWiMAX network mesh capabilities. In this case,

the mesh capability add-on enables operators to route traffic directly between

WiMAX MSs, without having to send all their packets toward the WiMAX RS/BS.

3.2 Telemedicine WiMAX Applications

e-Health is meant to play a key role in making health care an accessible, high

quality, cost-effective, economically viable, and safe service for citizens. e-Health is

also one of the areas where WiMAX technologies can substantially contribute to

improve the daily activities of people with special needs and thus enhance their

quality of life. Given the inability of previous wireless access technologies to

provide true broadband mobile connectivity [29], a significant number of medical-

related procedures are still very complex and expensive for health care institutions.

For example, remote follow-up is a very appealing telemedicine application that

can benefit from mobile WiMAX features. Typically, after therapies or surgical

procedures, patients need to be constantly monitored and assisted by the medical

staff. Up to now, for monitoring purposes, patients had to move to distant hospitals

or specialized medical staff had to travel to the patient accommodation. By deploy-

ing mobile WiMAX networks, however, the capacity, QoS, and security guarantees

are in place to allow remote follow-up and assistance of patients. Voice and video

over IP connections can be established to support real-time communications with

QoS assurances between the patient location and the e-health premises.

The remote follow-up telemedicine application is illustrated in Fig.6. Two differ-

ent variants of this application are presented: (1) a patient connected to a local/home

Wi-Fi access network, backhauled by fixed WiMAX and (2) a patient directly

monitored via a mobile WiMAX link to the e-health care center.

Another telemedicine application that can be improved through mobile WiMAX

is always-on medical assistance. In this scenario, the medical staff is able to have a

permanent wireless broadband communication link with the health care center. For

example, in case of childbirth at home, street accidents or other emergencies, it is
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required to transmit critical data urgently in order to make an immediate diagnosis.

In this case, mobile WiMAX can be used to provide connectivity to doctors in the

field where broadband access is usually unavailable. Thus, voice and video over IP

connections are established to transmit real-time information with an adequate level

of QoS. Figure 7 illustrates the always-on medical assistance scenario. Two applica-

tions are presented: (1) a doctor providing assistance at the patient’s house, commu-

nicating in real time with the medical staff located at the health care center and (2) a

doctor giving first aid to a patient inside an ambulance, retrieving information about

the patient from the hospital and simultaneously discussing with the hospital medi-

cal staff the surgical procedures to be undertaken upon arrival.
3.3 Environmental Monitoring WiMAX Applications

Due to the features offered by WiMAX technology to reach high data rates over

long distances, it is very useful in scenarios of difficult access, or where human

presence cannot be continuously granted. These application scenarios include moni-

toring of remote areas, such as a volcanic and seismic sites and fire prevention.

Figure 8 is a schematic of the environmental monitoring application scenarios

described below.
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Active volcanoes represent one of the highest natural risks in the world. Volcano

eruptions can cause heavy damages to private property and public infrastructure, as

well as a large number of human casualties, in particular to communities living in

close proximity to volcanic areas. Constant monitoring of volcanic activity can

prove instrumental in foreseeing possible eruptions: With an early warning system

in place, authorities can follow the best strategy in order to reduce the overall

damage and the disruptive consequences of natural disasters.

Nowadays, seismic methods are used to monitor volcanic activity, as a large

variety of different seismic signals occurs before an eruption. For instance, sensors

and video cameras positioned close to a volcanic site can collect data continuously

and feed them into a real-time seismic monitoring application. A WiMAX network

can be used in this scenario to provide the broadband wireless connection necessary

to transmit the data collected by the sensors as well as the video camera stream(s) to

the Civil Protection Headquarters and from there to other research centers, where

scientists can analyze the received information. This solution allows the real-time

evaluation of data and avoids the need for operators to reach every station to down-

load collected data. Moreover, WiMAX connectivity can also be used in critical

situations to offer voice and video communication between the Civil Protection

Headquarters and the teams of scientists involved in field activities.

Additionally, climate changes and land use practices have turned forest fires into a

major disaster in extensive areas of the world. Fire prevention and firefighting

efforts are still largely unsuccessful, in part due to the difficulty to guarantee early

fire detection. Small fires, which go undetected can quickly develop into wildfires

causing havoc to entire regions. This is especially true in areas that are scarcely

populated or difficult to reach. Today, human spotters, stationed on fixed surveil-

lance towers or, in some cases, flying in small airplanes, detect fires by searching

for smoke indications and then relaying the collected field information to the

Civil Protection Headquarters. These methods are not cost-efficient: each tower

requires the permanent presence of human watchers, while airplane patrols become

increasingly more expensive.

Communication between surveillance towers and control centers is another prob-

lem in fire prevention. Broadband technologies such as ADSL or 3G/UMTS are not

available in remote forests. Alternatives like GPRS, GSM, or UHF radio links,

besides their coverage limitations, cannot provide the bandwidth required for more

automated fire detection. WiMAX appears to fit well in this scenario. Given its

potential range, bandwidth, and adaptability to environmental conditions, WiMAX

may provide connectivity to remote monitoring systems (fixed and mobile, airborne

and terrestrial), capable of supporting early fire detection in a more efficient and

cost-effective manner. Cameras mounted in surveillance towers can automatically

scan an entire field at 360�, with 20–40 km radius, and send a variety of collected
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data (live surveillance video streams, infrared sensor readings, geolocation data,

meteorological data) to control centers, where prospective fires are further investi-

gated (for instance remotely pointing and zooming the surveillance cameras to the

target area). This solution is both cost-effective, since the number of required human

operators is drastically reduced, and efficient, as the data received by the control

center is more precise.

In Section 6, we revisit this scenario and present an actual fire prevention testbed

developed in Portugal based on a WiMAX network deployed in a remote mountain-

ous region. As we will see, the testbed includes a remote control application which

lets operators to monitor areas spanning dozens of square kilometers of mountainous

and forested terrain.
4. Advances in Telephony and the Emergence
of Voice over IP

Voice telephony has been traditionally carried over a separate, dedicated infra-

structure known as the public switched telephone network (PSTN) which originally

comprised of copper wired connections. Later, microwave, satellite, and optical

fiber connections have also been added to the infrastructure. In PSTN, voice and all

associated call establishment and termination signaling go through dedicated tele-

phone switching centers which route calls to their destinations. Making a phone call

requires the establishment of an end-to-end circuit, which originally was simply the

concatenation of physical cables. Starting in the late 1870s, human operators would

plug and unplug connecting cables at switching centers in order to establish and

teardown these physical circuits (see Fig.9).

Automation was gradually introduced in several stages, but the essential aspects

of the plain old telephone service (POTS) remained the same: voice is transmitted in

analog form as a physical signal over an (automated) circuit-switched network

using, for example crossbar switches (Fig.10). However, due to the analog nature

of the communication and the supported bandwidth of the twisted pair copper wire

in POTS, fundamental restrictions exist with respect to the voice quality it can

support without sophisticated higher order modulation schemes and performance

enhancing source and channel coding methods. That is, as twisted pair copper wire

in frequency division multiplexed POTS can only deliver a bandwidth range of 300–

3400 Hz for voice and audio signaling, the Nyquist rate dictates the fundamental

limits of the maximum capacity available for voice transmission over the communi-

cation medium. If the symbol rate of the transmission is increased higher than the

Nyquist rate, ISI will occur in the receiver and distort the signal [30]. Effectively,



FIG. 9. A human operator physically connects a phone call using patch cables and a telephone

switchboard. (photo by Joseph A. Carr, 1975)

FIG. 10. Crossbar switch manufactured by Western Electric (1970).
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due to the aforementioned physical and technological restrictions, analog voice

transmission has hard bounds on the quality of sound it can deliver and allows

only for narrowband communication with small user densities.

In the 1980s the major telecommunication vendors and operators pushed for the

gradual replacement of PSTN by the integrated services digital network (ISDN).

ISDN featured several new services and was no longer a voice-only telecommunica-

tions network. Alongside the integration and joined management of voice and data,



FIG. 11. ISDN telephone.
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ISDN also assisted in moving faster toward digitized voice calls by introducing

modern digital voice coding and better speech quality, as well as hosting of add-

itional services, such as caller identification, call forwarding, and so on (see Fig.11).

Despite the ambitious goals, however, in most of the world, ISDN was largely a

failure. Although it was deployed in many countries, it quickly became obsolete.

Nonetheless, nearly all ideas and services introduced in ISDN were incorporated in

global system for mobile communications (GSM) cellular networks and are now

standard for the evolved mobile/fixed telephone networks. In fact, most users have

come to expect the full spectrum of ISDN-introduced services in all modern voice

communication environments, including VoIP.

As the age of IP-based computer networks dawned, operators started looking into

gradually moving away from a dedicated circuit-switched infrastructure and toward

a converged network that can deliver a variety of services. As such, we have seen

significant efforts during the last two decades to move voice transmissions to the

constantly growing packet-switched domain. The transmission of voice data and

signaling over IP-based computer networks is referred to as VoIP. Open-source



MULTIMEDIA SERVICES OVER WMANS 181
software to run a fully functional private branch exchange (PBX) on commodity

hardware, such as Asterisk [31] are already very popular, and are perceived by many

as the future of telecommunications. Figure 12 illustrates the source code from the

Asterisk VoIP PBX telephony software. Moreover, Fig.13 illustrates the Asterisk

Voicemail for iPhone application, which allows users to check their voice mail via a

Web-based interface using an iPhone. Figures 9–13 point to the evolution of the

telecommunication infrastructure from an all-hardware system to a computerized

one, where software plays the major role.

The move to VoIP enabled several innovations both in terms of services and in

terms of speech quality. By taking the voice samples and putting them into pack-

etized format, new digital coding methods can be used to enhance the quality of the

transmitted voice. When compressed, packetized, and transmitted over IP networks,

more voice data can now be included in the same amount of bandwidth the old PSTN

offered for the analog voice transmissions. Hence, voice codecs are an essential part

of VoIP functionality as they are used to decrease the bandwidth requirements for a

certain quality of voice through coding and data compression.

Figure 14 illustrates how voice packet generation works in most VoIP codecs.

First, the analog voice signal from the microphone is quantized so that speech can be

presented in digital format. In the quantization process, the voice signal is sampled

with the sampling rate specified by the used codec and each sample is assigned a

specific code word which is the bit representation of the voice signal level at the

sampling time instant. These digitized voice samples are then collected into a voice

frame at the output of the voice codec. The number of voice samples per frame is

also an encoder-specific parameter; however, normally the larger the number of

voice samples per frame the better the voice quality. When the codec voice frames

are collected from the encoder output they can be transmitted over the network.

Usually a single voice frame is treated as payload data which is encapsulated with

Real-Time Protocol (RTP) [32], User Datagram Protocol (UDP), and Internet

Protocol (IP) headers in the packetization phase. However, both the number of

voice frames per network protocol data (NPD) payload and used protocols can be

changed depending on the application in use. For example, as the voice frames

produced by VoIP encoders are normally just in the order of tens of bytes in length,

by simply adding more than one voice sample into the payload of the transmitted

VoIP packet, network overhead can be reduced and the overall performance of the

system can be increased significantly, as shown in Section 5.

The VoIP codecs currently in use have evolved over the years from narrowband

constant bitrate (CBR) encoders to adaptive codecs which support variable bitrates

(VBRs) and wideband encoding. Today, it is also common to have the ability to

adjust to different network environments depending on available capacity, the

fluctuation of end-to-end delay, or varying packet loss rate. The design basis for
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FIG. 13. The Asterisk Voicemail for iPhone application by Chris Carey.
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the codecs has also changed as voice traffic is moving from circuit-switched

delivery paths to IP-based packet-switched networks. That is, a voice codec designer

can make different decisions about the employed algorithms depending on whether

the expected underlying infrastructure is predominantly a circuit-switched network

with minimal guarantees (e.g., PSTN or ISDN) or a best-effort packet-switched all-

IP network. Consequently, codecs optimized for VoIP transmissions over packet-

switched networks have also emerged in recent years. These codecs are designed to

take into consideration the larger packet loss rates and varying delay jitter encoun-

tered in both packet-switched networks and wireless access links and with different

methods in the encoding/decoding process, it is possible to conceal imperfections in

the received voice quality resulting from, for example, burst errors in the delivery

path [33, p. 309].
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This section summarizes recent developments in voice codecs commonly used in

VoIP applications. Both standardized and open-source codecs are presented in

addition to VoIP applications which use these codecs in their operation. Of course,

we do not claim that the list of codecs presented in this section is exhaustive. Instead,

our aim is to introduce codecs of reference and those that are prevailing in the

current state of the art. The section concludes with a summary and comparative

evaluation of the respective codec features.

4.1 ITU-T Codecs: From G.711 to G.723.1 to G.729.1

ITU-T has been one of the leading actors in the standardization efforts of voice

codecs. Its widely cited recommendation documents serve as the main point of

reference in this field. In this section, we will introduce some of the ITU-T

standardized voice codecs and highlight the evolution of the codecs from the early

days of digital telephony to current state-of-the-art VoIP applications. In particular,

we focus on three key codecs here, namely, the one based on the ITU-T G.711

[34–37], G.723.1 [38], and G.729.1 [39, 40] recommendations. The ITU-T G.711

recommendation was published in 1988 and was originally designed for digital

circuit-switched telephony. The ITU-T G.723.1 recommendation was published in

1996 aiming in particular video telephony applications including teleconferencing.
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Finally, G.729.1 is the latest major addition to the list of ITU-T codec recommenda-

tions. It was finalized in 2006 and it is designed for packet-switched networks

targeting carrier-grade VoIP service with high-quality audio.
4.1.1 Digital Telephony (ITU-T G.711)
One of the first and most used voice codecs for digital telephony is ITU-T G.711

[34]. It was firstly introduced in 1972 and was formally standardized by ITU-T in

1988. Due to its simplicity, G.711 is also widely used in a variety of VoIP applica-

tions. As the codec does not use data compression algorithms for the voice frames it

encodes and packetizes, fast voice packet generation is enabled and excessive data

processing is not required in the encoder. As a downside, in order to provide toll-

quality voice, G.711 requires more bandwidth than most of the codecs that use data

compression resulting in an output data rate of 64 kb/s. The codec uses a sampling

frequency of 8 kHz and produces 8-bit voice samples using pulse-code modulation

(PCM). The encoded VoIP frames are 160 bytes in size and are transmitted to the

network in 20 ms intervals, that is, 50 packets per second. As compression is not

used, each voice packet contains a 20 ms sample of speech.

The G.711 codec has two different versions of which are referred to as A-law and

m-law encodings. They conform to different digital trunk standards deployed around

the world, that is, E1 and T1 carrier system standards, respectively. Currently, the T1

carrier system is used in North America, Japan, and Korea, whereas the E1 carrier

system, which is an improved version of the original T1 standard, is used in the rest

of the world. The A-law encoding converts a linear 13-bit PCM sample into a

logarithmic 8-bit sample. The m-law encoding does the same conversion to a linear

14-bit PCM sample. In general, by using the A-law encoding, it is possible to

achieve better voice quality due to the difference in the amount of encoding

quantization levels.

Two appendices have also been published to the original G.711 standard. These

appendices introduced packet loss concealment [35] and comfort noise payload

definitions [36] on top of the original codec functionality. Packet loss concealment

is used to improve the user-perceived quality of the received voice signal. Conceal-

ment mainly addresses packet loss due to burst errors, which can be caused by

congested delivery paths in wired networks or fading wireless access links in either

end of an otherwise well-provisioned delivery path. The small comfort noise pay-

loads, on the other hand, are used during the silent phases of a conversation in order

to decrease the amount of bandwidth required by the VoIP application when there is

no meaningful voice data to be sent.

In addition to these appendices, an extension standard G.711.1 [37] was approved

in 2008. G.711.1 enhances the original codec functionality by adding narrowband
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and wideband coding capabilities over the well-established G.711 algorithms. The

G.711.1 codec can use the original 8 kHz sampling rate when operating in narrow-

band mode or at a 16 kHz sampling rate when operating in wideband mode. The

functionalities are structured as additional coding layers on top of the original G.711

encoding so that the first additional layer provides enhanced narrowband coding

capabilities and increases the transmission data rate by 16 kb/s. That is, the G.711.1

codec operating with an additional narrowband coding layer has a transmission

data rate of 80 kb/s. The wideband enhancement increases the data rate by an

additional 16 kb/s, resulting to a maximum encoder output data rate of 96 kb/s.

The adjustment between these encoding rates can be done ‘‘on the fly,’’ that is, a

G.711.1-compatible VoIP application can accommodate all three transmission rates

and change between them in an adaptive manner as a response to varying network

conditions.
4.1.2 Video Telephony and Teleconferencing

(ITU-T G.723.1)
ITU-T G.723.1 [38] is another widely used narrowband voice codec, standardized

in 1996. Even though G.723.1 has been designed for video telephony and telecon-

ferencing applications, it is currently also used in a number of VoIP applications.

The codec is very flexible and is more suitable for bandwidth-limited environments,

unlike G.711, as it uses data compression in its operation. Through data compression

for voice, the transmission data rate of the codec is dramatically decreased and more

bandwidth can be reserved, for example, for video streaming in video telephony.

However, as data compression decreases the required transmission data rate of the

VoIP application, it also degrades the quality of G.723.1-encoded data which does

not achieve toll-quality voice.

G.723.1-compatible VoIP applications can operate in two different data rates,

namely 5.3 and 6.3 kb/s. Both data rates are mandatory in codec implementations

and they correspond to 20 and 24 byte voice frame sizes, respectively. An additional

payload size of 4 bytes can be used as silence insertion descriptor (SID) frames. SID

frames can be instrumental in reducing the bandwidth used by VoIP streams. They

are inserted in the voice sample packet flow when conversational breaks are detected

during a VoIP session. G.723.1 can also be used as a VBR codec when discontinuous

transmission (DTX) is used in conjunction with the SID frames. For example, the

transmission data rate can be changed at any frame boundary during the codec’s

operation.

G.723.1 compresses 30 ms of voice into each VoIP frame which corresponds to a

transmission rate of approximately 34 packets per second. The codec also has an
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additional look-ahead delay of 7.5 ms per packet due to the data processing required

in the codec operation. This yields a total algorithmic delay of 37.5 ms per transmit-

ted packet. G.723.1 uses an 8 kHz sampling rate and 16-bit voice samples. In other

words, the 30 ms voice frames packetized for transmission in the VoIP application

contain 240 voice samples each. The two operational data rates of the codec use

different algorithms to compress the voice samples into the packetized voice frames.

The higher data rate operation mode with higher voice quality results in a transmit-

ted data rate of 6.3 kb/s and uses a multipulse maximum-likelihood quantization

(MP-MLQ) algorithm in its encoding process. In the lower data rate operation mode

of 5.3 kb/s, an algebraic code-excited linear prediction (ACELP) algorithm is used.
4.1.3 High-Quality Voice over Packet Data

Networks (ITU-T G729.1)
ITU-T G729.1 [40] is a more recent state-of-the-art voice and audio codec

designed for packet data networks and supports wideband audio coding. Standar-

dized in 2006, G.729.1 is based on the popular G.729 [39] narrowband codec and

extends its functionality by introducing wideband voice/audio sampling capabilities

and a sophisticated layered and adaptive voice frame structure. Through wideband

coding, the codec is capable of delivering high-quality audio and still operate at

relatively low data transmission rates.

The operational data rate of the G.729.1 can vary between 8 and 32 kb/s. The core

layer, which is fully bitstream compatible with the G.729 narrowband codec, is sent

at 8 kb/s. The first additional layer improves the narrowband quality of the codec

and increases the bitrate to 12 kb/s, and after that, each additional coding layer

increases the data rate with 2 kb/s. These extra layers are providing the wideband

extension on top of the narrowband layers and, thus, improve the audio quality.

Consequently, the maximum number of coding layers in G.729.1 is 12, which

corresponds to total of 12 different operational data rates. However, only the core

layer is required to be successfully decoded in order for the received VoIP packets to

be transformed back to understandable speech.

The G.729.1 codec uses a sampling rate of 16 kHz by default, but a sampling rate

of 8 kHz is also supported. The voice frame duration of the codec is 20 ms and

the frame size varies between 20 and 80 bytes. The bandwidth of the codec can be

changed at the transmitting side at any time during the codec operation and the

receiver will be able to decode the VoIP packets properly. This enables the codec to

adjust its parameters to changing link or network conditions without outband control

signaling or additional codec parameter negotiation between the transmitter and

receiver.
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The bitstream interoperability of the codec’s core layer and G.729 also makes the

G.729.1 codec suitable for seamless transition from narrowband to wideband VoIP.

Three different algorithms are used to code the voice samples in G.729.1 depending

on the audio frequency band in question. At the lower band (50–4000 Hz), code-

excited linear prediction (CELP) is used and at the higher band (4000–7000 Hz),

time-domain bandwidth extension (TDBWE) coding is employed. Optionally, time-

domain aliasing cancellation (TDAC) coding can be used for the full audio band

(50–7000 Hz). The algorithmic delay of G.729.1 is approximately 48.9 ms.

4.2 Speex: An Open-Source Option for Voice Coding

In addition to ITU-T standardized voice codecs, open-source options have also

emerged during the last decade. One of the most popular and widely used open-

source codecs is Speex [41]. It is a VBR audio codec specifically designed for voice

data compression and VoIP applications delivering voice over packet-switched data

networks. The Speex project has been ongoing since 2002 and the first version of the

software was released in 2003. Since then, the codec has been enhanced with new

features incrementally and, as of today, it is one of the most versatile and advanced

codecs available for voice transmission over packet data networks.

Speex supports three different voice sampling rates ranging from narrowband at

8 kHz, to wideband at 16 kHz, and finally, to ultra-wideband at 32 kHz. Interest-

ingly, all sampling rates can be used within the same bitstream. Due to its flexibility,

Speex features a wide range of operational data rates varying from 2.15 to 44 kb/s.

Data rates between 2.15 and 24.6 kb/s are considered ‘‘narrowband,’’ while data

rates between 3.95 and 44 kb/s are referred to as ‘‘wideband.’’ The operational data

rate can be changed dynamically and at any point of time during a Speex-encoded

VoIP session. The voice frame duration in Speex is 20 ms and the frame size varies

between 5.375 and 110 bytes. The codec has an additional 10 and 14 ms look-ahead

delay for narrowband and wideband operation modes, respectively. Speex uses

CELP for encoding voice samples with a total algorithmic delay of 30 ms in the

narrowband operation mode, and 34 ms in the wideband operation mode, which

include the 20 ms frame delay and the corresponding look-ahead delays.

As Speex is designed from the beginning for packet-switched, best-effort net-

works, it has several features which make it robust against packet loss and network

state changes. Features that make the codec operation resilient in the presence of

dropped packets include packet loss concealment and, as the codec supports voice

activity detection (VAD) and DTX functionalities, it can adapt to varying network

conditions using its multirate features. The codec also supports intensity stereo

encoding, acoustic echo cancellation, and noise suppression. With its wide range

of features and good voice quality, Speex has gained ground as a viable open-source
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option for encoding audio and speech in several applications. A number of diverse

voice applications use it, ranging from VoIP and teleconferencing applications to

Microsoft’s Xbox Live, Adobe Flash Player version 10, and even the U.S. Army

Land Warrior system.

4.3 Voice Codecs in Popular VoIPApplications

This section presents a short overview of the features of today’s most popular

VoIP applications. In particular we survey the voice codecs used in popular applica-

tions such Skype, Google Talk, Windows Live Messenger, and Yahoo! Messenger.

These applications are all freely downloadable and support VoIP, instant messaging,

file transfer, and video delivery services. We also shortly summarize the codecs

supported by the Asterisk open-source PBX telephone switching software.

All VoIP client applications presented in this section have a few things in

common. They all provide both the software and basic PC-to-PC VoIP services

for free, if both end clients are using the application. Interworking between Yahoo!

Messenger and Windows Live Messenger VoIP applications is available without

extra charge as well. As of December 2009, with the exception of Google’s GTalk,

all applications enable PC-to-phone VoIP calls to landline and cellular telephone

networks for a fee. Lastly, all of these applications rely primarily on proprietary

voice encoders in their VoIP communications, such as those developed by Global IP

Solutions (GIPS) Corporation.

Skype is probably the most advanced VoIP client application on the market today.

First released in 2003, Skype has since been at the forefront of VoIP communication.

In addition to the services mentioned above, Skype has several advanced features

such as call forwarding, virtual online phone numbers, conferencing, videoconfer-

encing, high-quality video calls, voicemail, and even a short message service (SMS)

compatible will all major cellular networks. The Skype client is a standalone

application, based on sophisticated p2p software. Currently, the default codec used

in Skype-to-Skype VoIP calls is SILK. SILK is a proprietary codec which Skype

makes available to third-party users through a royalty-free license. In addition, SILK

is currently also being standardized in IETF [42].

SILK is a scalable superwideband audio codec with sampling rates at 8, 12, 16,

and 24 kHz, and operational data rates ranging from 6 to 40 kb/s. With an algorith-

mic delay of 25 ms, comprising 20 ms voice frame size and 5 ms look-ahead delay,

SILK is both high performance and lightweight. SILK was introduced in early 2009,

replacing the sinusoidal voice over packet coder (SVOPC) which was previously

used as Skype’s default codec. Other codecs supported by Skype include the GIPS’

royalty-free narrowband codec called Internet low bitrate codec (iLBC) and the

proprietary wideband codec called Internet speech audio codec (iSAC). Furthermore,
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Skype also supports the ITU-T standardized G.711 and G.729 codecs for narrowband

VoIP, as well as G.722.2 [43] for wideband VoIP. ITU-T G.722.2 is also known as

adaptive multirate wideband (AMR-WB) voice codec.

Both Microsoft’s Windows Live Messenger and Yahoo! Messenger were origi-

nally instant messaging software which have grown to include VoIP functionality as

well. Both were released more than a decade ago and, similarly with Skype, provide

both free PC-to-PC and chargeable PC-to-phone VoIP communication. Although

originally competitive, the two applications have become interoperable so that free

VoIP calls between client software of both providers are now supported. However,

both applications are primarily meant for instant messaging, and do not offer the

large variety of features mentioned above. Instead, emphasis is placed on ease of use

and the main market target is personal usage. With their already established and

large combined user base spread out all over the world, these two applications are

serving a large portion of today’s VoIP users in their everyday communication

needs. Both Windows Live Messenger and Yahoo! Messenger use standard ITU-T

codecs such as G.711, proprietary voice codecs from GIPS, as well as Speex.

Google’s GTalk, first released in 2005, takes a different approach on VoIP

communications than the previously described standalone VoIP software. GTalk

does not require any dedicated VoIP client software to be installed on the user’s

computer. Instead, the user can use Google Talk simply as a Web-based application

with an Internet browser plug-in though Google’s Web mail service (Gmail). GTalk

supports advanced VoIP features such as conference calling, videoconferencing, and

can send SMS messages (in the United States only). GTalk is mainly targeting

private rather than business users, a sort of extension to Google’s online commu-

nications toolbox. Nonetheless, by supporting both the open-source Speex codec and

the ITU-T standardized G.711 and G.726 [44] codecs, as well as the widely used

proprietary codecs from GIPS (such as, iLBC, iSAC, Internet pulse-code modulation

wideband—iPCM-wb, and an enhanced G.711 version), a variety of options is

available for voice communications in different network conditions and usage

scenarios. In addition, by using open-source protocols also in other parts of its

communication framework, the aim of GTalk is to provide a highly interoperable

and flexible platform for VoIP communications.

In addition to the high availability of free end-user VoIP software, call switching

software has also become available. One of themost used applications in this area is the

open-source telephony engine Asterisk [31], which can be used, for instance as a VoIP

call switch, network gateway, or a media server. Asterisk has a wide set of features

typically available from traditional PBX equipment and switching centers. Asterisk

supports a variety of different VoIP codecs ranging from ITU-T codecs (including

G.711, G.722 [45], G.723.1, G.726, and G.729), to GSM and GIPS’ iLBC codecs.

The list of supported codecs also naturally includes the open-source Speex codec.
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4.4 Summary

Table III summarizes the features of the presented codecs and lists additional

information not included in Sections 4.1 and 4.2. The presented figures are collected

and derived mainly from Refs. [34, 38, 40, 41].

The discussion up to now, as well as Table III, documents the evolution of digital

telephony since the 1980s. Clearly, codec features shift from real-time narrowband

encodings toward compressed wideband audio. At the same time, the target deploy-

ment environment changes from a dedicated circuit-switched telephone network

toward general-purpose packet-switched networks.
5. VoIP over WiMAX

As discussed earlier in this chapter, the evolution of voice and video telephony has

been steadily pointing to packet-switched networks and, currently, all major tele-

communication standardization forums put forward all-IP architectures. Besides the

WiMAX Forum reference (all-IP) architecture described earlier in Section 2.3, the

3GPP systems architecture evolution/long-term evolution (LTE) standards adopt for

the time an all-IP network design and operation. VoIP will be an essential applica-

tion in tomorrow’s wireless networks. As a result, network operators of next-

generation wireless technologies should be able to provide high capacity for VoIP

services alongside other data traffic. A particular characteristic of VoIP applications

is the generation of large quantities of small data packets. Typically, a VoIP packet

carries a single audio sample, which contains voice fragments lasting 10–60 ms [33].

In Section 4, we saw that most currently used codecs produce voice frames with

sizes ranging between 20 and 100 bytes. This imposes significant challenges for

many current wireless technologies as they are often optimized for data packet sizes

in the order of the Ethernet maximum segment size (1500 bytes). A flood of small

packets generated by VoIP applications could lead to underutilization of radio

access resources. Moreover, VoIP applications have strict one-way delay and jitter

requirements if a good conversational quality is to be maintained. In short, wireless

network technologies have to strike a balance between being able to handle a large

number of good quality VoIP calls while delivering high rates to elastic data traffic.

The starting point of the IEEE 802.16 family of standards has been to specify a

data-oriented BWA technology. This often implies technology for data transmission

without strict delay and bandwidth requirements. Multimedia applications and

their QoS requirements are attended to in IEEE 802.16d and IEEE 802.16e-2005

standards, and were recently consolidated in the IEEE 802.16-2009 standard



Table III

COMPARISON OF VOIP CODEC FEATURES

ITU-T G.711 ITU-T G.723.1 ITU-T G.729.1 Speex

Publication year 1972 (standardized in 1988) 1996 2006 2003

Sampling rate (kHz) 8 8 8 (NB) 8 (NB)

16 (WB) 16 (WB)

32 (UWB)

Acoustic

frequency range

(Hz)

300–3400 300–3400 50–7000 50–7000

Data rate (kb/s) 64 5.3 or 6.3 8–32 2.15–44

Frame length (ms) 20 30 20 20

Frame size (bytes) 160 20 or 24 20–80 5.375–110

Sample size (bits) 8 16 16 16

Samples/frame 160 240 160 (NB) 160 (NB)

320 (WB) 320 (WB)

640 (UWB)

Algorithmic delay

(ms)

Real time 37.5 48.9375 30–34

Original purpose Digital telephony Video telephony and

teleconferencing

Voice over IP Voice over IP

Licensing Patent expired,

public domain

Patented Patented Open source,

revised GNU,

BSD license

Prominent

applications

A large variety of proprietary

and free VoIP

applications, including Skype,

Windows Live Messenger,

Yahoo!

Messenger, GTalk

Several proprietary

VoIP applications

Several proprietary

wideband VoIP

applications

Several VoIP applications;

Microsoft Xbox Live, Adobe

Flash Player; GTalk

Windows Live Messenger,

Yahoo!

Messenger, Asterisk

NB, narrowband; WB, wideband; UWB, ultra-wideband.
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(see Section 2). The standards specify several QoS classes for different types of

traffic, from real-time VoIP and video streaming to non-real-time data transmission

(see Table II). These QoS classes assure the quality of real-time VoIP and video over

the wireless WiMAX link.

The IEEE 802.16 Task Group m is currently working on a backward compatible

amendment standard (IEEE 802.16m), which will further improve VoIP and other

multimedia quality over the WiMAX. Besides higher data rates, IEEE 802.16m air

interface provides improved mobility, more extensive set of MIMO schemes, lower

power consumption, and lower latencies compared to the current standards. Latency

should be less than 10 ms. The aim of the standard is to fulfill the requirements of

the IMT—Advanced systems [46], specified by the International Telecommunica-

tion Union’s Radio communication Sector (ITU-R). The standard is expected to be

finalized in late 2009–early 2010 [12].

In this section, we present our empirical performance evaluation of VoIP over

fixed and mobile WiMAX. We discuss efficient ways to improve VoIP quality over

the wireless link, taking into account the distinctive characteristics of VoIP traffic.

When inspecting the content of a VoIP packet, one can notice the significant

network protocol header overhead introduced, most commonly, by RTP/UDP/IP.

For example, if a voice sample frame is 20 bytes long, the total packet size after

adding the standard RTP (12 bytes), UDP (8 bytes), and IP (20 bytes) headers adds

up to 60 bytes. Here, the proportion of actual voice data per packet is only 33%. If

one considers IPv6 networks [47], where the IP header (at least 40 bytes) is signifi-

cantly larger than in IPv4, the overhead is even larger. Many of the techniques to

increase VoIP capacity in a WiMAX cell aim at decreasing protocol header over-

head, namely through packet aggregation and the use of robust header compression

(ROHC) [48]. In addition, we also present how the use of a multiantenna system

improves performance over the wireless WiMAX link.

5.1 Testbed Description

The measurements presented in this section are performed using the testbed

illustrated in Fig.15. The testbed is part of the VTT Converging Networks Labora-

tory and includes two Alcatel-Lucent mobile WiMAX BSs and one Airspan fixed

WiMAX BS. Both mobile WiMAX and fixed WiMAX equipment operate in the

3.5-GHz frequency band, but otherwise have very different parameters. The main

differences are on the physical layer (fixed WiMAX uses OFDM while mobile

WiMAX uses OFDMA; see Section 2.1).

In a fixed WiMAX system profile, the WirelessMAN-OFDM air interface

uses either TDD or FDD method. In our fixed WiMAX testbed, FDD is employed.

The mobile WiMAX system profile, based on the WirelessMAN-OFDMA air
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interface, is designed to use TDD. The duplexing method affects the total bandwidth

employed. While our mobile WiMAX BSs use the same 5-MHz channel bandwidth

for both uplink and downlink, the fixed WiMAX testbed uses two separate 3.5-MHz

channels for uplink and downlink, and thus, overall, uses 7 MHz of bandwidth.

It is important to keep in mind that in the results presented in this section, we

never use the mobile and fixed WiMAX BSs simultaneously. We use several

different terminals, commonly referred to as customer-premises equipment (CPE)

in the case of mobile WiMAX and SSs in the case of fixed WiMAX. In addition to

the base stations, the mobile WiMAX RAN, also known as ASN, includes the ASN-

GW as specified in the WiMAX Forum Network Architecture by WiMAX Forum

NWG. As we discussed in Section 2.3, ASN-GW handles, among others, data path

creations between the core network and the terminals. The core network is also

referred to as CSN. The RAN includes network elements enabling both RAN and

CN anchored mobility based on mobile IP (MIP) [49,50]. As per theWiMAX Forum

Network Architecture, the core network includes essential network elements for the

mobile WiMAX operations such as, for instance, terminal and end-user AAA

management functions. The fixed WiMAX testbed consists only of the BS

connected to our CN using gigabit Ethernet.

We used different traffic sources and measurement tools on the wired and wireless

sides for generating and evaluating various types of traffic over the WiMAX link.

Further details, specific to each type of measurement (number of measurement

entities, traffic types, directionality, and bitrate), as well as the employed modula-

tion schemes are given in the following sections.
5.2 VoIPAggregation

The small packet size and real-time aspects of VoIP traffic streams have a

distinctive flavor when compared to other types of traffic. When a single voice

sample is the only payload of an IP packet, the fixed cost incurred due to the protocol
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packet headers is proportionally very large, leading to low effective resource

utilization. Packet aggregation, that is, the bundling of multiple voice frames into

one packet, is an efficient way to improve the effective wireless link capacity when

carrying VoIP conversations. However, this is done at the expense of delay

increases, due to the holding time that the first voice sample frame needs to wait

in order to complete the bundling operation. This delay increase depends on the

codec used. Typically, a voice frame includes data corresponding to 10–60 ms of

voice (see also Table III). Given that the total end-to-end one-way delay (also

referred to as ‘‘mouth-to-ear’’ delay) should be limited to less than 150 ms, the

sample frame rate and end-to-end transmission and queuing delays restrict

the maximum aggregation level to two or three voice samples per IP packet for

the majority of VoIP codecs.

VoIP aggregation can be performed at three layers of the protocol stack: applica-

tion, network, and MAC. Aggregation at the MAC layer (see also Section 2.2)

requires vendor support and changes to the access technology specific layer.

MAC-layer aggregation is not supported in our testbed, which employs off-the-shelf

equipment. In practice, however, capacity gains achieved through network- and

application-layer aggregation can often be as high as those achieved by MAC-layer

aggregation. In addition, upper-layer aggregation techniques are access technology-

independent solutions. One could argue that best results can be attained if aggrega-

tion is supported at all three layers, thereby allowing for more flexible system

operation.

Figures 16 and 17 illustrate application- and network-layer aggregation, respec-

tively. In application-layer aggregation (Fig.16), multiple voice sample frames are

combined in a single VoIP packet before it is encapsulated in the RTP header [32].

In network-layer aggregation (Fig.17), multiple IP packets are bundled into a new

one. Network-layer aggregation requires adding a performance enhancing proxy

(PEP) header to the generated packet in order to indicate that the received IP packet

consists of multiple IP packets. A PEP can be inserted, for example, at the two ends
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of a WiMAX link. Application-layer VoIP aggregation would typically be applied to

a single flow due to the end-to-end nature of the communication. Aggregated voice

samples are deaggregated at the receiving application. On the other hand, perfor-

mance enhancing proxies can be located only at the two ends of a WiMAX link:

packets will be aggregated, possibly from different flows, solely for traversing the

wireless link, and then will be deaggregated in order to continue their path toward

their respective destinations. Network-layer aggregation does not restrict aggrega-

tion solely to one VoIP flow, but allows bundling voice sample frames from multiple

VoIP flows into one packet.
5.2.1 VoIP Aggregation over

WirelessMAN-OFDM
We have empirically evaluated VoIP aggregation over WiMAX testbeds; see

Refs. [13, 51] for further details. In fixedWiMAXmeasurements [13], we connected

one subscriber station to the base station and injected G.723.1 emulated VoIP flows

into the downlink and uplink separately. This setup corresponds to using the

WirelessMAN-OFDM (fixed WiMAX) link as backhaul (refer to Section 3.1).

We use the 64 QAM FEC: 3/4 modulation scheme for both the uplink and

the downlink. Without aggregation, 400 G.723.1-encoded VoIP flows can saturate

the WirelessMAN-OFDM downlink, attaining a cumulative goodput of 3.3 Mb/s.

We define goodput as the ratio of application payload to the time necessary for its

transmission from one peer to another. When calculating goodput we only consider

the application-layer payload and exclude all transport, network, and MAC-layer

headers. This goodput level is only one-third of the maximum goodput measured

using UDP, with an MTU of 1500 bytes and application payload of 1472 bytes,

while experiencing negligible packet loss. The uplink was saturated by 160 VoIP

flows, with a cumulative goodput to 1.5 Mb/s. This is only 27% of the maximum
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measured uplink goodput (5.5 Mb/s). The G.723.1 [38] codec produces, with the

employed mode, 24 bytes long voice sample frames, which translates into an

operational goodput of 6.3 kb/s. When adding RTP/UDP/IPv4 headers, the whole

VoIP packet is 64 bytes all in all. Thus, the total protocol header overhead is 167%.

After these baseline measurements, we experimented with application-layer

aggregation, bundling two voice sample frames into one packet. We will refer to

this as ‘‘application Level-1 aggregation.’’ In this case, the cumulative goodput

increases to 5 Mb/s in the downlink. Now, the header overhead is almost half of

the baseline one (80%). Using Level-2 aggregation (i.e., aggregating three voice

sample frames in a single packet) saturates the downlink goodput at 6 Mb/s,

reflecting the lower header overhead (55%). In the uplink, the goodput saturation

points were 2.5 and 3.5 Mb/s with Level-1 and Level-2 aggregation, respectively.

Although the goodput saturation point can be increased by bundling even more

voice sample frames into one IP packet, the excess delay caused by buffering

the samples before transmitting them over the wireless link is a key restriction.

To keep the end-to-end one-way delay at modest levels (preferably below 150 ms),

Level-2 aggregation is the maximum aggregation level in our experimental mea-

surements when employing the G.723.1 codec. Recall that in G.723.1 each voice

sample frame is produced every 30 ms.

Network-layer aggregation does not deliver any gains with respect to the cumula-

tive goodput saturation point. This is because the header overhead does not decrease,

which is the case with application-layer aggregation. In fact, as more headers are

introduced (the PEP header in Fig.17, in addition to the individual RTP/UDP/IP

headers) the overhead is actually increased. Nevertheless, network-layer aggrega-

tion delivers larger VoIP capacities in terms of number of emulated VoIP calls.

The performance gain with network-layer aggregation is due to handling much more

efficiently a smaller number of (larger) packets.

Determining the saturation points of the WiMAX links is an important network

characterization exercise, but does not, in and of itself, paint the complete picture.

VoIP quality is typically evaluated using three main metrics: packet loss, one-way

end-to-end delay, and jitter. To objectively measure VoIP quality, the MOS gauge is

used as well. MOS captures the essential performance characteristics for this traffic

class, expressing the quality of VoIP call in the range of 1–5, where 1 indicates very

bad quality and 5 excellent quality. Value 3 is considered as the threshold between

tolerable and bad quality. We employed the ITU-T E-model [52] to calculate the

MOS values and used delay and packet loss as the main quality metrics. The codec-

specific values for G.723.1 are available from Ref. [53]; interested readers can find

the full details of our evaluation in Ref. [13].

Figure 18 presents the G.723.1 VoIP MOS values in the downlink with and

without aggregation. Without aggregation, the downlink can handle only 200 good
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quality VoIP flows and 375 moderate quality VoIP flows. The one-way end-to-end

delay with 400 VoIP flows remains below 30 ms, and is not a performance-limiting

factor. Network-layer aggregation more than doubles the amount of good quality

VoIP flows in the downlink. Application-layer aggregation is the most efficient way

for increasing VoIP call capacity and scored the most gains with respect to number

of good quality VoIP flows. Level-2 application-layer aggregation more than triples

the number of lossless VoIP flows in the downlink. Note, however, that aggregated

VoIP quality drops very rapidly, once congestion rises and the one-way end-to-end

delay becomes too large.

As can be seen from Fig.19, when no aggregation is employed, the uplink

sustained no more than 175 concurrent VoIP flows with moderate quality. Level-1

and Level-2 network-layer aggregation and Level-1 application-layer aggregation

performed similarly, allowing for approximately 320–330 VoIP flows to be sus-

tained at an acceptable MOS level. Level-2 application-layer aggregation is once

again the clear winner, allowing for more than 450 concurrent VoIP flows at very
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high quality. We also note that the one-way end-to-end delay remained under

100 ms throughout all experiments, another indication that Level-2 aggregation is

a viable option in real-world deployments.
5.2.2 VoIP Aggregation over

WirelessMAN-OFDMA
The experimental results presented in the previous section indicate that applica-

tion-layer VoIP aggregation can deliver large performance gains for VoIP over

WiMAX. To complete our study of the benefits of VoIP aggregation, we proceeded

with an empirical evaluation of application-layer aggregation over the mobile

WiMAX testbed in stationary link conditions. In contrast to the fixed WiMAX

experiments presented above, in these measurements we opted to use bidirectional,

concurrent VoIP flows, emulating more realistically VoIP conversations. We also
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experimented with the more modern layered wideband codec G.729.1 [40], instead

of G.723.1. We opted to use the four-layer coding (base layer and three additional

layers) which produces 40 byte long voice sample frames, reflecting an operational

bitrate of 16 kb/s [54]. The employed modulation schemes in the WiMAX links

were 16 QAM FEC: 1/2 and 64 QAM FEC: 1/2 in the uplink and downlink,

respectively. The limiting factor in these measurements was the capacity of the

uplink. That is, although the uplink was measured to sustain up to 1.5 Mb/s in terms

of UDP goodput, the downlink can sustain slightly over 5 Mb/s. In theory, in order to

measure concurrent bidirectional traffic, the uplink sets the threshold for packet loss.

In practice, all significant losses were recorded in the downlink. Nevertheless, the

mobile WiMAX testbed can sustain the equivalent of a T1 carrier in both directions

simultaneously.

Figure 20 presents the goodput saturation points for nonaggregated, Level-1 and

Level-2 application-layer aggregation. Without aggregation, the WirelessMAN-

OFDMA link sustained 19 concurrent VoIP conversations, which yields a cumula-

tive goodput of 280 kb/s in each direction of the WiMAX link. This is far from the
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maximum uplink capacity, which is 1.5 Mb/s with the employed modulation scheme

and with 1400 bytes MTU. In fact, it is approximately only 18.6% of the maximum

UDP goodput with insignificant packet loss—an abysmal performance. By bundling

two voice sample frames into a single VoIP packet, we found that we can increase

the cumulative goodput by 200 kb/s in each direction. Even further, Level-2 appli-

cation-layer aggregation more than doubles the saturation point of the cumulative

goodput, clocking in 720 kb/s. Effectively, this is half of the maximum capacity of

the uplink with the used modulation scheme.

Figure 21 illustrates the downlink voice sample frame loss rate, which restricted

the number of sustained VoIP conversations. When no voice sample frame aggre-

gation is used, the downlink can sustain up to 18 simultaneous VoIP conversations

before the packet loss rate exceeds the 5% threshold recommended in Ref. [33].

Average packet loss rate remained under 5% with 34 simultaneous VoIP conversa-

tions when two voice sample frames were aggregated. By aggregating three voice

samples into a single VoIP packet, the amount of sustained simultaneous VoIP

conversations increased to 47. In short, Level-1 and Level-2 application-layer
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aggregation increase VoIP call capacity in our mobile WiMAX testbed by 88.8%

and 161% over nonaggregated VoIP, respectively.

When no aggregation is used, the one-way end-to-end delay ranged between 20

and 30 ms in the downlink. One-way delays increase slightly as we injected more

VoIP flows in the WirelessMAN-OFDMA link. However, one-way delays increased

rapidly as we approached the downlink saturation points, which are tightly corre-

lated with the packet loss rates. One-way delays were measured in the uplink as well

and their range stayed at 30–90 ms across all measurement configurations. When no

aggregation is employed, the uplink one-way delays range 30–35 ms. Of course, the

interpacket one-way delays are higher when voice sample frame aggregation is

employed, and lower when no aggregation takes place. For example, when aggre-

gating two G.729.1 voice sample frames in a VoIP packet, every second sample

needs to be buffered at the very least an additional 20 ms (the encoding delay of a

G.729.1 codec). In general, voice sample aggregation at the application layer

introduces buffering delays, which need to be carefully considered by software

developers and network operators.

With respect to deployment, we argue that adaptive application-layer aggregation

is not hard to implement and can yield significant performance gains. Regarding

intelligent aggregation decisions at the network layer, we note that packet flow

monitoring may be necessary. The network monitor can classify packet flows based

on their characteristics, such as packet size, packet rate, and service type. Based on

the collected data, a PEP can take decisions about aggregating packets or not and, if

so, which packets and from which particular flows. For example, if interpacket

delays become large, it may not be preferable to employ aggregation. This way,

aggregation bottlenecks can be avoided and bypassed by larger packets.

Finally, with respect to balancing the aggregation processing load among a set of

PEPs, IPv6 [47] anycasting may come handy. An anycast IP address is an identifier

of a set of network interfaces. When sending a packet to an anycast address, the

packet is delivered to one of the entities this anycast address is assigned to, possibly

the nearest host in network terms. IPv6 anycasting can be employed to carry out

VoIP aggregation at the network layer. For instance, the PEP at either end of the

WiMAX link can send aggregated packets to an anycast destination, that is, the PEP

header (see Fig.17) may be addressed to an anycast group. At the other end of the

WiMAX link, there can be multiple PEP servers which can extract the encapsulated

packets from the aggregated one and forward the unbundled packets to their Internet

destination. These PEP servers will have the same anycast address assigned to their

network interface. The PEP header added to the aggregated packet uses this anycast

address as the destination IP and the aggregated packet is therefore forwarded to the

nearest PEP server.
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5.3 VoIP over WiMAX with Robust Header
Compression

ROHC [48, 55–57] is one of the most commonly used and powerful ways to

compress network headers. ROHC is one of two optional ways to reduce the length

of network protocol headers inWiMAX systems. The schemes specified in Refs. [48,

57] define header compression profiles for the following protocols: RTP over UDP

and IP (RTP/UDP/IP), UDP/IP, Encapsulating Security Protocol (ESP) over IP, and

UDP Lite over IP. Further, a ROHC profile for TCP/IP is defined in Ref. [55].

ROHC takes note and exploits the redundancy and predictability of network and

upper-layer protocol headers. For instance, typically the source and destination

addresses in an IP header remain unchanged for the duration of a VoIP conversation.

By capitalizing on this redundancy, the source and destination addresses can be

replaced with proxy values in most of the packets in a VoIP flow. Effectively,

ROHC can compress the RTP/UDP/IP headers to a few bytes only. The actual length

of the compressed header varies depending on the profile andmode used [48, 55–57].

To decompress the headers, the receiving side must maintain context state for

each ROHC-compressed packet flow. The context state includes previously received

headers and other data describing each packet flow. This information is used to

decompress the ROHC header and regenerate the original (uncompressed) headers

as they were originally transmitted. Such context state information is created in the

initialization phase, during which packets are sent uncompressed. In other words,

ROHC cannot be used end-to-end across the entire path without back-to-back

compression and decompression operations on each hop. This is because the IP

addresses, among other fields, are compressed thus making Layer-3 routing impos-

sible without maintaining ROHC context state on a per-flow basis at each router in

the path. In practice, ROHC can be used over single hops, such as a WiMAX link,

where resources are limited. For example, a city bus can be fitted with a mobile

WiMAX CPE in order to provide Internet access to passengers. The WiMAX CPE

can also incorporate a Wi-Fi access point as we saw in Section 3. Then, bus

passengers can connect to the Internet using the IEEE 802.11 WLAN. In this kind

of topology, bus passengers can use VoIP over Wi-Fi, which is relayed over mobile

WiMAX to the rest of the Internet. The WiMAX CPE can use network-layer

aggregation and/or ROHC to increase the effective capacity of the WiMAX link.

RFC 3095 [48] specifies three different modes for compressors and decompres-

sors: unidirectional (U), optimistic (O), and reliable (R). In the optimistic and

reliable modes, communication between the compressor and the decompressor is

bidirectional. A feedback channel is used for error recovery requests and acknowl-

edgments. In the U-mode communication is unidirectional. In this case, an optimis-

tic approach is taken which relies on higher layer protocols to ensure data



204 K. PENTIKOUSIS ET AL.
transmission reliability. Due to the lack of feedback channel in the unidirectional

mode, the compressor sends periodically a packet with an uncompressed header in

order to refresh the context state.

Recall from Section 2.2 that theWiMAXMAC comprises three parts: the service-

specific convergence sublayer, the common part sublayer, and the security sublayer.

CS functions as an intermediate layer categorizing and classifying service data units

(SDUs) received from upper layers and handing them over to the appropriate MAC

connection, and vice versa. Moreover, the convergence sublayer ensures that QoS

requirements are met, taking care of proper bandwidth allocation. The most com-

monly supported packet convergence sublayers are defined for IP and Ethernet

(IEEE 802.3). The IP-based convergence sublayer does not handle nor forward

Ethernet packets. The convergence sublayer supports SDUs in two formats:

ROHC and ECRTP [58]. This facilitates header compression of IP and upper-

layer headers over WiMAX. However, the support for header compression or for

header-compressed packets is left optional and vendors do yet support it in practice.

We empirically evaluated the performance of ROHC over fixed [15, 59] and

mobile WiMAX [51] using synthetically generated VoIP traffic and emulating

ROHC. The emulated VoIP codec was G.729.1 with four-layer encoding generating

40 byte long voice sample frames at a bitrate of 16 kb/s as per Ref. [54].
5.3.1 WirelessMAN-OFDM
In the fixed WiMAX measurement topology, two subscriber stations were sym-

metrically connected to one base station (recall Fig.15). Thus, the simultaneous

bidirectional VoIP conversations traversed through two WiMAX links, where 64

QAM FEC 3/4 modulation was employed in the uplink and downlink. Figure 22

illustrates the downlink voice sample frame loss rate over fixed WiMAX. We can

inject 65 simultaneous G.729.1-encoded VoIP conversations before packet loss

exceeds 5% [15]. This corresponds to cumulative goodput of slightly over

1.35 Mb/s. This level of goodput is only 24.5% of the uplink capacity of the

employed WiMAX link. ROHC moderately decreases the overhead and our

WiMAX equipment can handle 69 VoIP conversations with voice sample frame

loss rate less than 5%. Thus, ROHC allows us to carry 6.2%more VoIP conversations

over the WiMAX link.

As shown in Fig.22, our WiMAX testbed can sustain 97 bidirectional VoIP flows

with an average voice frame loss rate below 5% when we use Level-1 application-

layer aggregation. However, when using voice sample frame aggregation at the

application layer and ROHC in unison, we observe even further gains in terms of the

number of sustained bidirectional VoIP conversations. By using ROHC and aggre-

gation in unison the testbed can carry G.729.1-encoded 121 bidirectional VoIP
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conversations with an overall packet loss rate below 5%. The recorded one-way end-

to-end delay, including the aggregation-related buffering delay, remained below

150 ms throughout all experiments. To sum up, ROHC and application-layer

aggregation outperformed the nonaggregated standard header VoIP performance

by 86.1%.
5.3.2 WirelessMAN-OFDMA
We repeated the measurements over our mobile WiMAX testbed using one

stationary mobile WiMAX CPE connected to the BS [51]. We found that ROHC

does not provide for significant gains. The baseline experiment (no ROHC, no aggre-

gation) showed that the testbed can carry 17 bidirectional VoIP flows. ROHC

allowed us to inject one additional bidirectional VoIP call with moderate quality

(sample loss rate below 5%). Level-1 application aggregation is far more effective,

allowing the testbed to carry twice as many flows (34) as the baseline scenario.
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When ROHC and application-layer aggregation are used in unison, 35 flows can be

sustained. Level-2 application-layer aggregation increases the amount of sustained

simultaneous VoIP conversations to 47. If ROHC and Level-2 aggregation is

employed, 48 simultaneous VoIP conversations can be sustained without quality

degradation. With respect to one-way end-to-end delays, we recorded 20–30 ms in

the downlink and 30–35 ms in the uplink during the baseline experiments.

Overall, ROHC contributed significantly less gains than VoIP aggregation.

Nevertheless, when the link capacity is higher, as it was the case with the fixed

WiMAX testbed, ROHC does increase the effective WiMAX capacity as it makes

better use of the underlying resources.

5.4 WiMAX with MIMO

IEEE 802.16-2009 [4] specifies multiple advanced antenna system technologies

to improve data propagation reliability, capacity, and coverage area. These technol-

ogies combat interference and deal with multipath phenomena typical of wireless

communication. In particular, the MIMO technique is adopted by many novel and

upcoming wireless access technologies such as IEEE 802.11n, HSPAþ, LTE, and

mobile WiMAX. MIMO uses multiple antennas at the transmitting and receiving

sides to improve spectral efficiency by capitalizing on transmission and spatial

diversities along with multipath propagation. Mobile WiMAX supports the use of

one, two, and four antennas at the base station and at most two antennas at the

mobile station.

IEEE 802.16-2009 defines various ways for MIMO processing, not all of which

are included in the WiMAX Forum Mobile System Profile. The Mobile System

Profile Release 1 introduced in 2006 as the main downlink MIMO techniques

open-loop transmit diversity, open-loop spatial multiplexing, and beamforming.

Open-loop MIMO schemes refer to techniques that do not require channel state

information at the transmitter (CSIT) and are most suitable for high mobility

environments. The Mobile System Profile Release 1.5 [20] provides a more exten-

sive set of advanced MIMO techniques, such as, for example, expanding the

transmit diversity and spatial multiplexing for the uplink as well.

IEEE 802.16-2009 adopts STC as the main transmit diversity scheme. STC capi-

talizes on spatial diversity, that is, transmission diversity and possibly receiving

diversity. In transmission diversity, multiple redundant copies (according to the

number of transmission antennas) of a packet flow are sent over the WiMAX link

using orthogonal coding, defining individual fading channels for each data stream.

When receiving diversity is employed, the receiver uses multiple appropriately spaced

antennas to receive signals from independent channels established between the

received and transmitter. This allows the receiver to use simple combining of signals
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in order to regenerate the transmitted signal. STC improves reliability significantly (in

terms of bit error rates) without the need for an increased transmission power.

In spatial multiplexing, a packet flow is split into multiple streams and each of

stream is transmitted using different antennas. In the ideal case, spatial multiplexing

increases the capacity by the number of transmitting antennas. A transmitter can

switch between spatial multiplexing and diversity in order to find the optimal

reliability/throughput combination.

The basic idea of beamforming is to direct transmission power toward the receiver

by utilizing interference. By enhancing the transmit signal toward the desired direc-

tion one can extend the coverage area per BS and increase the received signal strength

at the receiver. Beamforming requires channel state information at the transmitter

and, as such, is not the most suitable MIMO scheme for high mobility environments.

Beamforming and other methods that exploit CSIT are commonly referred to as

closed-loop MIMO techniques.

Our empirical experiments with a 2�2 MIMO (i.e., using two transmitting

antennas and two receiving antennas) in mobile WiMAX verified the advantage of

MIMO in practical mobility scenarios. Our mobile WiMAX testbed uses space–time

block coding (STBC), an STC technique, in the downlink, which is based on

Alamouti coding [60]. The Alamouti STBC used is a rate one transmit diversity

code, which means that it does not increase or decrease data throughput, as spatial

multiplexing or conventional error correction codes would do, but increases the data

propagation reliability. In other words, it improves the bit error rate without increas-

ing the transmission power.

Figure 23 illustrates TCP goodput, when we use the same mobile WiMAX testbed

with and without MIMO. Our experiment has the mobile node downloading

64 byte-long files in a vehicular mobility scenario. The measurement is repeated

three times while our car is moving at 25–40 km/h going through the same circuit. In

each measurement batch we downloaded 1000 files when using the single-antenna

mode and 1200 files when MIMO was enabled. The file size reflects the typical

voice sample frame size. In these measurements ARQ and HARQ (see Section 2.1)

are not used to recover fast from lost packets. Figure 22 shows that the median

goodput with and without MIMO is the same (�3.2 kb/s). However, there is a clear

difference in the spread of the distribution, which is a manifestation of significantly

lower number of TCP retransmissions.

It is important to note that these measurements are conducted with the first MIMO

implementation released outside the vendor’s testing facilities. We observed that the

MIMO implementation at the time of the experiments was not as complete as we

would have desired. For example, in low signal strength areas and MIMO antenna

mode, data transmission stagnated. Nevertheless this study is one of the few that have

been performed by third parties. Interested readers can find more details in Ref. [61].
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5.5 Quality of Service Support for VoIP over WiMAX

As discussed earlier in Section 2.2, the WiMAX MAC ensures that the QoS

requirements of packet flows belonging to different service classes, such as, for

example, VoIP, video streaming, and data transfers are met. Currently, the WiMAX

MAC supports five different QoS classes (see Table II), which allow the system

behavior to be quite customizable with respect to different traffic profiles and the

corresponding applications. The use of QoS classes aims to serve constant and

variable bitrate real-time applications, non-real-time data transmission applications,

and applications that do not require any service level. In practice, the best-effort

service class is still commonly used for all types of packet flows, irrespective of their

traffic profile characteristics.

For VoIP, IEEE 802.16-2009 [4] defines three attractive QoS classes, the use of

which depends on the codec. For CBR voice codecs, the first choice should be the

Unsolicited Grant Service (UGS). UGS is designed for services that generate CBR

traffic. This is the case with simple VoIP codecs that do not support silence

suppression and do not employ a layered structure to dynamically scale VoIP

quality. UGS assures that the fixed-size grants offered to the traffic flow based on

its real-time needs are met. The mandatory QoS parameters involved in UGS are

minimum reserved traffic rate and maximum latency.
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The Real-Time Polling Service (rtPS) class provides QoS assurance to real-time

network services generating variable size packets on a periodic basis, while requir-

ing strict data rate and delay levels. In rtPS, the WiMAX BS can use unicast polling

so that mobile hosts can request bandwidth. Latency requirements are met when the

provided unicast polling opportunities are frequent enough. The rtPS service class is

more demanding in terms of request overhead when compared to UGS, but is more

efficient for variable size packet flows. The Extended Real-Time Polling Service
(ertPS) combines the advantages of UGS and rtPS. This QoS service class enables

the accommodation of packet flows whose bandwidth requirements vary with time.

The ertPS QoS class parameters include maximum latency, tolerated jitter, and

minimum and maximum reserved traffic rate.

It is important to keep in mind that these QoS classes can assure the required QoS

levels only over the WiMAX link, not the end-to-end delay. For example, maximum

latency here refers to the period between the time that a packet is received by the

convergence sublayer (WiMAX MAC) and until the packet is handed over to the

PHY layer for transmission.
6. Remote Surveillance and IPTV over WiMAX

To assess the suitability of WiMAX for the fire prevention scenario introduced in

Section 3.3, a simple testbed was set up in the mountainous area near Coimbra,

Portugal. The testbed encompasses two fire surveillance towers, located in Lousã
Mountain and Carvalho Mountain. The surveillance towers were previously in use

by regional fire prevention services and were equipped with surveillance cameras,

digital compasses for geographical location of detected fires, and weather stations

(wind, temperature, humidity).

For the testbed mount preparation, several places were considered in order to

identify the most suitable place for the WiMAX antennas installation. Some of the

requirements for the WiMAX system installation were a high-altitude location with

clear view over a large area, availability of electrical power supply and the existence

of infrastructure to protect the equipment from adverse weather conditions or from

vandalism. After different locations were evaluated, three candidate sites were

identified: Lousã Mountain (LM), Carvalho Mountain (CM), and University of
Coimbra (UC), all of which satisfied the set constraints. Using simulation results

and geographical data, the radio links between UC–LM, LM–CM, and UC–CM

were evaluated. Figures 24–26 illustrate the terrain profiles and the Fresnel

ellipsoids considering 66% and 90% of clearance.
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Due to very difficult propagation condition (NLOS in a forest environment

without a terrain topological place, like a mountain, to be used as reflection surface),

it became clear that a radio link between the University of Coimbra and Carvalho

(CM) could be established. Therefore, the PMP network topology with the base

station at the University of Coimbra and the subscriber stations at the Lousã and

Carvalho mountains was ruled out as a viable option. The final decision was to

deploy a network topology with two links, one between the University of Coimbra

and Lousã (also known as Aggregation_Link) and the other one between Lousã and
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Carvalho mountains (also known as Single_Cam_Link). To minimize interference,

different frequencies on the radio link were assigned. Figure 27 maps the three

antennas location and the link propagation conditions.

A schematic of the WiMAX testbed is shown in Fig.28. A 24-km WiMAX link

connects University of Coimbra with the first surveillance unit at the Lousã site.

A second WiMAX link connects Lousã with Carvalho (19 km) further stretching

WiMAX coverage into the remote forest. Both links are PMP (making it possible to

add further surveillance units in the future, if deemed necessary). Neither of the

surveillance towers has alternative broadband coverage, such as ADSL or 3G/

UMTS.

The remote surveillance application comprises remote surveillance units, a cen-

tral application server, and Web clients that can be installed in PCs or PDAs. Each

remote surveillance unit consists of one or several outdoor cameras controlled by an

IP video server, IP-enabled compasses, and an IP weather station, which can record

temperature, wind, and humidity. The cameras automatically scan predefined sec-

tions of the forest and stream the video to the remote client. When the user detects a

potential fire, she points the camera to the suspected location, performing remote

rotation, tilt, and zoom, in order to conduct a more detailed inspection. If the alarm
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is confirmed, the digital compass is used to determine the exact location of the fire

and an early response fire brigade can be sent to the location by helicopter.

Figures 29 and 30 illustrate the remote video surveillance application.

Each one of the remote surveillance units provides effective coverage in a radius

of approximately 10 km from the Lousã and Carvalho monitoring sites. The central

server is located at University of Coimbra, and client PCs can be located anywhere

as long as there is Internet connectivity. The surveillance units were installed in

watchtowers where the Portuguese Civil Protection already posts human watchers,

equipped with binoculars, during the summer. It will be possible, therefore, to

compare directly the performance of classic fire detection mechanisms and remote

video surveillance. The key metric is the ability to detect early a fire, since the

success of fire fighters greatly depends on the ability to reach the fire location within

minutes from ignition, before it becomes uncontrollable. If the remote surveillance

proves to be at least as effective as classic surveillance, it will be possible to reduce

labor costs (a single operator can control several surveillance units) and to increase

the number of surveillance posts, thus further increasing the probability of success-

ful fire detection. Figures 31 and 32 display photos from the Lousã and Carvalho

Mountain sites of the WiMAX testbed.

The WiMAX system is operating in the 3443–3471 MHz frequency range for the

Aggregation_Link and on the 3543–3571 MHz band for the Single_Cam_Link.
Detailed information about the WiMAX equipment configuration is given in

Table IV.



FIG. 29. Screenshot of the fire prevention remote surveillance application.
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To study the performance of the installed testbed, a set of measurements were

made for the two WiMAX links: (1) Aggregation_Link between University of

Coimbra and Lousã and (2) the Single_Cam_Link between Lousã and Carvalho.

The aim of these measurements was to verify that the installed WiMAX links are

able to meet the fire prevention video application bandwidth requirements given that

the surveillance cameras will have to stream video at a rate of 1.5 Mb/s.

It is important to differentiate between the two radio links. Although both of them

have LOS propagation conditions, the distance for the Aggregation_Link is greater
than the Single_Cam_Link (see Table V). Moreover, the Aggregation_Link must

transport the video packets from both surveillance cameras: the streaming camera

installed in Lousã and the one installed in Carvalho. For the Single_Cam_Link, since
it only has to transport video streamed by the camera installed at Carvalho to Lousã,

the bandwidth requirements are lower. Interested readers can find more details about

the fire prevention WiMAX testbed in Ref. [62] and the references therein.

The iperf tool (see iperf.sourceforge.net) was used to measure the maximum

available capacity on all links of the WiMAX testbed. The maximum throughput



FIG. 30. Another view using the fire prevention remote surveillance application.
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recorded for the Aggregation_Link and the Single_Cam_Link for each link configu-

ration is given in Table V. When a 7-MHz channel bandwidth is allocated, the

Aggregation_Link can provide up to 2.2 Mb/s of capacity in the uplink channel.

In this case, it is possible to transport the video from both cameras, but not at the

maximum bitrate (1.5 Mb/s per camera). Therefore, it is best to overprovision

the link between the University of Coimbra and Lousã. By allocating 14 MHz to

the Aggregation_Link, we can provide a capacity of 4.5 Mb/s, dedicated for the

uplink direction, which enables both cameras to stream video at the maximum video

encoding rate.

Concerning the Single_Cam_Link, since the distance is lower than the Aggrega-
tion_Link, the measured capacity is, as expected, higher. Since only the video from

one camera is streamed over this link, a 3.5-MHz channel bandwidth is sufficient to

satisfy the fire prevention application bandwidth requirements (1.5 Mb/s).



FIG. 31. Surveillance cameras at Lousã (left) and Carvalho mountains (right).



Table IV

WIMAX FIRE PREVENTION TESTBED EQUIPMENT CONFIGURATION

Location of base station or subscriber station BW (MHz) Power (dbm) Antenna

University of Coimbra (BS) 3.5, 7, and 14 23 90�

Lousã Mountain (SS) 16 15�

Lousã Mountain (BS) 23 90�

Carvalho Mountain (SS) 16 15�

Surveillance camera

Aggregation_Link
antenna

Single_Cam_Link
antenna

FIG. 32. Lousã Mountain surveillance tower: surveillance camera, subscriber station antenna

(Aggregation_Link SS), and base station antenna (Single_Cam_Link).
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7. Summary and Outlook

We presented a comprehensive review of IEEE 802.16 and WiMAX and their

capacity to deliver multimedia services. First, we went through the salient aspects of

the physical and MAC layers of IEEE 802.16 and reviewed the WiMAX Forum

network reference model. We used a set of reference scenarios to motivate the



Table V

PROPAGATION CONDITIONS AND MEASURED THROUGHPUT

Link direction

BW

(MHz)

Distance

(km) Propagation

Uplink

(Mb/s)

Downlink

(Mb/s)

Total

(Mb/s)

Aggregation_Link 3.5 22.8 Line-of-

sight

1.1 1.3 2.4

7 2.2 2.7 4.9

14 4.5 5.6 10.1

Single_Cam_Link 3.5 18.8 Line-of-

sight

2.0 2.4 4.4

7 4.1 4.8 8.9

14 7.8 9.6 17.4
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deployment of both fixed and mobile WiMAX in urban and rural areas, as well as for

serving vertical applications. We discussed the emergence of broadband services,

which include voice and video streaming over IP, and presented a large set of

empirical measurements using COTS equipment. Based on our measurements, we

concluded that state-of-the-art WiMAX equipment is suitable for deploying BWA

services, including VoIP. For example, based on the measurements presented in

Section 5, in a deployment such the one depicted in Fig.33, we found that our fixed

WiMAX base station featuring a WirelessMAN-OFDM interface could deliver cell

rates in the order of 90 Mb/s (in a six sector layout with directional antennas), with a

2:1 downlink/uplink ratio. Besides serving business and residential customers, this

capacity could be used to backhaul traffic from a Wi-Fi network in a small town, for

example. As we saw, even without aggregation, each WirelessMAN-OFDM sector

can carry hundreds of VoIP calls simultaneously. The results reported in Section 6

also show that WiMAX is suitable for backhauling high-quality video streams over

links that span more than 20 km. Of course, we would like to emphasize that our

results are based on testbeds; we expect that real-world deployments will be able to

achieve even better rates.

When do we expect to see widespread deployment of WiMAX? According to

studies carried out by the WiMAX Forum, as of August 2009, more than 500

WiMAX deployments around the world in 145 separate regional market areas.

In North America, there are more than 1 million subscribers already. Although the

majority of countries have deployed both fixed and mobile WiMAX networks as

Fig.1 illustrated, the number of fixedWiMAX networks still outnumbers the deploy-

ments with mobility support roughly by 2:1. Recent market data indicate that the

large telecommunication operators opt for protecting their past investments in Third-

Generation Partnership Project (3GPP) technologies and line behind 3GPP’s LTE

access technology. Fixed WiMAX deployments serving as last-mile links instead of

wired connections in scarcely populated areas might be the main target for WiMAX
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FIG. 33. WiMAX deployment schematic.
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in the highly developed markets of North America and Western Europe. That is, key

telecommunications players are considering WiMAX mainly as a fixed broadband

replacement technology, for certain deployment areas, as it can provide broadband

access at a fraction of the cost of an equivalent wired broadband alternative.
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On the other hand, as there is still great room for developing a modern telecom-

munication infrastructure in Asia, Eastern Europe, South America, and Africa, the

so-called ‘‘greenfield operators’’ may be able to take on the market opportunities by

deploying fixed and mobile WiMAX systems. With an IP-based network core and

low intellectual property rights (IPR) and patent portfolio considerations, WiMAX

offers an alternative way to deploy wireless broadband networks with mobility

support which is directly comparable to the latest 3GPP-standardized technologies

that dominate current cellular network deployments. In particular, Russia and India

have recently been active in planning and deploying new networks which will

employ WiMAX to address the lack of sufficient wired infrastructure which has

been the main obstacle in providing affordable broadband access.

As of late 2009, WiMAX still has a competitive advantage over other broadband

access technologies, as it is a working solution for BWA. In contrast, LTE is not

expected to be widely deployed before 2012. Nonetheless, past predictions about

widespread deployment of WiMAX did not materialize so far. Earlier predictions

claimed that by the end of 2008, there would be up to 10 million WiMAX sub-

scribers worldwide. According to Maravedis (a market research firm), however,

there were only 4 million WiMAX subscribers across the globe by mid-2009.

We expect that several techno-economic factors, as well as government regulation

and policy, will shape the future of next-generation BWA technologies. We can

argue that WiMAX is well positioned in technical terms to play a major role in

future developments, but dominance is far from guaranteed as of this writing.
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Abstract
A cornerstone of Web project management is sound effort estimation, the

process by which effort is predicted and used to determine costs and allocate

resources effectively, thus enabling projects to be delivered on time and within

budget. Effort estimation is a complex domain where the causal relationship

among factors is nondeterministic with an inherently uncertain nature. For

example, assuming there is a relationship between development effort and

developers’ experience using the development environment, it is not necessarily

true that higher experience will lead to decreased effort. However, as experience

increases so does the probability of decreased effort. The objective of this

chapter is to provide an introduction to the process of estimating effort, discuss

existing techniques used for effort estimation, and explain how a Web company

can take into account the uncertainty inherent to effort estimation when prepar-

ing a quote. Therefore, this chapter is aimed to provide Web companies,

researchers, and students with an introduction to the topic of Web effort

estimation.
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1. Introduction

The Web is used as a delivery platform for numerous types of Web applications,

ranging from complex e-commerce solutions with back-end databases using content

management systems to online personal static Web pages and blogs [1]. With

the great diversity of types of Web applications and technologies employed to

develop these applications, there is an ever growing number of Web companies

bidding for as many Web projects as they can accommodate. Under such circum-

stances it is usual that companies, in order to win the bid, estimate unrealistic

schedules, leading to applications that are rarely developed on time and within

budget.

Note that within the context of this chapter, cost and effort are used interchange-

ably because effort is taken as the main component of project costs. However, given

that project costs also take into account other factors such as contingency and profit

[2] we will use most often the word ‘‘effort’’ and not ‘‘cost’’ throughout.
1.1 An Overview of Effort Estimation Techniques

The reason to estimate effort is to predict the total amount of time it will take one

person or a group of people to accomplish a given task/activity/process; this estimate

is generally obtained taking into account the characteristics of the new project for

which an estimate is needed, and also the characteristics of previous ‘‘similar’’

projects for which actual effort is known. The project characteristics employed

herein are only those assumed to be relevant in determining effort.

Figure 1 details an effort estimation process.

The input to this process comprises the following:

(1) Data on past finished projects, for which actual effort is known, represented

by project characteristics (independent variables) believed to have an

effect upon the amount of effort needed to accomplish a task/activity/

process.
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FIG. 1. Steps used to obtain an effort estimate.
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(2) Estimated data relating to the new project for which effort is to be estimated.

Such data also uses the same project characteristics employed in (1) above.

The estimation process itself includes two subprocesses, detailed below:

(1) Effort model building—This subprocess represents the construction of a

tangible representation of the association between project characteristics

and effort using data/knowledge from past finished projects for which actual

effort is known. Such representation can take several forms, for example, an

equation, a binary tree, an acyclic graph. This subprocess is shown using a

dashed line because in some instances no concrete model representation

exists, as for example, when an effort estimate is obtained from a domain

expert based solely on their previous experience.

(2) Deriving an effort estimate—This subprocess represents either the use of

the estimated characteristics of a new project as input to a concrete effort

model that provides an effort estimate, or the use of the estimated

characteristics of a new project as input to [the] subprocess [from step 1

above] that derives an effort estimate using previous knowledge from past

projects.



226 E. MENDES
The output to the estimation process outlined in Fig. 1 is an effort estimate

(dependent variable) for a new project.

We will use an example to illustrate this process. Suppose a Web company

employs the following project characteristics as input to predict the effort necessary

to implement a new Web application:

l Estimated number of new Web pages.

l The number of functions/features (e.g., shopping cart) to be offered by the new

Web application.

l Total number of developers who will help develop the new Web application.

l Developers’ average number of years of experience with the development tools

employed.

l The number of different technologies used to develop the new Web application

(e.g., relational database, HTML, Javascript, Graphics software).

Of these variables, first two inputs are project characteristics used to estimate the

size the problem to be solved (Web application). They are called size measures. The

other three also represent project characteristics that are associated with effort;

however, these three project characteristics do not measure an application’s size,

and hence are cojointly named ‘‘cost drivers.’’

The task/activity/process to be estimated can be as simple as developing a

single function (e.g., creating a Web form with 10 fields) or as complex as develop-

ing a large e-commerce application that retrieves data from a Relational database

system. Regardless of the application type, in general, the one consistent input

(independent variable) believed to have the strongest influence on effort is size

(i.e., the total number of Web pages), with cost drivers also playing an influential

role.

In most cases, even when effort estimation is mostly based on the developer(s)

and project manager(s) current expertise, data and/or knowledge from past finished

projects can be used to help estimate effort for new projects yet to start.

Several techniques for effort estimation have been proposed over the past 30 years

in software engineering. These fall into three broad categories [3]: expert-based

effort estimation, algorithmic models, and artificial intelligence (AI) techniques.

Each category is described in the following sections. These techniques are presented

herein for two reasons: the first one is to present the reader with a wide view

regarding the types of effort estimation techniques used in the literature; the second

reason is most of the techniques presented herein have also been used for Web effort

estimation, as detailed in Section 4.
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1.2 Expert-Based Effort Estimation

Expert-based effort estimation is the process whereby effort is estimated by subjec-

tive means, often based on previous experience with developing and/or managing

similar projects [4]. This is by far the most commonly used technique for Web effort

estimation, with the attainment of accurate effort estimates being directly proportional

to the competence and experience of the individuals involved (e.g., project manager,

developer). Within the context of Web development, our experience suggests that

expert-based effort estimates are obtained using one of the following mechanisms:

l An estimate that is based on a detailed effort breakdown that takes into account

all of the lowest level parts of an application and the functional tasks necessary

to develop this application. Each task attributed with effort estimates, is repeat-

edly combined into higher level estimates until we finally obtain one estimate

that is considered as the sum of all lower level estimate parts. This type of

estimation is called bottom-up [5]. Each estimate can be an educated guess or

based on sound previous experience with similar projects.

l An estimate representing an overall process to be used to develop an applica-

tion, as well as knowledge about the application to be developed, that is, the

product. A total estimate is suggested and used to calculate estimates for the

component parts (tasks), relative portions of the whole. This type of estimation

is called top-down [5].

Estimates can be suggested by a project manager, or by a group of people mixing

project manager(s) and developers, usually by means of one or more brainstorming

sessions.

A survey of 32 Web companies in New Zealand conducted in 2004 [6], showed

that 32% prepared effort estimates during the requirements gathering phase, 62%

prepared estimates during their design phase, while 6% did not have to provide any

effort estimates to their customers since these were happy to pay for the develop-

ment costs without the need for a quote.

Of the 32 companies surveyed, 38% did not refine their effort estimate, and 62%

did refine their estimates but not often. Therefore, these results suggest that for the

majority of the companies we surveyed, the initial effort estimate was used as their

‘‘final’’ estimate, and work was adjusted to fit this initial quote. These results

corroborated those published by J�rgensen and Sj�berg [7].

SometimesWeb companies gather only effort data for past Web projects believing

it to be sufficient to help obtain accurate estimates for new projects. However, without

even gathering data on the project characteristics (factors) that influence effort within

the context of a specific company, effort data alone is unlikely to be sufficient to

warrant the attainment of accurate effort estimates for new projects.
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The drawbacks of expert-based estimation are as follows:

(i) It is very difficult to quantify and to clearly determine the factors that have

been used to derive an estimate, making it difficult to apply the same

reasoning to other projects (repeatability);

(ii) When a company finally builds up its expertise with developing Web applica-

tions using a given set of technologies, other technologies may appear and be

rapidly adopted (mostly due to hype), thus leaving behind valuable knowledge

that had been accumulated in the past.

(iii) Obtaining an effort estimate based on experience with past similar projects

can be misleading when projects vary in their characteristics. For example,

knowing that a Web application W1 containing 20 new static HTML

Web pages and 20 new images, with a development time of 80 person

hours, does not mean that a very similar application (W2) will also consume

80 person hours. Let us assume thatW1 was developed by a single person and

that W2 will be developed by two people. Two people may need additional

time to communicate, and may also have different experiences with

using HTML, which may affect total effort. In addition, another application

eight times the size of W1 is unlikely to take exactly eight times longer

to complete. This suggests that experts should be fully aware of most,

if not all, project characteristics that impact effort in order to make an

informed decision; however, it is our experience that often this is not the case.

(iv) Developers and project managers are known for providing optimistic effort

estimates for tasks that they have to carry out themselves [8]. Optimistic

estimates lead to underestimated effort with the direct consequence of projects

being over budget and over time.

To cope with underestimation, it is suggested that experts provide three different

estimates [9]: an optimistic estimate, o; a realistic estimate, r; and a pessimistic

estimate, p. Based on a beta distribution, the estimated effort E is then calculated as:

E ¼ ðoþ 4r þ pÞ=6 ð1Þ
This measure is likely to be better than a simple average of o and p; however,

caution is still necessary.

Although there are problems related to using expert-based estimations, some

studies have reported that when used in combination with other less subjective

techniques (e.g., algorithmic models, Bayesian networks) expert-based effort esti-

mation can be an effective estimating tool [10–12].

Expert-based effort estimation is a process that has not been objectively detailed,

where only tacit knowledge is employed; however, it can still be represented in
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terms of the diagram presented in Fig. 1, where the order of steps that take place to

obtain an expert-based effort estimate are as follows:

(a) An expert/group of developers implicitly look(s) at the estimated character-

istics of the new project for which effort needs to be predicted.

(b) Based on the data obtained in (a) they remember or retrieve data/knowledge

on past finished projects for which actual effort is known.

(c) Based on the data from (a) and (b) they subjectively estimate effort for the

new project.

Therefore, data characterizing the new project for which effort is to be estimated

is needed in order to retrieve, from memory and/or a database, data/knowledge on

finished similar projects. Once this data/knowledge is retrieved, effort can be

estimated.

It is important to stress that within a context where estimates are obtained via

expert-based opinion, deriving a good effort estimate is much more likely to occur

when the previous knowledge/data about completed projects relates to projects that

are very similar to the one having its effort estimated. Here, we use the principle

‘‘similar problems have similar solutions.’’ Note that for this assumption to be

correct we also need to guarantee that the productivity of the team working on

the new project is similar to the team productivity for the past similar projects.

The problems related to expert-based effort estimation aforementioned led to the

proposal of other techniques for effort estimation. Such techniques are presented in

the following sections.
1.3 Algorithmic Techniques

Algorithmic techniques are to date the most popular techniques described in the

Web and software effort estimation literature. Such techniques attempt to build

tangible models that represent the relationship between effort and one or more

project characteristics via the use of algorithmic models. Such models assume that

application size is the main contributor to effort thus in any algorithmic model the

central project characteristic used is usually taken to be some notion of application

size (e.g., the number of lines of source code, function points, number of Web pages,

number of new images). The relationship between size and effort is often translated

into an equation. An example of such type of equation is given as Equation 2, where

a and b are constants, S is the estimated size of an application, and E is the estimated

effort required to develop an application of size S.

E ¼ aSb ð2Þ
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In Equation 2, when b<1 we have economies of scale, that is, larger projects use

comparatively less effort than smaller projects. The opposite situation (b>1) gives

diseconomies of scale, that is, larger projects use comparatively more effort than

smaller projects. When b is either > or < 1, the relationship between S and E is

nonlinear. Conversely, when b¼1 the relationship is linear.

However, as previously discussed, size alone is most unlikely to be the only

contributor to effort. Other project characteristics (cost drivers), such as developer’s
programming experience, tools used to implement an application, maximum/average

team size, are also believed to influence the amount of effort required to develop an

application. Therefore, an algorithmic model should include as input not only appli-

cation size but also the cost drivers believed to influence effort, such that estimated

effort can be obtained by also taking into account these cost drivers (see Equation 3).

E ¼ aSbCostDrivers ð3Þ
Different proposals have been made in an attempt to define the exact form such

algorithmic model should take. The most popular are presented below.

COCOMO

One of the first algorithmic models to be proposed in the literature was the

Constructive COst MOdel (COCOMO) [13]. COCOMO aimed to be a generic

algorithmic model that could be applied by any organization to estimate effort at

three different stages in a software project’s development’s life cycle: early on in

the development life cycle, when requirements have not yet been fully specified

(Basic COCOMO); once detailed requirements have been specified (Intermediate

COCOMO); and when the application’s design has been finalized (Advanced

COCOMO). Each stage corresponds to a different model, and all three models

take the same form (see Equation 4):

EstimatedEffort ¼ a EstSizeNewProjbEAF ð4Þ
where:

l EstimatedEffort is the estimated effort, measured in person months, to develop

an application;

l EstSizeNewProj is the size of an application measured in thousands of delivered

source instructions (KDSI);

l a and b are constants which are determined by the class of project to be

developed. The three possible classes are:
○ Organic: The organic class incorporates small, noncomplicated software

projects, developed by teams that have a great amount of experience with

similar projects, and where software requirements are not strict.
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○ Semidetached: The semidetached class incorporates software projects that

are half-way between ‘‘small to easy’’ and ‘‘large to complex.’’ Develop-

ment teams show a mix of experiences, and requirements also present a mix

of strict and slightly vague requirements.
○ Embedded: The embedded class incorporates projects that must be developed

within a context where there are rigid hardware, software, and operational

restrictions.
l EAF is an effort adjustment factor, calculated from cost drivers (e.g., devel-

opers, experience, tools).

The COCOMO model makes it clear that size is the main component of an effort

estimate. Constants a and b, and the adjustment factor EAF all vary depending on the

model used, and in the following ways:

The Basic COCOMO uses an value EAF of 1; a and b differ depending on a

project’s class (see Table I).

The Intermediate COCOMO calculates EAF based on 15 cost drivers, grouped

into four categories: product, computer, personnel, and project (see Table II). Each

cost driver is rated on a 6-point ordinal scale ranging from ‘‘very low importance’’

to ‘‘extra high importance.’’ Each scale rating determines an effort multiplier, and

the product of all 15 effort multipliers is taken as the EAF.
The Advanced COCOMO uses the same 15 cost drivers as the Intermediate

COCOMO; however, they are all weighted according to each phase of the develop-

ment lifecycle, that is, each cost driver is broken down by development’s phase (see

example in Table III). This model, therefore, enables the same cost driver to be rated

differently depending on development’s phase. In addition, it views a software

application as a composition of modules and subsystems, to which the Intermediate

COCOMO model is applied to.

The four development phases used in the Advanced COCOMO model are

requirements planning and product design (RPD), detailed design (DD), coding
Table I

PARAMETER VALUES FOR BASIC AND INTERMEDIATE COCOMO

Class a b

Basic Organic

Semidetached

Embedded

Intermediate Organic 3.2 1.05

Semidetached 3.0 1.12

Embedded 2.8 1.20



Table II

COST DRIVERS USED IN THE INTERMEDIATE AND ADVANCED COCOMO

Cost driver

Personnel Analyst capability

Applications experience

Programmer capability

Virtual machine experience

Language experience

Project Modern programming practices

Software tools

Development schedule

Product Required software reliability

Database size

Product complexity

Computer Execution time constraint

Main storage constraint

Virtual machine volatility

Computer turnaround time

Table III

EXAMPLE OF RATING IN THE ADVANCED COCOMO

Cost driver Rating RPD DD CUT IT

ACAP (analyst CAPability) Very low 1.8 1.35 1.35 1.5

Low 0.85 0.85 0.85 1.2

Nominal 1 1 1 1

High 0.75 0.9 0.9 0.85

Very high 0.55 0.75 0.75 0.7
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and unit test (CUT), and integration and test (IT). An overall project estimate is

obtained by aggregating the estimates obtained for each of the subsystems, which

themselves were obtained by combining estimates calculated for each module.

The original COCOMO model was radically improved 15 years later, and

renamed as COCOMO II, and incorporates changes that have occurred in software

development environments and practices over the previous 15 years [14]. COCOMO

II is not detailed in this chapter; however, interested readers are referred to Refs.

[14,15].

The COCOMO model is an example of a general purpose algorithmic model,

where it is assumed it is not compulsory for ratings and parameters to be adjusted

(calibrated) to specific companies in order for the model to be used effectively.
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We have presented this model herein because it is the best known general-purpose

effort estimation algorithmic model proposed to date. However, the original

COCOMO model proposed in 1981 was created focusing at contractor developed

mostly military projects on remote batch processing mainframe computer systems.

This means that the environment assumptions used as basis for the cost drivers

proposed in that model are likely not to be applicable to Web development projects.

Despite the existence of general purpose models, such as COCOMO, the effort

estimation literature has numerous examples of specialized algorithmic models that

were built using applied regression analysis techniques on datasets of past com-

pleted projects (e.g., [4]). Specialized and regression-based algorithmic models are

most suitable to local circumstances, such as ‘‘in-house’’ analysis, as they are

derived from past data that often represent projects from the company itself.

Regression analysis, used to generate regression-based algorithmic models, provides

a procedure for determining the ‘‘best’’ straight-line fit (see Fig. 2) to a set of project

data that represents the relationship between effort (response or dependent variable)

and size and cost drivers (predictor or independent variables) [4].

Using real data on Web projects, Fig. 2 shows an example of a regression line that

describes the relationship between log(Effort) and log(totalWebPages). It should be
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FIG. 2. Example of a regression line.
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noted that the original variables Effort and totalWebPages have been transformed

using the natural logarithmic scale to comply more closely with the assumptions of

the regression analysis techniques. Details on these assumptions and how to identify

variables that need transformation described in more depth in Ref. [1] and Chapter 5.

Further details on regression analysis techniques are provided in Ref. [1] and

Chapter 10.

The equation represented by the regression line in Fig. 2 is as follows:

logðEffortÞ ¼ aþ b logðtotalWebPagesÞ ð5Þ
where a is the point in which the regression line intercepts the Y-axis, known simply

as the intercept and b represents the slope of the regression line, that is, its

inclination.

Equation 5 shows a linear relationship between log(Effort) and log(totalWeb-

Pages). However, since the original variables have been transformed before the

regression technique was employed, this equation needs to be transformed back such

that it uses the original variables. This is done by taking the long of both sides in

order to provide a linear fit to the data. The resultant equation is:

Effort ¼ a totalWebPagesb ð6Þ
This equation presents the same relationship as COCOMO’s Effort Equation (see

Equation 2).

Regarding the regression analysis itself, two of the most widely used techniques

in the software and Web effort estimation literature are multiple regression (MR)

and stepwise regression (SWR). The difference between these two techniques is that

MR obtains a regression line using all the independent variables at the same time,

whereas SWR is a technique that examines different combinations of independent

variables, looking for the best grouping to explain the greatest amount of variation in

effort. Both use least squares regression, where the regression line selected is the one

that reflects the minimum values of the sum of the squared errors. Errors are

calculated as the difference between actual and estimated effort and are known as

‘‘residuals’’ [4].

In terms of the diagram presented in Fig. 1, an algorithmic model uses constant

scalar values based on past project data; however, for anyone wishing to use this

model, the steps to use are as follows:

(a) Data on past finished projects, for which actual effort is known, is used to

build an effort estimation model using multivariate regression analysis.

(b) The estimated characteristics of the new project for which effort needs to be

predicted are entered as input to the Effort Equation built in (a).

(c) An effort estimate for the new Web application is obtained from (b)
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How often step (a) is to be carried out varies from one company to another. If a

general-purpose algorithmic model is in use, step (a) may have taken place only

once, given that it is likely that such models are be used by companies without

recalibration of values for the constants. Within the context of a specialized algo-

rithmic model, step (a) is used whenever it is necessary to recalibrate the model. This

can occur after several new projects are finished and incorporated to the company’s

database of data on past finished projects. However, a company may also decide to

recalibrate a model after every new project is finished, or to use the initial model for

a longer time period. If the development team remains unchanged (and assumes that

the team does not have an excessive learning curve for each new project) and new

projects are similar to past projects there is no pressing need to recalibrate an

algorithmic model too often.
1.4 AI Techniques

AI techniques have also been used in the field of effort estimation as a comple-

ment to, or as an alternative to, the two previous categories. Examples include fuzzy

logic [16], classification and regression trees (CART) [17], neural networks [18],

case-based reasoning (CBR) [3], and Bayesian networks (BN) [19–23]. Within the

context of this chapter, we will cover in detail CBR, CART, and BNs models as

these are currently the most popular machine learning techniques employed for Web

effort estimation. A useful summary of numerous machine learning techniques can

also be found in Refs. [24, 25].
1.4.1 Case-Based Reasoning
CBR uses the assumption that ‘‘similar problems provide similar solutions’’ [18].
It provides effort estimates by comparing the characteristics of the current project

for which effort is to be estimated, against a library of historical information from

completed projects with known actual effort (case base).

Using CBR involves [26]:

(i) Characterizing a new project p, for which an estimate is required, with

variables (features) common to those completed projects stored in the case

base. In terms of Web and software effort estimation, features represent size

measures and cost drivers that have a bearing on effort. This means that if a

Web company has stored data on past projects where the, for example, data

represents the features effort, size, development team size, and tools used, then
the data used as input to obtaining an effort estimate will also need to include

these same features.
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(ii) Use of this characterization as a basis for finding similar (analogous) com-

pleted projects, for which effort is known. This process can be achieved by

measuring the ‘‘distance’’ between two projects at a time (project p and one

finished project), based on the features’ values, for all features (k) character-
izing these projects. Each finished project is compared to project p, and the

finished project presenting the shortest distance overall is the ‘‘most similar

project’’ to project p. Although numerous techniques can be used to measure

similarity, nearest neighbor algorithms using the unweighted Euclidean dis-

tance measure have been the most widely used to date in Web engineering.

(iii) Generation of an effort estimate for project p based on the effort of those

completed projects that are similar to p. The number of similar projects taken

into account to obtain an effort estimate will depend on the size of the case

base. For small case bases (e.g., up to 90 cases), typical values use the most

similar finished project, or the two or three most similar finished projects (1,

2, and 3 closest analogues) [26]. For larger case bases no conclusions have

been reached regarding the best number of similar projects to use. The

calculation of estimated effort is obtained using the same effort value as the

closest neighbor, or the mean effort for two or more closest neighbors. This is

the common choice in Web engineering.

With reference to Fig. 1, the sequence of steps used with CBR is as follows:

(a) The estimated size and cost drivers relating to a new project p are used as

input to retrieve similar projects from the case base, for which actual effort is

known.

(b) Using the data from (a) a suitable CBR tool retrieves similar projects to

project p, and ranks these similar projects in ascending order of similarity,

that is, from ‘‘most similar’’ to ‘‘least similar.’’

(c) A suitable CBR tool provides an effort estimate for project p.

The sequence just described is similar to that employed with expert-based effort

prediction, that is, the characteristics of a new project must be known in order to

retrieve finished similar projects. Once similar projects are retrieved, effort can then

be estimated.

When using CBR there are six parameters that need to be considered, which are as

follows [27]:

1.4.1.1 Feature Subset Selection. Feature subset selection

involves determining the optimum subset of features that yield the most accurate

estimations. Some existing CBR tools, for example, ANGEL [3] optionally offer this

functionality using a brute-force algorithm, searching for all possible feature
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subsets. Other CBR tools (e.g., CBR-Works from tec:inno) have no such function-

ality, and therefore to obtain estimated effort, we must use all of the known features

of a new project to retrieve the most similar finished projects.
1.4.1.2 Case Similarity. Case similarity relates to measuring the

level of similarity between different cases. Several case similarity measures have

been proposed to date in the literature, where the three most popular measures used in

both the Web and software engineering literature have been the unweighted Euclid-

ean distance, the weighted Euclidean distance, and the maximum distance [26–28].

However, there are also other similarity measures available, and presented in Ref.

[26]. The three case similarity measures aforementioned are described below.

Unweighted Euclidean distance: The unweighted Euclidean distance measures

the Euclidean (straight-line) distance d between two cases, where each case has n
features. This measure has a geometrical meaning as the shortest distance between

two points in an n-dimensional Euclidean space [26]. The equation used to calculate

the distance between two cases x and y is the following:

dðx; yÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jx0 � y0j2 þ jx1 � y1j2 þ � � � þ jxn�1 � yn�1j2 þ jxn � ynj2

q
ð7Þ

where x0 to xn represent features 0 to n of case x; y0 to yn represent features 0 to n of
case y.
Given the following example 1:
Project
 newWebPages
 newImages
1 (new)
 100
 20
2
 300
 15
3
 560
 45
The unweighted Euclidean distance between the new project 1 and finished

project 2 would be calculated using the following equation:

d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
j100� 300j2 þ j20� 15j2

q
¼ 200:0625 ð8Þ

The unweighted Euclidean distance between the new project 1 and finished

project 3 would be calculated using the following equation:

d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
j100� 560j2 þ j20� 45j2

q
¼ 460:6788 ð9Þ
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Using the weighted Euclidean distance, the distance between projects 1 and 2 is

smaller than the distance between projects 1 and 3, thus project 2 is more similar to

project 1 than project 3.

Weighted Euclidean distance: The difference between the unweighted and the

weighted Euclidean distance is that the latter enables the allocation of weights to

features, thus quantifying their relative importance. Herein the equation used to

calculate the distance between two cases x and y is the following:

dðx;yÞ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
w0jx0�y0j2þw1jx1�y1j2þ���þwn�1jxn�1�yn�1j2þwnjxn�ynj2

q
ð10Þ

where x0 to xn represent features 0 to n of case x; y0 to yn represent features 0 to n of
case y; w0 to wn are the weights for features 0 to n.

Based on Example 1 above, if we were now to attribute weight ¼ 5 to feature

newImages, and weight ¼ 1 to feature newWebPages, the distances would be as

follows:

Distance between the new project 1 and finished project 2:

d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 j100� 300j2 þ 5 j20� 15j2

q
¼ 200:3123 ð11Þ

The unweighted Euclidean distance between the new project 1 and finished

project 3 would be calculated using the following equation:

d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 j100� 560j2 þ 5 j20� 45j2

q
¼ 463:3843 ð12Þ

The pattern observed herein would be similar to that previously found: the

distance between projects 1 and 2 is smaller than the distance between projects 1

and 3, making project 2 more similar to project 1 than project 3.

Maximum distance: Themaximumdistance computes the highest feature similarity,

that is, the one to define the closest analogy. For two points (x0, y0) and (x1, y1),
the maximummeasure d is equivalent to the equation:

d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
maxððx0 � y0Þ2; ðx1 � y1Þ2Þ

q
ð13Þ

This effectively reduces the similarity measure down to a single feature, where the

feature that is chosen may differ for each retrieval episode. So, for a given ‘‘new’’

project Pnew, the closest project in the case base will be the one that has at least one

feature with the most similar value to the same feature in project Pnew.
1.4.1.3 Scaling. Scaling (also known as standardization) represents the

transformation of a feature’s values according to a defined rule, such that all features

present values within the same range; as a consequence all features have the same
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degree of influence upon the results [26]. A common method of scaling is to assign

‘‘zero’’ to the minimum observed value and ‘‘one’’ to the maximum observed value

[29]. This is the strategy used by ANGEL and CBR-Works, that is, for each feature,

its original values are normalized (between 0 and 1) by CBR tools to guarantee that

they all influence the results in a similar fashion.
1.4.1.4 Number of Analogies. The number of analogies refers to

the number of most similar analogues (cases) that will be used to generate an effort

estimate. With small sets of data, it is reasonable to consider only a small number of

most the similar analogues [26]. Several studies in Web and software engineering

have used only the closest analogue (CA) (k¼1) to obtain an estimated effort for a

new project [30, 31], while others have also used the two closest and the three closest

analogues [5, 26, 28, 32–36].
1.4.1.5 Analogy Adaptation. Once the most similar analogues

have been selected the next step is to identify how to adapt an effort estimate for

project Pnew. Choices of adaptation techniques presented in the literature vary from

the nearest neighbor [30, 33], the mean of the CAs [3], the median of the CAs [26],

the inverse distance weighted mean and inverse rank weighted mean [29], to

illustrate just a few. The adaptations used to date for Web engineering are the

nearest neighbor, mean of the CAs [5, 28], and the inverse rank weighted mean

[31, 34, 35, 37].

Each adaptation is explained below:

Nearest neighbour: For the estimated effort Pnew, this type of adaptation uses the

same effort of its CA.

Mean effort: For the estimated effort Pnew, this type of adaptation uses the average

of its closest k analogues, when k > 1. This is a typical measure of central tendency,

often used in the Web and software engineering literature. It treats all analogs as

being equally important towards the outcome—the estimated effort.

Median effort: For the estimated effort Pnew, this type of adaptation uses the

median of the closest k analogs, when k > 2. This is also a measure of central

tendency, and has been used in the literature when the number of selected closest

projects is > 2 [26].

Inverse rank weighted mean: This type of adaptation allows higher ranked

analogues to have more influence over the outcome than lower ones. For example,

if we use three analog, then the CA would have weight ¼ 3, the second closest

analogue (SC) would have weight ¼ 2, and the third closest analogue (LA) would
have weight ¼ 1. The estimated effort would then be calculated as:
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Inverse Rank Weighed Mean ¼ 3CAþ 2SCþ LA

6
ð14Þ

1.4.1.6 Adaptation Rules. Adaptation rules represent the adapta-

tion of the estimated effort, according to a given criterion, such that it reflects the

characteristics of the target project (new project) more closely. For example, in the

context of effort prediction, the estimated effort to develop an application a would

be adapted such that it would also take into consideration the size value of applica-

tion a. The adaptation rule that has been employed to date in Web engineering is

based on the linear size adjustment to the estimated effort [34,35], obtained as

follows:

l Once the most similar analogue in the case base has been retrieved, its effort

value is adjusted and used as the effort estimate for the target project (new

project).

l A linear extrapolation is performed along the dimension of a single measure,

which is a size measure strongly correlated with effort. The linear size adjust-

ment is calculated using the equation presented below.

EffortnewProject ¼ EffortfinishedProject

SizefinishedProject
SizenewProject ð15Þ

Given the following example:
Project
 totalWebPages (size)
 totalEffort (effort)
Target (new)
 100 (estimated value)
 20 (estimated and

adapted value)
Closest analogue
 450 (actual value)
 80 (actual value)
The estimated effort for the target project will be calculated as:

EffortnewProject ¼ 80

450
100 ¼ 17:777 ð16Þ

When we use more than one size measure as feature, the equation changes to:

Eest:P ¼ 1

q

Xq¼ x

q¼ 1

EactSest:q
Sact:qj>0

 !
ð17Þ
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where

q is the number of size measures used as features.

Eest.P is the Total Effort estimated for the new Web project P.
Eact is the Total Effort for the CA obtained from the case base.

Sest.q is the estimated value for the size measure q, which is obtained from the

client.

Sact.q is the actual value for the size measure q, for the CA obtained from the case

base.

This type of adaptation assumes that all projects present similar productivity;

however, this may not be an adequate assumption for numerous Web development

companies worldwide.
1.4.2 Classification and Regression Trees
CART [38] are techniques whereby binary trees are constructed using data from

finished projects for which effort is known, such that each leaf node represents either

a category to which an estimate belongs, or a value for an estimate.

The data used to build a CART model is called a ‘‘learning sample,’’ and once a

tree has been built it can be used to estimate effort for new projects.

In order to obtain an effort estimate for a new project p one has to traverse the tree
from root to leaf by selecting the node values/categories that are the closest match to

the estimated characteristics of p.
For example, assume we wish to obtain an effort estimate for a new Web project

using as its basis the simple binary tree presented in Fig. 3.

This binary tree was built from data obtained from past completed Web applica-

tions, taking into account their existing values of effort and project characteristics

(independent variables) believed to be influential upon effort (e.g., total number of

new Web pages (newWebPages), total number of new Images (newImages), and the
number of Web developers (numDevelopers)).
Assuming that the estimated values for newWebPages, newImages, and num-

Developers for a new Web project are 38, 15, and 3, respectively, we would obtain

an estimated effort of 75 person hours after traversing the tree from its root down to

leaf ‘‘Effort ¼ 75.’’

If we now assume that the estimated values for newWebPages, newImages, and
numDevelopers are 26, 34, and 7, respectively, we would obtain an estimated effort

of 65 person hours after navigating the tree from its root down to leaf ‘‘Effort¼ 65.’’

In this particular example all the variables that characterize a Web project are

numerical. Whenever this is the case the binary tree is called a regression tree.

Now let us look at the binary tree shown in Fig. 4. It uses the same variable names

as that shown in Fig. 3; however, these variables are now all categorical, where



newWebPages

newImages

newWebPages <=30 newWebPages >30

newImages <=15

newImages

newImages >15 newImages <=50 newImages >50

Effort = 25 numDevelopers Effort = 75 Effortt = 125

numDevelopers <=5 numDevelopers >5

Effort = 45 Effort = 65

FIG. 3. Example of a binary tree for Web effort estimation.

Effort = 25

Large # newWebPages?

Large # newImages?

No Yes

No

Large # newImages?

Yes No Yes

Large # Developers?

Effort = 75 Effort = 125

No Yes

Effort = 45 Effort = 65

FIG. 4. Example of another binary tree for Web effort estimation.
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possible categories (classes) are ‘‘Yes’’ and ‘‘No.’’ This binary tree is therefore

called a Classification tree.

A CART model constructs a binary tree by recursively partitioning the predictor

space (set of all values or categories for the independent variables judged relevant)

into subsets where the distribution of values or categories for the dependent variable

(e.g., effort) is successively more uniform. The partition (split) of a subset S1 is

decided on the basis that the data in each of the descendant subsets should be

‘‘purer’’ than the data in S1. Thus node ‘‘impurity’’ is directly related to the amount

of different values or classes in a node, that is, the greater the mix of classes or

values, the higher the node ‘‘impurity.’’ A ‘‘pure’’ node means that all the cases

(e.g., Web projects) belong to the same class, or have the same value. The partition

of subsets continues until a node contains only one class or value. Note that it is not

always the case that all the independent variables are used to build a CART model,

rather only those variables that contribute effectively to effort are selected by the

model. This means that in this instance a CART model can be used not only for

effort prediction, but also to obtain insight and understanding of the variables that

are relevant to estimate effort. A detailed description of CART models is given in

Ref. [1] and Chapter 7.

In terms of the diagram presented in Fig. 1, an effort estimate is obtained

according to the following steps:

(a) Data on past finished projects, for which actual effort is known, is used to

build an effort estimation model using a binary tree (CART).

(b) The estimated characteristics of the new project for which effort needs to be

predicted are used to traverse the tree built in (a).

(c) An effort estimate for the new Web application is obtained from (b).

The sequence of steps described above, corresponds to the same sequence used

with the algorithmic techniques. In both situations, data is used to either build an

equation that represents an effort model, or to build a binary tree, which is later used

to obtain effort estimates for new projects. This sequence of steps contrasts to the

different sequence of steps used for expert opinion and CBR, where knowledge

about a new project is used to select similar projects.
1.4.3 Bayesian Networks
A BN is a model that supports reasoning with uncertainty due to the way in which

it incorporates existing knowledge of a complex domain [39]. This knowledge is

characterized using two parts. The first, the qualitative part, represents the structure
of a BN as depicted by a directed acyclic graph (digraph) (see Fig. 5). The digraph’s

nodes represent the relevant variables (factors) in the domain being modeled, which
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complexity

Functionality
complexity

Total
effort

Pages complexity Functionality complexity

Low Medium High Low High
0.2 0.3 0.5 0.1 0.9

Total effort (low, medium, high)
Pages complexity Functionality complexity Low Medium High
Low Low 0.7 0.2 0.1
Low High 0.2 0.6 0.2
Medium Low 0.1 0.7 0.2
Medium High 0 0.5 0.5
High Low 0.2 0.6 0.2
High High 0 0.1 0.9

FIG. 5. A small Bayesian network and three CPTs.
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can be of different types (e.g., observable or latent, categorical). The digraph’s arcs

represent the causal relationships between variables, where relationships are quan-

tified probabilistically [39].

The second, the quantitative part, associates a conditional probability table (CPT)
to each node, its probability distribution. A parent node’s CPT describes the relative

probability of each state (value) (Fig. 5, nodes ‘‘Pages complexity’’ and ‘‘Function-

ality complexity’’); a child node’s CPT describes the relative probability of each state

conditional on every combination of states of its parents (Fig. 5, node ‘‘Total Effort’’).

So, for example, the relative probability of ‘‘Total Effort’’ being ‘‘Low’’ conditional

on ‘‘Pages complexity’’ and ‘‘Functionality complexity’’ being both ‘‘Low’’ is 0.7.

Each row in a CPT represents a conditional probability distribution and therefore

its values sum up to 1 [39].

Formally, the posterior distribution of a BN is based on Bayes’ rule [39]:

pðXjEÞ ¼ pðEjXÞpðXÞ
pðEÞ ð18Þ
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where

l p(X|E) is called the posterior distribution and represents the probability of X
given evidence E;

l p(X) is called the prior distribution and represents the probability of X before

evidence E is given;

l p(E|X) is called the likelihood function and denotes the probability of E
assuming X is true.

Once a BN is specified, evidence (e.g., values) can be entered into any node, and

probabilities for the remaining nodes are automatically calculated using Bayes’ rule

[39]. Therefore, BNs can be used for different types of reasoning, such as predictive,

diagnostic, and ‘‘what-if’’ analyses to investigate the impact that changes on some

nodes have on others [40].

BNs can be built from different sources—data on past finished projects, expert

opinion, or a combination of these. In any case, the process used to build a BN is

depicted in Fig. 6 and briefly explained below.

This process is called the Knowledge Engineering of Bayesian Networks (KEBN)

process, which was initially proposed in Ref. [41] (see Fig. 6). In Fig. 6, arrows

represent flows through the different processes, depicted by rectangles. Such pro-

cesses are executed either by people—the Knowledge Engineer (KE) and the

Domain Experts (DEs) (white rectangles), or by automatic algorithms (dark gray

rectangles).

The three main steps within the KEBN process are the Structural development,

parameter estimation, and model validation. This process iterates over these steps

until a complete BN is built and validated. Each of these three steps is detailed

below:

Structural development: This step represents the qualitative component of a BN,

which results in a graphical structure comprised of, in our case, the factors (nodes,

variables) and causal relationships identified as fundamental for effort estimation of

Web projects. In addition to identifying variables, their types (e.g., query variable,

evidence variable) and causal relationships, this step also comprises the identifica-

tion of the states (values) that each variable should take, and if they are discrete or

continuous. In practice, currently available BN tools require that continuous vari-

ables be discretized by converting them into multinomial variables [39]. The BN’s

structure is refined through an iterative process, and uses the principles of problem

solving employed in data modeling and software development. In order to elicit a

BN structure, a combination of existing literature in the related knowledge domain,

existing data and knowledge from DEs can be used. Throughout this step the KE(s)

also evaluate(s) the BN’s structure in two stages. The first entails checking whether
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FIG. 6. KEBN, adapted from Woodberry et al. [41].

246 E. MENDES



AN OVERVIEW OF WEB EFFORT ESTIMATION 247
variables and their values have a clear meaning; all relevant variables have been

included; variables are named conveniently; all states are appropriate (exhaustive

and exclusive); a check for any states that can be combined. The second stage entails

reviewing the BN’s graph structure (causal structure) to ensure that any identified

d-separation dependencies comply with the types of variables used and causality

assumptions. D-separation dependencies are used to identify variables influenced by

evidence coming from other variables in the BN [39, 42]. Once the BN structure is

assumed to be close to final, KEs may still need to optimize this structure to reduce

the number of probabilities that need to be elicited or learnt for the network. If

optimization is needed then techniques that change the causal structure (e.g.,

divorcing) and the use of parametric probability distributions (e.g., noisy-OR

gates) are employed [39, 42].

Parameter estimation: This step represents the quantitative component of a BN,

where conditional probabilities corresponding to the quantification of the relation-

ships between variables are obtained [39, 42]. Such probabilities can be attained via

Expert Elicitation, automatically from data, from existing literature, or using a

combination of these. When probabilities are elicited from scratch, or even if they

only need to be revisited, this step can be very time consuming.

Model validation: This step validates the BN that results from the two previous

steps, and determines whether it is necessary to revisit any of those steps. Two

different validation methods are generally used—Model Walkthrough and Predic-

tive Accuracy.

Model Walkthrough represents the use of real case scenarios that are prepared and

used by DEs to assess if the predictions provided by a BN correspond to the

predictions experts would have chosen based on their own expertise. Success is

measured as the frequency with which the BN’s predicted value for a target variable

(e.g., quality, effort) that has the highest probability corresponds to the experts’ own

assessment.

Predictive Accuracy uses past data (e.g., past project data), rather than scenarios,

to obtain predictions. Data (evidence) is entered on the BN model, and success is

measured as the frequency with which the BN’s predicted value for a target variable

(e.g., quality, effort) that has the highest probability corresponds to the actual past

data.

Within the context of Web effort estimation and to some extent software effort

estimation, the challenge using Predictive Accuracy is the lack of reliable effort data

gathered by Web and Software companies. Most companies, who claim to collect

effort data, use manually entered electronic timesheets (or even paper!) which is

unreliable when staff rely on their memory and complete their timesheets at the end

of the day. Collecting manually entered timesheets every 5 min (assume 1 min/

entry) in a bid to improve data accuracy increases data collection cost by as much as
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10-fold. The problem here is that ‘‘effort accuracy’’ is inversely related to produc-

tivity, that is, the longer one takes filling out timesheets the less time one has to do

the real work!

In terms of the diagram presented in Fig. 1, an effort estimate is obtained

according to the following steps:

(a) Data on past finished projects/knowledge from DEs/both is/are used to build

an effort estimation BN model.

(b) The estimated characteristics of the new project for which effort needs to be

predicted are used as evidence, and applied to the BN model built in (a).

(c) An effort estimate for the new Web application is obtained from (b).

The sequence of steps described above, corresponds to the same sequence used

with the algorithmic techniques and CART. In all situations, data/knowledge is used

to either build an equation, a binary tree, or an acyclic graph that represents an effort

model, which is later used to obtain effort estimates for new projects. As previously

stated, this sequence of steps contrasts to the different sequence of steps used for

expert opinion and CBR, where knowledge about a new project is used to select

similar projects.
2. How to Measure a Technique’s
Prediction Accuracy?

Effort estimation techniques aim to provide accurate effort predictions for new

projects. In general, these techniques use data on past finished projects, which are

then employed to obtain effort estimates for new projects.

In order to determine how accurate the estimations supplied by a given effort

estimation technique are, we need to measure its predictive accuracy, generally

using the four-step process described below, and illustrated in Fig. 7.

Step 1: Split the original dataset into two subsets, validation and training. The

validation set represents data on finished projects pn to pq that will be used to

simulate a situation as if these projects were new. Each project pn to pq will have
its effort estimated using a technique t, and, given that we also know the project’s

actual effort, we are in a position to compare its actual effort to the estimated effort

obtained using t, and therefore ultimately assess how far off the estimate is from the

actual.

Step 2: Use the remaining projects (training set) to build an effort estimation

model m. There are estimation techniques that do not build an explicit model
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FIG. 7. Overall process used to measure a technique’s prediction accuracy.
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(e.g., CBR). If this is the case, then the training set becomes a database of past

projects to be used by the effort technique t to estimate effort for pn to pq.
Step 3: Apply model m to each project pn to pq, and obtain estimated effort. Once

estimated effort is obtained, accuracy statistics for each of these projects pn to pq can
also be calculated. If the technique does not build a model, then this step comprises

applying this technique t to each project pn to pq, to obtain estimated effort, and once

estimated effort is obtained, accuracy statistics for each of these projects can be

calculated.

Step 4: Once estimated effort and accuracy statistics to pn to pq have been attained,
aggregated accuracy statistics can be computed, which provide an overall assess-

ment of the predictive accuracy of model m or technique t.
Note that the subset ‘‘New projects’’ (see Fig. 7) comprises data on finished

projects, for which actual effort is known. This data is used to simulate a situation

where a Web company has a subset of new projects for which they wish to obtain

estimated effort. A simulation in this instance allows us to compare effort estimates

obtained using technique t, and the actual known effort used to develop these

projects. This comparison will indicate how close estimated effort is from actual

effort, and consequently, how accurate a technique t is.
Next we describe the most widely used prediction accuracy statistics, both in

Software and Web engineering studies, and how they are employed to measure a

technique’s predictive accuracy.

Project’s prediction accuracy statistics
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To date the three most commonly used project effort prediction accuracy statistics

have been the following:

l The magnitude of relative error (MRE) [43].

l Pred(l). A measure that assesses if the relative error associated with a project is

not greater than 0.25 [44]. The value for l is generally set at 25% (or 0.25).

l Absolute residual, which is the absolute difference between actual and esti-

mated effort [45].

MRE is defined as:

MRE ¼ je� êj
e

ð19Þ

where e is the actual effort of a project in the validation set, and ê is the estimated

effort that was obtained using technique t.
Prediction statistics for each of the projects in the validation set are calculated,

and later used to obtain accuracy statistics for an estimation technique. Thus,

projects’ prediction accuracy statistics are the basis for obtaining a technique’s

prediction accuracy statistics.

Technique’s prediction accuracy statistics

The three measures of a technique’s prediction accuracy that are widely used are

the following:

l The mean magnitude of relative error (MMRE) [43]

l The median magnitude of relative error (MdMRE) [46]

l The prediction at level n (Pred(n)) [43]

MMRE, MdMRE, and Pred(l) are used so often in effort estimation studies that for

some they are considered de facto standard evaluation criteria tomeasure the predictive

accuracy (power) of effort estimation techniques [47]. Suggestions havebeenmade that

a good predictionmodel or technique should haveMMREandMdMREnogreater than

0.25, and that Pred(25) should not be smaller than 75% [43].

MMRE andMdMRE are the mean (arithmetic average) and median MRE for a set

of projects, respectively.

MMRE is calculated as:

MMRE ¼ 1

n

Xi¼ n

i¼ 1

jei � êij
ei

ð20Þ

Since the mean is calculated by taking into account the value of every estimated

and actual effort from the validation set employed, the result may give a distorted

assessment of a technique’s predictive power when there are extreme MREs.
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Therefore, we also recommended using the MdMRE, which is the median MRE.

Unlike the mean, the median always represents the middle value v, given a distribu-
tion of values, and guarantees that there is the same number of values below v as

above v.
The third accuracy measure often used is the prediction at level l, also known as

Pred(l). This measure computes, given a validation set, the percentage of effort

estimates that are within l% of their actual values. The choice of l often used

is l¼25.

In addition to MMRE, MdMRE, and Pred(25), it is also suggested that boxplots of

absolute residuals should be employed to assess a model’s, or technique’s prediction

accuracy.

Boxplots (see Fig. 8) use the median, represented by the horizontal line in the

middle of the box, as the central value for the distribution. The box’s height is the

interquartile range, three and contains 50% of the values. The vertical lines (whis-

kers), up or down from the edges, contain observations which are less than 1.5 times

interquartile range. Outliers are taken as values greater than 1.5 times the height of

the box. Values greater than 3 times a box’s height are called extreme outliers [45].

When upper and lower tails are approximately equal and the median is in the

center of the box, the distribution is symmetric. If the distribution is not symmetric

the relative lengths of the tails and the position of the median in the box indicate the

nature of the skewness.
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FIG. 8. Main components of a boxplot and example showing how to identify outliers.
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If the distribution of data is positively skewed (skewed right distribution), it

means that there is a long right tail containing a few high values widely spread

apart, and a small left tail where values are compactly crowded together. This is the

distribution presented in Fig. 8. Conversely, if the distribution of data is negatively

skewed (skewed left distribution), it means that there is a long left tail containing a

few low values widely spread apart, and a small right tail where values are com-

pactly crowded together.

The length of the box relative to the length of the tails gives an indication of the

shape of the distribution. Thus, a boxplot with a small box and long tails represents a

very peaked distribution, meaning that 50% of the data points are all cluttered

around the median. A boxplot with a long box represents a flatter distribution,

where data points are scattered apart [45].

Cross-validation

Figure 7 showed that whenever we wish to measure a technique’s prediction

accuracy we should split the complete original dataset into two subsets, one to use as

the set of finished projects, and another to simulate as ‘‘new projects.’’ This is done

because if we use the same set of projects to build a model and then use part of these

same projects as ‘‘new’’ projects, our results will be biased in favor of the effort

estimation technique.

The splitting of a dataset into training and validation sets is also known as cross-

validation. An n-fold cross-validation means the original dataset is divided into n
subsets of training and validation sets. Thus, a 10-fold cross-validation represents

the splitting of the complete original dataset into 10 different training and validation

sets. When the validation set has only one project the cross-validation is called

‘‘leave-one-out’’ cross-validation.

Thus, to summarize, in order to calculate the predictive accuracy of a given effort

estimation technique t, based on a given dataset of finished projects d, we do the

following:

(1) Divide the dataset d into a training set tr and a validation set v. It is common

for a training set to include 66% of the projects in the original complete

dataset, thus leaving the remaining 34% to be part of the validation set.

(2) Using tr, produce an effort estimation model m (if applicable). Even when a

technique does not build a model, it still uses tr in order to obtain effort

estimates for the projects in the validation set.

(3) Using m, or t, to predict the effort for each of the projects in v, simulating

‘‘new’’ projects for which effort is unknown.

Once done, we will have for each project in v, an estimated effort ê, calculated
using the model m, or technique t, and also the actual effort e that the project

actually used. We are now able to calculate MRE and absolute residual for each
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project in the validation set v. The final step, once we have obtained the predictive

power for each project, is to aggregate these values to obtain MMRE, MdMRE, and

Pred(25) for v, which is taken to be the same for m, or t. We can also use boxplots of

absolute residuals to help understand the distribution of residuals values.

In principle, calculated MMREs and MdMREs with values up to 0.25, and Pred

(25) at 75% or above, indicate good prediction models [43]. However, each situation

needs to be interpreted within its own context, rather than to take a dogmatic

approach.
3. Which Effort Estimation Technique to Use?

This chapter has introduced numerous techniques for obtaining effort estimates

for a new project, where all have been used in practice, each with a varying degree of

success. Therefore, the question that is often asked is: Which of the techniques

abovementioned does provide the most accurate prediction for Web effort

estimation?

To date, the answer to this question has been simply ‘‘it depends.’’

Algorithmic, CART and BN models have some advantages over CBR and expert

opinion, such as:

l They allow users to see how a model derives its conclusions, an important

factor for verification as well as theory building and understanding of the

process being modeled [24, 25].

l They often need to be specialized relative to the local environment in which

they are used. This means that the effort estimations obtained take full advan-

tage of using models that have been calibrated to local circumstances.

Despite these advantages, no convergence for which effort estimation technique

has the best predictive accuracy has yet been reached, even though comparative

studies have been carried out for nearly 20 years (e.g., [3, 22, 24–27, 29, 30, 32, 33,

36, 37, 48–53]).

One justification is that these studies often use datasets with differing number of

characteristics (e.g., number of outliers, amount of collinearity, number of variables,

and number of projects) and different comparative designs. Note, an outlier is a

value which is far from the others, and collinearity represents the existence of a

linear relationship between two or more independent variables.

Shepperd and Kadoda [3] presented evidence showing there is a relationship

between the success of a particular technique and factors such as training set size

(size of the subset used to derive a model), nature of the ‘‘effort estimation’’
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function (e.g., continuous or discontinuous), and characteristics of the dataset. They

concluded that the ‘‘best’’ prediction technique that can work on any type of dataset

may be impossible to obtain. Note, a continuous function is one in which ‘‘small

changes in the input produce small changes in the output’’

(http://e.wikipedia.org/wiki/Continuous_function). If small changes in the

input ‘‘can produce a broken jump in the changes of the output, the function is

said to be discontinuous (or to have a discontinuity)’’ (http://e.wikipedia.org/wiki/

Continuous_function).
4. Web Effort Estimation Literature Survey

This section presents a survey of Web effort estimation models proposed in the

literature. Each work is described and finally summarized in Tables IV and V.
4.1 Previous Studies

First Study: Measurement and effort prediction for web applications [28].

Mendes et al. [28] investigated the use of CBR, linear regression, and SWR

techniques to estimate development effort for Web applications developed by

experienced and inexperienced students. The CBR estimations were generated

using a freeware tool—ANGEL—developed at the University of Bournemouth,

UK. The most similar Web projects were retrieved using the unweighted Euclidean

distance using the ‘‘leave one out’’ cross-validation process. Estimated effort was

generated using either the CA or the mean of two or three analogues. The two

datasets (HEL and LEL) used, had collected data on Web applications developed by

second-year Computer Science students from the University of Southampton, UK,

and had 29 and 41 projects, respectively. HEL represented data from students with

high experience in Web development, whereas LEL had data from students inexpe-

rienced in Web development.

The size measures collected were Page Count (total number of HTML pages

created from scratch), Reused Page Count (total number of reused HTML pages),

Connectivity (total number of links in the application), Compactness [54] (measured

using an ordinal scale from 1 to 5 indicating the level of interconnectedness of an

application. A value of 1 represents no connections and a value of 5 represents a

totally connected application), Stratum [54], (measured using an ordinal scale from

1 to 5 indicating how ‘‘linear’’ the application is: 1 represents no sequential

navigation and 5 represents a completely sequential navigation), and structure

(represents the topology of the application’s backbone, being either sequential,



Table IV

SUMMARY OF LITERATURE IN WEB EFFORT ESTIMATION

Study

Type (case

study,

experiment,

survey)

# datasets

(#datapoints)

Subjects (students,

professionals) Size measures Prediction techniques Best technique(s)

Measure(s)

prediction accuracy

1st Case study 2 (29 and 41) 2nd year Com-

puter Science

students

Page Count, reused Page Count,

connectivity, compactness,

stratum, structure

Case-based reasoning,

linear regression, step-

wise regression

Case-based

reasoning for high

experience group

MMRE

2nd Case study 1 (46) Professionals Web objects WEBMO (parameters

generated using linear

regression)

- Pred(n)

3rd Case study 1 (37) Honours and post-

graduate Com-

puter Science

students

Length size,

reusability,

complexity, size

Linear regression, step-

wise regression

Linear regression MMRE

4th Case study 1 (37) Honours and post-

graduate Com-

puter Science

students

Structure metrics, complexity

metrics, Reuse metrics, size

metrics

Generalised linear model - Goodness of fit

5th Case study 1 (25) Honours and post-

graduate Com-

puter Science

students

Requirements and Design mea-

sures,application measures

Case-based reasoning MMRE, MdMRE,

Pred(25), boxplots

of residuals

6th Case study 1 (37) Honours and post-

graduate Com-

puter Science

students

Page count, Media count, Pro-

gram count, Reused media

count, Reused program count,

Connectivity density, total

page complexity

Case-based reasoning,

linear regression, step-

wise regression, classi-

fication and regression

trees

Linear/stepwise

regression or

case-based

reasoning

(depends on the

measure of accu-

racy employed)

MMRE, MdMRE,

Pred(25), boxplots

of residuals

(continued)



Table IV (Continued)

Study

Type (case

study,

experiment,

survey)

# datasets

(#datapoints)

Subjects (students,

professionals) Size measures Prediction techniques Best technique(s)

Measure(s)

prediction accuracy

7th Case study 1 (12) Professionals Web objects COBRA, expert opinion,

linear regression

COBRA MMRE, Pred(25),

boxplots of

residuals

8th Case study 2 (37 and 25) Honours and post-

graduate CS

students

Page count, media count, pro-

gram count, reused media

count (only one dataset) reused

program count (only one data-

set), connectivity density, total

page complexity

Case-based reasoning - MMRE, Pred(25),

boxplots of abso-

lute residuals

9th Experiment 1 (30) Computer Science

students

Information model measures,

navigation model measures,

presentation model measures

Linear regression - -

10th Unknown Unknown Unknown Functional, navigational struc-

tures, publishing and multime-

dia sizing measures

An exponential model

named Metrics Model

for Web applications

(MMWA)

N/A Unknown

11th Case study 1 (15) Professionals Web pages, new Web pages,

multimedia elements, new

multimedia elements, client

side Scripts and applications,

server side scripts and applica-

tions, all the elements that are

part of the Web objects size

measure

Linear regression, step-

wise regression, case-

based reasoning, classi-

fication and regression

trees, combination of

CART and CBR

- MMRE, MdMRE,

Pred(25), boxplots

of residuals, box-

plots of z



12th Case study 1 (150) Professionals Total Web pages, new Web

pages, total images, new

images, features off-the-shelf

(Fots), high and low effort

Fots-adapted, high and low

effort new features, total high

and low effort features

Bayesian networks, step-

wise regression, mean

and median effort,

case-based reasoning,

classification and

regression trees

Bayesian

networks

MMRE, MdMRE,

MEMRE,

MdEMRE, Pred

(25), boxplots of

residuals, boxplots

of z

13th Case study 1 (195) Professionals Total Web pages, new web pages,

total images, new images, fea-

tures off-the-shelf (Fots), high

and low effort Fots-adapted,

high and low effort new fea-

tures, total high and low effort

features

Bayesian networks, step-

wise regression, mean

and median effort

Stepwise regression MMRE, MdMRE,

MEMRE,

MdEMRE, Pred

(25), boxplots of

residuals, boxplots

of z

14th Case study 1 (195) Professionals Total Web pages, new Web

pages, total images, new

images, features off-the-shelf

(Fots), high and low effort

Fots-adapted, high and low

effort new features, total high

and low effort features

Bayesian networks, step-

wise regression, mean

and median effort

Stepwise regression MMRE, MdMRE,

MEMRE,

MdEMRE, Pred

(25), boxplots of

residuals, boxplots

of z

15th Case study Tacit

knowledge

Professionals Total Web pages, features off-

the-shelf (Fots), high and low

effort Fots-adapted

Bayesian networks N/A Number of times the

BN selected the

effort category that

included actual

effort

16th Case study 1 (195) Professionals Total Web pages, new Web

pages, total images, new

images, features off-the-shelf

(Fots), high and low effort

Fots-adapted, high and low

effort new features, total high

and low effort features

Support vector regression,

Bayesian networks,

manual stepwise

regression, case-based

reasoning, classifica-

tion and regression

trees, mean effort,

median effort

SRV (1st hold-out);

MSWR (2nd

hold-out)

MMRE, MdMRE,

MEMRE,

MdEMRE, Pred

(25), boxplots of

residuals



Table V

TYPES OF WEB APPLICATIONS USED IN WEB EFFORT ESTIMATION STUDIES

Study

Type of Web application:Web hypermedia,

Web software application, or Web application

1st Web hypermedia applications

2nd Not documented

3rd Web hypermedia applications

4th Web hypermedia applications

5th Web hypermedia applications

6th Web hypermedia applications

7th Web software applications

8th Web software applications

9th Web hypermedia applications

10th Not documented

11th Web software applications

12th Web software applications

13th Web software applications

14th Web software applications

15th Web software applications

16th Web software applications
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hierarchical, or network). Prediction accuracy was measured using the MMRE [43]

and the MdMRE [43]. Results for the HEL group were statistically significantly

better than those for the LEL group. In addition, CBR showed the best results

overall.

Second Study: Web development: Estimating quick-to-market software [12]

Reifer [12] proposed a Web effort estimation model—WEBMO—which is an

extension of the COCOMO II model. The WEBMO model has nine cost drivers and

a fixed effort power law, instead of seven cost drivers and variable effort power law

as used in the COCOMO II model. Size is measured in WebObjects, which is a

single aggregated size measure calculated by applying Halstead’s formula for

volume.

The elements of the WebObjects measure are:

l Number of building blocks (Active X, DCOM, OLE, etc.),

l Number of components off-the-shelf (COTS) (includes any wrapper code),

l Number of multimedia files, except graphics files (text, video, sound, etc.),

l Number of object or application points [55] or others proposed (e.g., number of

server data tables, number of client data tables),

l Number of xml, sgml, html and query language lines (number of lines including

links to data attributes),
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l Number of Web components (applets, agents, etc.),

l Number of graphics files (templates, images, pictures, etc.),

l Number of scripts (visual language, audio, motion, etc.) and any other measures

that companies find suitable.

Reifer allegedly used data on 46 finished industrial Web projects and obtained

predictions that are reported as being ‘‘repeatable and robust.’’ However, no infor-

mation is given regarding the data collection and no summary statistics for the data

are presented.

Third Study: Web metrics—Estimating design and authoring effort [5]

Mendes et al. [5] investigated the prediction accuracy of top-down and bottom-up

Web effort estimation models, generated using Linear and SWR models. They

employed one dataset with data from 37 Web applications developed by Honours

and postgraduate Computer Science students from the University of Auckland, New

Zealand. Gathered measures were organized into five categories:

l Length size measures.

l Reusability measures.

l Complexity size measures.

l Effort.

l Confounding factors (factors that, if not controlled, could influence the validity

of the evaluation).

In addition, measures were also associated with one of the following entities: Web

application,Web page,Media, and Program. Effort predictionmodelswere generated

for each entity and prediction accuracy was measured using the MMRE measure.

Results showed that the best predictions were obtained for the entity Program, based

on nonreused program measures (code length and code comment length).

Fourth Study:Measurement, prediction and risk analysis forWeb applications [56]

Fewster and Mendes [56] investigated the use of a generalized linear model

(GLM) for Web effort estimation and risk management. GLMs provide a flexible

regression framework for predictive modeling of effort since they permit nonlinear

relationships between the response and predictor variables and in addition allow for

a wide range of choices for the distribution of the response variable (e.g., effort).

Fewster and Mendes [56] employed the same dataset used in Mendes et al. [5],

however, they reduced the number of size measures targeting only those measures

related to the entity type Web application. The measures used were organized into

five categories:

l Effort measures.

l Structure measures.
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l Complexity measures.

l Reuse measures.

l Size measures.

Finally, they did not use defactor measures of prediction accuracy (e.g., MMRE,

MdMRE) to assess the accuracy of their proposed model; instead, they used the

Model fit produced for the model as an accuracy measure. However, it should be

noted that a model with a good fit to the data is not the same as a good prediction

model.

Fifth Study: The application of CBR to early Web project cost estimation [37]

Mendes et al. [37] focused on the harvesting of size measures at different points in

a Web application’s development life cycle, to estimate development effort, and

their comparison based on several prediction accuracy indicators. The rationale for

using different measures harvested at different points was as follows:

Most work on Web effort estimation propose models based on late product size

measures, such as number of HTML pages, number of images, etc. However, for the

successful management of software/Web projects, estimates are necessary through-

out the whole development life cycle. Preliminary (early) effort estimates in partic-

ular are essential when bidding for a contract or when determining a project’s

feasibility in terms of cost-benefit analysis.

Mendes et al.’s aim was to investigate if there were any differences in accuracy

between the effort predictors gathered at different points during the development life

cycle. In addition, they also checked if these differences were statistically dissimilar.

Their effort estimates were generated using the CBR technique, where different

combinations of parameters were used: Similarity measure; Scaling; Number of

closest analogues; Analogy adaptation; and Feature Subset Selection. Their study

was based on data from 25 Web applications developed by pairs of postgraduate

Computer Science students from the University of Auckland, New Zealand. The

measures of prediction accuracy employed were the MMRE, MdMRE, Prediction at

25% (Pred(25)), and Boxplots of residuals. Contrary to the expected, their results

showed that late measures presented similar estimation accuracy to early measures.

Sixth Study: A comparison of development effort estimation techniques for Web

hypermedia applications [31]

Mendes et al. [31] present an in-depth comparison of Web effort estimation

models, where they:

(i) Compare the prediction accuracy of three CBR techniques to estimate the

effort to develop Web applications.

(ii) Compare the prediction accuracy of the best CBR technique verses three

commonly used prediction models, specifically, multiple linear regression,

SWR, and regression trees.
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Mendes et al. employed one dataset of 37 Web applications developed by honors

and postgraduate Computer Science students from the University of Auckland, New

Zealand. The measures used in their study were as follows:

l Page count (number of html or shtml files used in the Web application).

l Media count (number of media files used in the Web application).

l Program count (number of JavaScript files and Java applets used in the Web

application).

l Reused media count (number of reused/modified media files).

l Reused program count (number of reused/modified programs).

l Connectivity density (total number of internal links divided by page count).

l Total page complexity (average number of different types of media per Web

page).

l Total effort (effort in person hours to design and author a Web application).

Note that Subjects did not use external links to other Web hypermedia applica-

tions, that is, all the links pointed to pages within the original application only.

Regarding the use of CBR, they employed several parameters, as follows:

l Three similarity measures (unweighted Euclidean, weighted Euclidean, and

Maximum).

l Three choices for the number of analogies (1, 2, and 3).

l Three choices for the analogy adaptation (mean, inverse rank weighted mean,

and median).

l Two alternatives regarding the standardization of the attributes ("Yes" for

standardized and "No" for not standardized).

Prediction accuracy was measured using MMRE, MdMRE, Pred(25), and box-

plots of residuals. Their results showed that different measures of prediction accu-

racy gave different results. MMRE and MdMRE showed better prediction accuracy

for MR models whereas boxplots showed better accuracy for CBR.

Seventh Study: Cost estimation for web applications [36]

Ruhe et al.’s [36] employed theCOBRATM (cost estimation benchmarking and risk

analysis) method to investigate if this method was adequate for estimating effort of

Web applications. They used real project data on 12Web projects, all developed by a

small Web company in Sydney, Australia. COBRA is a registered trademark of the

Fraunhofer Institute for Experimental Software Engineering (IESE), Germany, and is

a method that aims to develop an effort estimation model that is to be built from on a

company-specific dataset. It uses expert opinion and data on past projects to estimate

development effort and risks for a new project. The size measure employed was
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WebObjects [12], measured for each one of the 12 finishedWeb applications used in

this study. The prediction accuracy obtained using COBRATM was compared to that

obtained using expert opinion and linear regression, all measured using MMRE and

Pred(25). They found that COBRA provided the most accurate results.

Eighth Study: Do adaptation rules improve web cost estimation? [34]

Mendes et al. [34] compared several methods of CBR-based effort estimation,

investigating the use of adaptation rules as a contributing factor for better estimation

accuracy. They used two datasets, where the difference between these datasets was a

level of ‘‘messiness’’ each had. ‘‘Messiness’’ was evaluated by the number of

outliers and the amount of collinearity [3] that each dataset presented. The dataset

considered less ‘‘messy’’ than the other, presented a continuous ‘‘cost’’ function,

which also translated out into a strong linear relationship between size and effort.

However, the ‘‘messiest’’ dataset presented a discontinuous ‘‘cost’’ function, where

there was no linear or log–linear relationship between size and effort.

Both datasets represented data on Web applications developed by Computer

Science students from the University of Auckland, New Zealand and two types of

adaptationwere used; onewithweights and another without weights [34]. None of the

adaptation rules gave better predictions for the ‘‘messier’’ dataset; however, for the

less ‘‘messy’’ dataset one type of adaptation rule (no weights) gave good prediction

accuracy, measured using MMRE, Pred(25), and Boxplots of absolute residuals.

Ninth Study: Estimating the design effort of web applications [57]

Baresi et al. [57] investigated the relationship between a number of size measures,

obtained from design artifacts that were created according to theW2000methodology,

and the total effort needed to design Web applications. Their size measures were

organized into categories which are presented inmore detail in Table V. The categories

employed were information model, navigation model, and presentation model. Their

analysis identified somemeasures that appear to be related to the total design effort. In

addition, they also carried out a finer grained analysis, studying which of the used

measures had an impact on the design effort when using W2000. Their dataset was

comprised 30 Web applications developed by Computer Science students from

Politecnico di Milano, Italy.

Tenth Study: MMWA: A software sizing model for web applications [58]

Mangia and Paiano [58] investigated an effort estimation model and size mea-

sures for Web projects based on a specific Web development method, namely the

W2000. Their effort estimation model was named metrics model for Web applica-

tions (MMWA). This model comprised four complementary submodels, each

related to a specific aspect of a Web application, as follows:

l Functional sizing model—aimed to size the functionality of a Web application.

l Navigational structures sizing model—aimed to size a Web application taking

into account the complexity of an application’s navigational structure.
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l Publishing sizing model—aimed to estimate the necessary effort to design,

implement, and maintain the application’s content.

l Multimedia sizing model—aimed to estimate the effort needed to create the

multimedia components of an application.

The chapter does not detail any empirical validation of this model.

Eleventh Study: Effort estimation modelling techniques: A case study for Web

applications [59]

Costagliola et al. [59] investigated the use of different size measures and effort

estimation techniques for Web effort estimation. They compare these size measures

and estimation techniques using data from 15 industrial Web projects developed by

a single company. The two sets of size measures employed were: length measures

(e.g., number of pages, number of different media, number of client, and server side

scripts) and functional measures (e.g., external input, external output, external

queries). The estimation techniques employed were linear regression, SWR, regres-

sion trees, CBR, and a combination of regression trees and CBR.

Twelfth Study: Predicting web development effort using a BN/the use of a BN for

web effort estimation/a comparison of techniques for Web effort estimation [20–22]

These three studies were based on the same dataset and effort models; hence being

considered together herein.

The Web effort model used in those three studies was built using a BN. Data on

150 Web projects from the Tukutuku dataset [6] were used for structure and

probability learning, and later the BN’s structure was also validated by a domain

expert who was an experienced Web project manager. This BN model had its

prediction accuracy compared with the accuracy of estimates obtained using

SWR, mean- and median-based effort models, CBR, and a CART.

Thirteenth Study: The use of BNs for Web effort estimation: Further investigation

[23]

Mendes [23] investigated further the use of BN for Web effort estimation when

building the BN model using a cross-company dataset. Four BNs were built; two

automatically using the Hugin tool with two training sets; two using a structure

elicited by a domain expert, with parameters obtained from automatically fitting the

network to the same training sets used in the automated elicitation (hybrid models).

The accuracy of all four models was measured using two validation sets, and point

estimates. As a benchmark, the BN-based predictions were also compared to pre-

dictions obtained using manual stepwise regression (MSWR), and CBR.

The BN model generated using Hugin presented similar accuracy to CBR

and mean effort-based predictions; however, overall MSWR presented the best

results.

Fourteenth Study: BNmodels for web effort prediction: A comparative study [53]
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Mendes and Mosley [53] compared, using a cross-company dataset, several BN

models for Web effort estimation. Eight BNs were built; four automatically using

Hugin and PowerSoft tools with two training sets, each containing data on 130 Web

projects from the Tukutuku database; four using a causal graph elicited by a domain

expert, with parameters obtained by automatically fitting the graph to the same

training sets used in the automated elicitation (hybrid models). The accuracy of all

eight models was measured using two validation sets, each containing data on 65

projects, and point estimates. As a benchmark, the BN-based estimates were also

compared to estimates obtained using MSWR, CBR, mean- and median-based effort

models.

MSWR presented significantly better predictions than any of the BN models built

herein, and in addition was the only technique to provide significantly superior

predictions to a median-based effort model. Two BN models—BNAuHu and

BNHyHu, presented similar to, or significantly better accuracy than the mean-

based effort model, and similar accuracy to the median-based effort model; how-

ever, both showed significantly worse accuracy than MSWR. The other two BN

models showed worse accuracy than at least mean-based predictions.

Fifteenth Study: Building an expert-based Web effort estimation model using

BNs [11]

Mendes et al. [11] described a case study where BNs were used to construct an

expert-based Web effort model. They built a single-company BN model solely

elicited from expert knowledge, where the domain expert was an experienced

Web project manager from a small Web company in Auckland, New Zealand.

This model was validated using data from eight past finished Web projects.

This BN model has, to date, been successfully used to estimate effort for several

new Web projects, providing effort estimates superior to those based solely on

expert opinion, thus suggesting that, at least for the Web Company that participated

in this case study, the use of a model that allows the representation of uncertainty,

inherent in effort estimation, can outperform expert-based estimates.

Sixteenth Study: Applying support vector regression for Web effort estimation

using a cross-company dataset [49]

Corazza et al. [49] investigated the use of a machine learning technique called

support vector regression (SVR) for Web effort estimation, using as data the

Tukutuku database. To gain a deeper insight on the SVR method, they used: (i)

four kernels for SVR, namely linear, polynomial, Gaussian, and sigmoid; (ii) two

variables’ preprocessing strategies (normalization and logarithmic); (iii) two depen-

dent variables (effort and inverse effort). As a result, SVR was applied using six

different configurations for each kernel.

A hold-out approach was adopted to evaluate the prediction accuracy for all the

configurations, using two training sets, each containing data on 130 projects
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randomly selected, and two test sets, each containing the remaining 65 projects. As a

benchmark, the SVR-based predictions were also compared to predictions obtained

using MSWR, CBR, and BNs.
4.2 Discussion

Table IV summarizes the studies that were presented in the survey literature, and

provides us with means to identify a number of trends such as:

l The prediction technique used the most was linear regression.

l The measures of prediction accuracy employed the most were MMRE and Pred

(25). However, we can also observe a recent change in trends toward the use of

a wider range of prediction accuracy measures, in particular the MMRE relative

to the estimate (MEMRE) and the median magnitude of relative error relative to

the estimate (MdEMRE) [45]. This is seen as a positive change given that a

wider range of measures provides the means for a more detailed interpretation

of the results.

l The sizes of the datasets employed varied from 12 to 195. The smaller datasets

contained data from a single company, or a single set of students; whereas the

larger datasets (in particular with size ¼ 150 or size ¼ 195) contained data

volunteered by numerous Web companies.

l Numerous studies employed data from the Tukutuku dataset [6], given this is,

as far as we know, the only dataset to date that records data on Web projects

volunteered by Web companies worldwide.

l The initial trend toward using project data from student-basedWeb applications

has changed toward the use of project data from real industrial Web projects.

This is in our view a positive change given that data on real industrial projects is

more adequate, as far as the external validity of the results is concerned, than

employing student-based data.

l Size measures differed throughout studies, which indicate the lack of standards

to sizing Web applications.

Using the survey literature previously described, we also investigated the type of

Web applications that were used in those studies. Our rationale was that we believed

earlier studies would have more static Web applications (Web hypermedia applica-

tions), and that more recent studies would show a use of more dynamic Web

applications (Web software applications, or Web applications).

The classification of Web applications into Web hypermedia applications, Web

software applications, and Web applications was proposed by Christodoulou et al.

[60]. They define a Web hypermedia application as a nonconventional application
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characterized by the authoring of information using nodes (chunks of information),

links (relations between nodes), anchors, access structures (for navigation), and its

delivery over the Web. Technologies commonly used for developing such applica-

tions are HTML, JavaScript, and multimedia. In addition, typical developers are

writers, artists, and organizations that wish to publish information on the Web and/or

CD-ROMs without the need to use programing languages such as Java.

Conversely, Web software applications represent conventional software applica-

tions that depend on the Web or use the Web’s infrastructure for execution. Typical

applications include legacy information systems such as databases, booking sys-

tems, knowledge bases, etc. Many e-commerce applications fall into this category.

Typically they employ technology such as COTS, components such as DCOM,

OLE, ActiveX, XML, PHP, dynamic HTML, databases, and development solutions

such as J2EE. Developers are young programers fresh from a Computer Science or

Software Engineering degree, managed by more senior staff.

Table V lists the type of application used in each of the studies described in the

literature review, and shows that, out of the 16 studies described in this section, 6

(37.5%) have used datasets of Web hypermedia applications, followed by another

8 studies (50%) that used datasets of Web software applications. Therefore, as we

expected, studies show a trend toward the use of Web software applications.
5. Conclusions

Effort estimation enables companies to know beforehand and before implement-

ing an application, the amount of effort required to develop this application on time

and within budget. To estimate effort, it is generally necessary to have knowledge of

previous similar projects that have already been developed by the company, and also

to understand the project variables that may affect effort prediction.

These variables represent an application’s size (e.g., number of New web pages
and Images, the number of functions/features (e.g., shopping cart) to be offered by
the new Web application) and also include other factors that may contribute to effort

(e.g., total number of developers who will help develop the new Web application,
developers’ average number of years of experience with the development tools
employed, main programming language used).

The mechanisms used to obtain an effort estimate are generally classified as:

Expert-based estimation: Expert-based effort estimation represents the process of

estimating effort by subjective means, and is often based on previous experience

with developing and/or managing similar projects. This is by far the mostly used

technique for Web effort estimation.
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Algorithmic-based estimation: Algorithmic-based effort estimation attempts to

build models (equations) that precisely represent the relationship between effort and

one or more project characteristics via the use of algorithmic models (statistical

methods that are used to build equations). These techniques have been, to date, the

most popular techniques used in the Web and software effort estimation literature.

Estimation using AI techniques: Finally, AI techniques also aim to obtain effort

estimates although not necessarily using a model, such as the ones created with

algorithmic-based techniques. AI techniques include fuzzy logic [16], regression

trees [17], neural networks [18], CBR [3], BNs [20], and SVR [49].

This chapter also presented a survey of previous work in Web effort estimation,

and the main findings were as follows:

l The most widely used prediction technique is linear regression.

l The measures of prediction accuracy employed the most were MMRE and Pred

(25).

l The datasets used in the studies varied in size, ranging from 12 to 195 projects.

l Size measures differed throughout studies, which indicate the lack of standards

to sizing Web applications.

l Out of the 16 papers, 6 (37.5) have used datasets of Web hypermedia applica-

tions, and another 8 (50%) have used datasets of Web software applications.
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Abstract
Nowadays work is becoming predominantly distributed, bringing significant

challenges to effective communication of geographically dispersed groups. In

fact, multisite work presents considerable loss of opportunities for rich interac-

tion and a very substantial reduction in frequency of both formal and informal

communication between coworkers. While communicating face-to-face (F2F)

by speech is easy for individuals, conducting a long-running, productive con-

versation through the digital medium is difficult, especially as the group size

increases. The difficulty of computer-mediated communication (CMC) and

collaboration stands in stark contrast to our natural ability to easily communicate

and collaborate with one another in the physical world. As such, there is a need

to further our understanding of the effectiveness of the many available synchro-

nous and asynchronous communication media (e.g., e-mail, videoconferencing,

or specialized collaboration tools) to support activities of distributed teams.

However, not only media properties (e.g., synchronicity) affect the performance

of groups collaborating from a distance but also the characteristics of groups

(e.g., size, history) and tasks (e.g., idea generation, decision making) play a key

role. In this chapter, we first present a survey on the group-, task-, and media-

related theories that are relevant for the selection of the most appropriate

synchronous communication media to better support distributed ad hoc groups,
that is, short-term groups with neither a history of previous collaborations nor

expectation of future ones. Then, we consistently combine all the reviewed

theories to create two general models that, respectively, can help researchers

to manage the context of experiments on remote group collaboration, and

distributed groups themselves to evaluate, compare, and select the most

appropriate fits between the task at a hand and the media available.
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1. Introduction

Nowadays, no one works completely independently. Almost everyone is part of at

least one group, typically several groups at any point in time. Figure 1 shows a typical

cooperative work framework [1]. Groups of two ormore participants (P) communicate

together, share information, generate and organize ideas, build consensus, make deci-

sions, and so on. Being engaged in some common work, participants interact with

tools and products (i.e., artifacts of work, A). The main purpose of communication is

to establish a common understanding of the work shared between participants.

The development of the understanding happens both indirectly and directly. The

arrows that link participants to the artifacts denote indirect communication. It happens
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FIG. 1. Cooperative work framework: Communication as the basis of collaboration (adapted from

Ref. [1]).
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through the manipulation of shared tools and work objects (e.g., a document, a piece of

code). Feedback represents the information gained by the participant who directly

controls a shared artifact. Further, the changes applied to an artifact convey information

also to the other participants ( feed through). Direct communication is denoted by the

arrow between the participants and happens by speech or over communication media,

such as telephone, fax, and e-mail.

While communicating face-to-face (F2F) by speech is easy for individuals, con-

ducting a long-running, productive conversation through the digital medium is

difficult, especially as the group size increases. The difficulty of computer-mediated

communication (CMC) and collaboration stands in stark contrast to our natural

ability to easily communicate and collaborate with one another in the physical

world [2]. As such, there is a need to further our understanding of the effectiveness

of the many available synchronous and asynchronous communication media (e.g.,

e-mail, videoconferencing, or specialized collaboration tools) to support activities in

distributed teams. However, not only media properties, such as synchronicity, affect

the performance of groups collaborating from a distance. In fact, also who does what
matters, that is, the characteristics of groups (e.g., size, history) and tasks (e.g., idea

generation, decision making) play an important role.

Mainly because of economic factors, nowadays work is becoming predominantly

distributed, bringing significant challenges to effective communication of geograph-

ically dispersed groups. In fact, multisite work presents considerable loss of oppor-

tunities for rich interaction and a very substantial reduction in frequency of both

formal and informal communication between coworkers [3]. Following the trend to

business globalization, also software development has increasingly become

distributed, with little or no possibility for developers to meet. Among the software
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development activities, requirements engineering is one of the most communica-

tion-intensive and then, its effectiveness is greatly constrained by the geographical

distance between stakeholders [4, 5].

The definition of requirements is a highly collaborative, interactive, and interdisci-

plinary process, involving heterogeneous teams of stakeholders [6, 7]. It provides

another example of a dynamic collaboration that can be accomplished by a virtual, ad
hoc group,where somemembers (e.g., representatives from the customer organization)

join the developer groupwhen they can add a value (e.g., to take part in the elicitation of

the requirements, in a prototype demo session), and disengage at the end of the task.

These groups create temporary networks of independent companies and collaborate as

virtual organizations, using information technology to share skills and costs. Thus, such

teams are ad hoc in the sense that they tend to be highly dynamic in creation, participa-

tion, and release, other than typically being geographically dispersed and cross-organi-

zational. Other common scenarios of ad hoc group collaborations are provided by the
partner consortium formed by representatives from different organizations in various

sectors (e.g., academic institutions, industry), who have to coauthor a funding proposal

for applying to the Framework Programme of the European Commission. Also in the

field of software development, several processes, such as document inspections and

reviews in general, can be carried out by ad hoc groups. The first contribution of this
chapter is the proposal of a newdefinition ofadhoc group,which builds on the previous
ones given in the existing literature on group research and is compliant with the

emerging scenario of short-term distributed collaborations.

Due to their temporary nature, ad hoc teams need tools with infrastructure and

administration costs kept at minimum. Instead, multipoint audio–video communica-

tion poses significant practical barriers to deployment (e.g., expense, infrastructure,

support). As such, short-term groups like ad hoc teams often fall back to textual

communication only. However, rich media theories on CMC, namely Social Pres-
ence [8], Media Richness [9–11], and Common Ground [12], have hypothesized

group effectiveness to decrease when media other than F2F are used to accomplish

equivocal tasks that require relational cues to be exchanged. They have reported

about the inadequacy of text-based communication, as compared to rich media, like

F2F and video. Lean media, such as e-mail and instant messaging, lack the ability of

conveying nonverbal cues that contributes to the level of social presence (e.g., gaze,

tone of voice, facial expressions), which in turns fosters individuals’ motivation and

mutual understanding. Nevertheless, these theories have also been criticized for

considering the task to execute as an atomic activity. In addition, both Social

Presence and Media Richness theories have generally been supported when tested

on traditional media, such as F2F communication and telephone, whereas inconsis-

tent empirical findings have resulted when tested on e-mail and video.
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These inconsistencies have encouraged a reconsideration of the descriptive and

predictive general validity of such theories. Thus, more recent theories have asserted

that the effectiveness of CMC depends also on factors other than media richness,

such as the degree of synchronicity, task typology, and group temporal scope.Media
Synchronicity theory [13–15] and Cognitive-Based View [16] have started to inves-

tigate on media effects, looking at the underlying communication processes that

happen in group tasks. On the one hand, Cognitive-Based View represents a sort of

‘‘Copernican revolution,’’ which capsizes the existing perspective of CMC theories,

looking at communication as a cognitive process: Not only must the sender’s

comfort with the communication medium be taken into account, but also the

motivation of receivers and, above all, their ability to process the message properly.

Furthermore, Cognitive-Based View argued that the use of rich media high in social

presence should be used to assure attention for small amounts of information,

whereas the use of lean media low in social presence causes a decreased motivation,

but increases the ability to process large amounts of information during longer

periods of time. On the other hand, Media Synchronicity theory distinguishes

between the interplay of two different communication processes (the conveyance

of additional information, and the convergence to shared views), which vary with

the degree of synchronicity of the medium. Furthermore, since a task is not actually

atomic, but rather constituted of several subactivities, Media Synchronicity theory

suggests that the synchronicity level of media should be aligned with the degree of

conveyance or convergence of each subactivity.

The concept of alignment between task and media characteristics is the very

basis of the theories of Time–Interaction–Performance [17] and Task/Technology
Fit [18, 19]. The frameworks proposed by these theories evaluate the appropriate-

ness of task-medium matches, considering tasks no more as somewhat atomic

activities, like in Media Richness and Social Presence theories, but rather as

complex sets of subactivities and subprocesses, each having different characteris-

tics. Likewise, also group and media characteristics have to be aligned for opportune

collaborations to take place. The theories of Common Ground and Channel Expan-
sion [20–22] argue that groups without a history of previous collaborations, like

ad hoc groups, do not share any experience and thus, have not established a level of

common ground (i.e., shared understanding) sufficient for communicating effec-

tively over lean media. Conversely, members of long-term groups are expected to

communicate more effectively over impoverished media, using their shared experi-

ences to compensate for the media leanness.

Drawing upon these theories, we argue that, by understanding the paradoxical

effects of rich media high in social presence, groups may be better able to select and

use the most appropriate media to accomplish their goals. Hence, the second

contribution of this chapter is presenting a critical review of the very many existing,
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and often conflicting, theories on CMC, which have been combined in a compre-

hensive theoretical framework for predicting, evaluating, and comparing the good-

ness of Task-Technology Fits. The proposed framework also builds on McGrath’s

Task Circumplex [23], which is the most widely used reference model in group

research for task analysis, comparison, and categorization.

Finally, the third and last contribution of this chapter is the definition of a high-

level research model, adapted from Ref. [24] (see Fig. 2), which can be used to

support empirical studies on distributed group research. The theoretical background

outlined later in this chapter will show that providing evidence of group task

effectiveness can be overly challenging: The effects of technologies are contingent

on many factors that differ from situation to situation, according to the context of a

group process—that is, group composition, task typology, and communication
medium. Thus, also the outcome of a group task (e.g., efficiency, effectiveness,

product quality) depends upon the interaction between the group process and these

varying contextual factors. Therefore, results from empirical study with communi-

cation media must be qualified by the context—the group, the task, and the

medium—to which they apply. Through the rest of this chapter, we will update

such model to include the variables that define the contextual group-, task-, and

media-related factors.

To summarize, the three main contributions of this chapter are:

(A) the definition of ad hoc groups, which builds on the previous definitions

given in the existing literature on group research;

(B) the design of a high-level research model for remote group performance

evaluation;

(C) the design of a comprehensive theoretical framework, built upon the Task

Circumplex model and the very many existing theories on CMC, which can

be used to predict, evaluate, and compare the goodness of Task-Technology

Fits.
Task

Media

Group

Group process Outcome

FIG. 2. The general research model adopted to represent the interaction of contextual factors with

group process and their effect on the outcome (adapted from Ref. [24]).
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The remainder of this chapter is structured as follows. Sections 2 and 3 deal with

task-classification frameworks and ad hoc groups research, respectively. Section 4,

instead, frames the complex background of CMC by reviewing the most prominent

theories on media effect. In Section 5, we merge the contribution of the previous

sections, thus creating two general frameworks relevant to group research on

distributed collaboration. Finally, we conclude in Section 6.
2. Task-Classification Frameworks

When differences in group performance are studied, differences in group tasks

must be taken into account with the due regard as well. A widely accepted, general

definition of group task is the one given by Campbell, who defined it as ‘‘the

behavior requirements for accomplishing stated goals, via some process, using

given information’’ [25]. Such definition acknowledges that task characteristics

define not only what is to be accomplished, but also how it is to be done. In fact,

because required behaviors vary from task to task, it is argued that they can

legitimately be viewed as characteristics of tasks themselves [26].

A number of task-classification schemes have been proposed in the literature,

such as Hackman’s Task Framework [26], Wood’s Model of Task Complexity [27],
and Mennecke’s Model of Task Processing in Groups [28]. A list of historical task

classification schemes can be found in Ref. [19]. The two tasks classification

frameworks presented here focus on task complexity, the characteristic of task that

has been studied the most because it relates to both process and outcomes of task

performance, thus playing a key role in categorizing group tasks [19]. As such, the

general research model is updated here to include the complexity of tasks factor as

influencing the group interaction and outcome (see Fig. 3).
Task
-Complexity

Media

Group

Group interaction process Outcome

FIG. 3. The research model updated with the task complexity factor.
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2.1 Task Circumplex

The most prominent theoretical framework formulated to provide a classification

of group tasks is McGrath’s Task Circumplex [23]. Task Circumplex classification
scheme draws upon Hackman’s Task Framework [26], which defined three types of

tasks, namely tasks of idea production, tasks of discussion for group consensus, and

tasks of problem solving. In addition, McGrath’s classification is based on task as

behavior requirements to the extent that each task is characterized not only by its

own objective (i.e., what the group members are supposed to do to accomplish it),

but also by its processes (i.e., how the task should be carried out). The Task

Circumplex, shown in Fig. 4, categorizes all group tasks as belonging to one of

four basic task processes, each of which has in turn two subtypes:

(I) Generate (ideas or plans);

(II) Choose (correct or preferred answers);

(III) Negotiate (conflicting viewpoints or conflicting interests);

(IV) Execute (in competition against other groups or in evaluation against

standards of performance).
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The four process categories are related to one another and arranged in a

circumplex along two dimensions, namely the degree to which processes involve

cooperation (i.e., low member interdependence) versus conflict (i.e., high member

interdependence), and the degree to which the processes involve conceptual versus

behavioral activities. Furthermore, McGrath designed the four process categories to

be collectively exhaustive, thus making the Circumplex useful for comparing

similarities and differences of tasks used in group research.

As an example, we here use the Task Circumplex to categorize the activities of

requirements elicitation (defined as the process of seeking, uncovering, acquiring,

and elaborating requirements for computer-based systems [7]) and negotiation

(defined as the process of reaching an agreement on requirements by resolving

misunderstandings and conflicts due to the conflicting goals and priorities that

stakeholders have [6]). According to the framework above, eliciting requirements

is mostly a creativity task (Type 2), since it is about generating ideas, with a lower

need for problem solving (Type 3) and decision making (Type 4). Conversely, the

negotiation of software requirements involves tasks of Types 3–7, namely creativity,

intellective, decision making, cognitive, mixed-motive, and competitive tasks [29].

Thus, comparing the two forms of requirements workshops, in Task Circumplex

terminology, requirements negotiation is a more complex activity, in that it involves

different tasks, both conceptual and behavioral, with medium to high degree of

member interdependence. In contrast, elicitation is a simpler activity in that it is

mostly a conceptual task of creativity, with low behavioral issues involved and low

degree of member interdependence.

The Task Circumplex is not exempt from limitations and criticisms. While it

gives a way to compare tasks, it does not provide with an objective means to

measure the degree to which tasks in each wedge differ from tasks in both the

same category or in different categories [28, 30]. Despite such criticism, the Task

Circumplex has been the dominant task-classification scheme in the last two dec-

ades. It has been used not only as a task taxonomy, but also as the foundations to

develop theories on communication media selection, discussed in Section 4, which

encompass the intertwined relationships between tasks and technology, discussed in

Section 5.2. Task Circumplex has been adopted by Group Support Systems (GSS)

research (see Ref. [31]) for an exhaustive compendium on GSS-related research

studies). GSS studies have largely dominated group studies for almost more than

two decades, until the end of the 1990s. Christenesen and Fjermstad performed a

meta-analysis of 67 GSS studies, conducted until 1997 [32]. They found that more

than a half of GSS studies employed creative tasks and that more than one-quarter

employed decision-making tasks. Furthermore, most of the laboratory studies

reviewed used contrived tasks designed or manipulated for the research purpose.

To improve the generalizability of results, Dennis et al. called for the use of tasks as
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complex as ‘‘natural tasks,’’ requiring knowledge already within subjects’ knowl-

edge domain [33]. However, since students were and are likely to continue as the

most common source of experimental subjects, the usually contrived laboratory

tasks were puzzles or games (e.g., lost at sea, the parking problem, the philanthropic

foundation task [28]), which required limited or no specialized knowledge to

be recalled [34]. These tasks represent a poor surrogate for the complexity of

‘‘wicked’’ natural tasks, and their employment potentially limited the external

validity and generalizability of GSS laboratory experiments, and likely accounted

for much of the contradictory findings between field and laboratory research

[28, 35, 36]. The multifaceted properties and complexity of natural tasks can be

achieved by using ‘‘realistic tasks,’’ that is, natural tasks replicated in controlled

laboratory environments. The flipside of using realistic tasks in place of contrived

tasks is the likely higher difficulty in evaluating group interaction processes and task

performance. Effectiveness does not have a consistently held definition or interpre-

tation in the group research literature [24]. Satisfaction with both the interaction

process and the outcome is an important variable in group research, since it has been

acknowledged to be indicative of both individual and group performance [37, 38].

2.2 Complex Tasks Typology

First Campbell [25] and then Zigurs and Buckland [19] identified four fundamen-

tal task attributes, from which a typology of complex tasks was derived. The first

dimension is outcome multiplicity, which indicates that a task has more than one

desired outcome. All tasks that involve more than one stakeholder with different

expectation about the goal provide an example of tasks with outcome multiplicity

(e.g., selecting a family home when every family member has different expectations

on price, size, position, service proximity, and features alternatives).

The second dimension is solution scheme multiplicity, which indicates that more

than a solution path exists to accomplish the task and reach the goal. Class schedul-

ing is an example of task with solution scheme multiplicity.

The third dimension is conflicting interdependence, which may exist when con-

flicts are found between alternative task solution schemes or task outcomes. This

may also happen when some pieces of information available are conflicting. Exam-

ples of tasks with conflicting interdependence are provided by quality versus

quantity tasks [19].

The fourth and last dimension is the solution scheme/outcome uncertainty, which
can be identified in all tasks where there is uncertainty about whether one solution

scheme will lead to the desired outcome [19].

Finally, all the possible combination of the four dimension result in 16 distinct

tasks categories, which have been narrowed down to 5, as shown in Table I.



Table I

AGGREGATED TASK CATEGORIES WITH PRIMARY ATTRIBUTES SHOWN IN BOLD (ADAPTED FROM REF. [19])

Dimension

Simple

tasks

Problem

tasks

Decision

tasks

Judgment

tasks

Fuzzy

tasks

Outcome multiplicity No No Yes No Yes

Solution scheme multiplicity No Yes No No Yes
Conflicting interdependence No Yes or No Yes or No Yes Yes or No

Solution scheme/outcome

uncertainty

NA Low to High Low to High Low to High Low to High
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Each of the five task categories is defined in terms of primary attributes, shown in

bold in the table. Thus, Simple tasks are primarily characterized by the existence of a

single outcome and solution scheme, the opposite of Fuzzy tasks. Problem tasks and

Decision task are characterized, respectively, by solution scheme multiplicity and

outcome multiplicity. Instead, conflicting interdependence dimension primarily

identifies Judgment tasks. Finally, although not applicable in the case of Simple

tasks, the dimension of solution scheme/outcome uncertainty does not primarily

characterize any of the four remaining categories because it can be present in each of

them, ranging from low to high, depending on the nature of the task itself (e.g., when

the scope of the task is large or the outcomes hard to measure).

Campbell also observed that other than the four primary complexity attributes,

there are also other characteristics that may be associated with task complexity, such

as lack of structure, ambiguity, and difficulty. Hence, unlike McGrath’s Task

Circumplex, the complex tasks typology proposed by Cambpell is not designed to

be collectively exhaustive. In addition, as pointed by Zigurs and Buckland, who

refined the initial work by Campbell [25], it focuses on the kinds of tasks that are

usually found in organizational decision-making groups [19]. As such, the Tasks

Typology presented here results less useful than the Task Circumplex for general-

purpose group tasks categorization and comparison.
3. Group Research

3.1 Teams with No Past and Future: Ad Hoc Groups

Besides task type, another contextual factor that influences group studies is

temporal scope, that is, ‘‘the extent to which groups have pasts together, and expect

to have a future’’ [17] (p. 149).
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Work groups are today increasingly nimble and subject to frequent changes [39].

This underlying idea in ad hoc groups is that of a small entity, highly dynamic

in creation, participation, and release, formed to accomplish the goal at hand

(e.g., solve a specific problem), and then, disband as soon as the collaboration is

over. Hence, ad hoc teams are also called goal-oriented teams [40]. These teams are

sometimes associated with strike teams, which are small groups of people with a

specialized purpose, such as responding to a critic situation, like a terrorist attack or

a natural disaster, in a timely manner. In addition, ad hoc groups typically exhibit

both loose affiliation and geographical dispersion, that is, they are virtual teams,

composed recruiting members from independent departments in different organiza-

tions [41]. Virtual organizations of the future will be more and more comprised of

flexible, ad hoc groups that individuals join when they can add value and disengage

when they are no longer needed [42]. Today, a common scenario of ad hoc groups
collaboration is provided by the partner consortium formed by representatives from

different organizations in various sectors (e.g., academic institutions, industry), who

have to coauthor a funding proposal for applying to the Framework Programme of the

European Commission. Also in the field of software development several processes,

such as document inspections and reviews in general, can be carried out by ad hoc
groups [43]. The scenario of distributed requirements provides another example of a

dynamic collaboration that can be accomplished by a virtual, ad hoc group, where

some members (e.g., representatives from the customer organization) join the devel-

oper group, when they can add a value (e.g., to take part in the elicitation of the

requirements, in a prototype demo session), and disengage at the end of the task.

The limited group size and temporal scope are the key characteristics of ad hoc
groups. Ad hoc groups do not usually include more than 10 participants. However,

every attempt to define the typical size is vain. Even research on small groups

reports varying ranges, usually 3–5 participants for small-sized groups, and 6–12 for

medium-sized groups [44]. However, in absence of a widely accepted definition of

group size, these ranges can be considered reasonable, bearing in mind the research

already undertaken. The study of small- and medium-sized groups is important

because it has been shown that larger groups do not necessarily produce a propor-

tionally higher number of ideas and thus, there is likely to be an optimal group size,

beyond which any further increase in membership does not equate with an increase

in contributions [44]. Temporal scope defines group history and future, that is, the

shared experience that the group has developed in the past and the expectation of

future collaboration, respectively. For ad hoc groups, temporal scope corresponds

exactly with the time needed to carry out one collaboration. In other words, while

traditional groups are conceived as established, that is, long-term, standing teams

that work together for a long time across several independent projects, ad hoc groups
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are instead teams brought together for a short time to carry out only the collaborative

effort in attendance. The meaning of ad hoc groups today differs greatly from the

earlier definitions provided by researchers over the years. Ad hoc groups, also called
single-task groups initially, have been studied since the end of the 1950s [45–47] and

over the last decades [33, 48–50]. According to the definition given by Mennecke

et al. ad hoc groups are teams whose ‘‘members have no experience working

together with other members and little or no expectation that they would work

together in the future.’’ In contrast, they defined established groups as ‘‘on-going

groups, that is, groups where members have a significant history working together as

a group and anticipate having a significant future together’’ [30, 48]. Likewise,

Dennis et al. defined ad hoc groups as single-task groups whose members have not

worked together prior to the study and do not anticipate to continue working together

after the study [33]. Although similar to the others, this definition is indicative of

how past research considered ad hoc groups as single-task, ‘‘laboratory groups’’ of

randomly assembled subjects to be studies merely as ‘‘experimental, microscopic

models’’ of established groups, seen instead as natural groups [45]. However,

Bormann [47], McGrath [23], and Mennecke et al. [30] pointed out the inadequacies

associated with using single-tasks groups, in terms of the lower generalizability of

results. Nevertheless, single-task groups have almost universally been used in

laboratory experimentation, compared to field studies, where established groups

are utilized instead.

While previous research has almost exclusively treated ad hoc groups as a factor
partially accounting for discrepancies between laboratory and field studies, current

research cannot continue to neglect the relevance of studying ad hoc group per se.
We cannot continue to refer to established groups as ‘‘natural groups,’’ since

nowadays ad hoc groups are functionally used as well, and no more employed

only in laboratory studies. While established groups are still more traditional, they

are to be considered as natural as ad hoc groups. We suggest to adopt the definitions

given by McGrath et al. to distinguish natural groups, defined as ‘‘groups that exist

independently of the researcher’s activities’’ and used in field experiments, from

concocted groups, which are instead ‘‘brought together only for the purpose of

laboratory experiments’’ [23] (p. 41). Thus, group research studies can employ

natural as well as concocted ad hoc groups. In addition, compared to concocted

established groups, laboratory studies on concocted ad hoc groups will suffer from
minor problems of results generalizability, since they represent a more adequate

experimental model of their natural counterpart. We also suggest the following new

definition of ad hoc groups.
Definition. An ad hoc group is a small- to medium-sized team highly dynamic in

creation, participation, and release, whose members have no past experience of
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working together and little or no expectation of collaborating again in the future. The

temporal scope of an ad hoc group corresponds exactly to the time needed to carry

out the collaboration in attendance.
3.2 Challenges and Needs in Supporting

Remote Ad Hoc Groups

The definition above voluntarily omits the adjective ‘‘distributed,’’ typically used

to further characterize an ad hoc group, because virtual ad hoc teams are more

common and of our primary interest, there can be collocated ad hoc groups as well.
Our specific interest in supporting collaboration of ad hoc groups is twofold. We

aim at understanding (1) the key challenges in ad hoc group communication

processes and (2) the attributes of communication media to use in order to cope

effectively with such challenges when ad hoc groups are distributed.
Very little is known today about the differences in group dynamics of ad hoc groups.

In his research study, Tuckman only reported hypotheses on short-term groups devel-

opment [51] (p. 79). He supposed that ‘‘duration of group life would be expected to

influence the rate and amount of development.’’ Nevertheless, short-term groupswould

also be expected to ‘‘essentially follow the same course as long-term groups [. . .] with
the requirements that the performing stage be reached quickly,’’ to the detriment of the

other phases that are not ‘‘as salient as task execution’’ in task-oriented groups.

The study of short-term groups has been somewhat neglected by group research,

especially GSS, since it was only accounted as one of the factors that could explain

variance of experimental results. Nevertheless, useful insights have been gained from

a review GSS research on the effects of group history and experience, in the compari-

son between established and ad hoc groups. Hall andWilliamswere among the first to

report that conflicts and decision quality in decision-making tasks are moderated by

group history [46]. While decision quality resulted positively related to outcome

quality in established groups (i.e., the more the conflicts, the higher the decision

quality), the relationship resulted reversed for ad hoc groups (i.e., the more the

conflicts, the lower the decision quality). This result was later confirmed by Dennis

et al., who also found that established groups did not communicate more than ad hoc
groups, which in turn showed a greater equality of members’ participation (i.e., no

domination as for established groups’ communication), but also less openly critic

messages (i.e., more inhibited communication) [33]. Mennecke et al. found partial

evidence in support of themajor quantity of information shared by ad hoc groups [48].
Benbasat and Lim performed a meta-analysis of research on the effects of group

history and found that decision quality is not significantly affected by group history,

which instead was confirmed to negatively affect equality of participation (i.e., the
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more the past experiences share by a group, the less equal themembers’ participation)

[37]. In addition, with respect to traditional established groups, ad hoc groups

typically exchange more task-focused, impersonal information, and exhibit less

openness and trust [32]. Finally, Alge et al. suggested the need to distinguish between

past and future groups for investigating the effects of groups’ experience and motiva-

tion [49]. Past groups are teams nearing to completion of a collaboration, whereas

future groups, instead, are newly formed teams just starting a collaboration. Past and

future groups exhibit different level of motivation. Members of future groups are

more likely to bemotivated to engage in interactions thanmembers of past teamswho

feel to be close to the end of the collaboration and thus, tend to exchange a lower

amount of information. However, it is unclear how these results relate to ad hoc
groups. Given our proposed definition, the characteristics of past and future teams

blend in the temporary nature of ad hoc groups, in the sense that the limited temporal

scope makes an ad hoc group a newly formed team, also close to the completion.

The technological challenges to be faced in supporting distributed, ad hoc groups
stem from the limited temporal scope too. Given the rather occasional and temporary

nature of ad hoc groups’ collaboration, the adoption andmaintenance costs of complex

collaborative platform (groupware) can hardly be justified and sustained. The adoption

of such sophisticated collaborative platforms has proved to be problematic even for

established groups, in both traditional [52] and virtual organizations [2]. Hence, we

argue that ad hoc groups, to be effectively nimble, should be supported by communica-

tion tools that have a low learning curve, so that dynamic engaging of new members is

facilitated, and whose infrastructure and administration costs are minimal, so that

dynamic creation is facilitated. This need for supporting dynamism turns out to require

the adoption of either commonly available tools, such as instant messaging, e-mail,

wikis, issue trackers, or systems that do not require administration and maintenance of

any central resource bydesign [53–55]. In the latter case, P2P collaborative systems can

support ad hoc groups in the sense that they build overlay networks that sit on top of the
Internet, and almost exclusively use resources (e.g., disk storage, bandwidth) already

available on the same hosts running the peers (i.e., the edge of the Internet).

To conclude this section, we show in Fig. 5 the research model updated to include

the size and temporal scope variables, which characterize the group-related contex-

tual factors.
4. CMC Theories

As geographically dispersed individuals more and more communicate via com-

puter, understanding the effectiveness of the very many available media has become

vital. Media are usually classified in the time/space matrix (see Fig. 6), according to
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both the spatial dimension (collocated/distributed, i.e., where interaction occurs) and
the temporal dimension (synchronous/asynchronous, i.e., when the interaction

occurs). For instance, F2F communication allows synchronous interaction and

requires physical collocation of individuals. Instead, e-mail allows asynchronous

interaction and does not require collocation.

Media can also be classified according to another dimension, richness. We can

intuitively epitomize richness as the ability of media to convey a larger amount of

information in different forms. The figure above shows the media along the media

richness continuum. F2F is the richest form of communication, since it conveys

information via audio and video channels, but also through cues like gesture and
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posture. Consequently, videoconference is richer than telephone, since the latter

lacks video as information channel, whereas e-mail is richer than letter, since

electronic mail can also attach multimedia content. Many CMC theories have

provided different definitions of media richness, but, despite such differences, the

resulting rank of media richness has never changed from the one presented before.

Besides, many CMC theories have agreed on the inadequateness of text-based

communication for complex, collaborative tasks, suggesting that, as complexity

increases, so should the level of richness of the media used.

Despite the negativity of the aforementioned technological and theoretical pre-

mises, the last decade has witnessed the success of many open-source projects which

are coordinated through the almost-exclusive use of text-based technologies, such as

web sites, e-mail, and IM. These technologies, although not novel, have found their

own way in supporting collaboration. E-mail is the most used collaborative tool to

date, and a place where new collaborations emerge [57]. IM, although initially

banned as an application intended only for teenagers, has found a number of uses

in the workplace, including opportunistic interactions, and a ‘‘signaling’’ function

by which people negotiate their presence and availability [58, 59]. Web sites and

their natural evolution, the Wikis, foster collaboration throughout knowledge shar-

ing [60]. Open-source development provides just one of the scenarios where text-

based communication is effectively used to perform complex collaborative tasks.

As already pointed out, interaction of individuals is deeply influenced not only by

media characteristics but also by tasks requirements and group characteristics like

history and experience.

In the following, we review the fundamental theories on CMC and media selec-

tion. Sections 4.2 and 4.3 discuss the Social Presence Theory and the Media

Richness Theory, respectively. The theory of Common Ground is introduced in

Section 4.4. Section 4.5 presents the Media Synchronicity Theory. Finally, the

Cognitive-Based View is discussed in Section 4.6.

4.1 Social Presence Theory

Social Presence refers to the degree to which one perceives the presence of

participants in the communication. Social Presence theory argues that media differ

in the ability to convey the psychological perception that other people are physically

present, due to the different ability of media to transmit visual and verbal cues

(e.g., physical distance, gaze, postures, facial expressions, voice intonation, and so

on) [8]. Some mediums (e.g., videoconferencing or telephone) have greater social

presence than other mediums (e.g., e-mail), and media higher in social presence are

more efficient for relational communication (i.e., building and maintaining interper-

sonal relationships), as they involve social/personal issues and thoughts.
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Social Presence presumes the outcome of an interaction to be determined by the

capacity of the selected medium to support the type of communication required.

More specifically, Short et al. argue that F2F interaction, thanks to the wider

capacity of conveying social presence, is more effective for relational communica-

tion than text-based media, such as e-mails, which do not transmit any cue and are

then, more effective for task-focused communication.

Finally, Social Presence theory has also been found to be a strong indicator of

satisfaction, that is, the higher the sense of social presence conveyed by a medium,

the higher the satisfaction perceived by participants when communicating [61].

4.2 Media Richness Theory

One of the most widely applied theories of media selection is Media Richness

theory by Daft and Lengel [10, 11]. Media Richness, which builds on the theory of

Social Presence, argues that communication media differ in their ability to facilitate

understanding. Daft and Lengel have defined information richness as the capacity of

information ‘‘to change understanding within a time interval’’ [9]. Thus, in Daft and

Lengel’s terms, what differentiates richer media from leaner media is the amount of

information a medium could convey to change the receiver’s understanding within a

time interval. This capacity depends on several factors, such as the ability of the

medium to transmit multiple cues, immediacy of feedback, and language variety.

The perceived sense of social presence of a medium is proportional to the medium

richness. As a result, rich media with a wide communication capacity also have a

high level of social presence. F2F interaction is the richest media, due to its

capability of expressing message context in natural language and conveying at the

same time multiple cues via body language and tone of voice, and it is supposed to

change understanding of participants in communication in a shorter time interval.

The second richest medium is videoconferencing, because, although it still grants

the use of natural language, and the access to some visual and verbal cues, it conveys

a lower sense of social presence to conversation participants. E-mail, chat/IM, and

letters are instead the leanest media because, when adopted, communication

exchanged by participants is conveyed on a single channel, that is, text, be it written

or typed.

Like Social Presence Theory, also Media Richness theory presumes that the

outcome of an interaction is determined by the communication capacity of the

selected medium. While Social Presence theory relates performance primarily to

the type of interaction required (relational vs. activity focused), Media Richness

Theory asserts, instead, that performance depends on the appropriateness of the

match between media richness characteristics and information requirements of the

task (clarification vs. additional information). Indeed, Media Richness Theory
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postulates the existence of two complementary forces that act on participants when

they process the information exchanged when communicating (see Fig. 7). One

force is uncertainty, which is defined as the ‘‘difference between the amount of

information required to perform a task and the amount of information already

possessed’’ [11]. This definition builds on earlier research work about information

theory (i.e., as information increases, uncertainty decreases [62]). Uncertainty is

reduced obtaining additional data and seeking answers to explicit questions. The

other force is equivocality, which is the existence of multiple and conflicting

interpretations about a situation [11]. As uncertainty is more related to the amount

of information available, equivocality is more related on the quality of information

available: Equivocality means ambiguity and reflects confusion and lack of common

understanding, whereas uncertainty means the absence of sufficient data necessary

and reflects the inability to process information properly.

Equivocality is reduced by seeking for clarification, reaching agreement, and

deciding what questions to ask. The postulation of the existence of these two

complementary forces has also implications on the selection of the most effective

medium to use. Media Richness theory posits that rich media are better suited in

equivocal communication situations (where there are multiple, even conflicting,
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FIG. 7. The uncertainty and equivocality forces that act on individuals during communication (adapted

from Ref. [11]).
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interpretations for available information), whereas lean media are best suited in

uncertain communication situations (where there is a lack of information). Equivo-

cality is often symptomatic of disagreements and, thus, providing sufficient clar-

ifications can reduce it. Rich media interaction (e.g., F2F), is preferred in situations

of equivocality, as it allows for rapid feedback and multiple cues, thus facilitating

the convergence to a shared interpretation. On the other hand, when messages are

not equivocal, lean media are preferred. Thus, uncertainty can be reduced by

obtaining sufficient additional information using media like e-mail or written

reports. Therefore, in short, Media Richness proposes that task performance will

be improved when tasks needs are matched to the medium ability of conveying

information.

Finally, we notice that Daft and Lengel have treated equivocality and uncertainty

as independent constructs. However, it must be pointed out that a new amount of

data can also generate ambiguity, and that equivocal scenarios may need more data

to converge as well.

4.3 Common Ground Theory

The Common Ground theory by Clark and Brennan is a fundamental theory in the

CMC field [12]. It subsumes all the existing theories of communication in that it

describes the basic process of grounding, a process orthogonal to all forms of

communication, which encloses the essential goal of communicating: Reaching a

common understanding. Indeed, grounding is the interactive process by which

communicators exchange evidence in order to reach a mutual understanding, updat-

ing moment by moment their common ground, that is, the amount of shared

information already owned.

Communicating is more than simply sending off messages. Speakers must assure

themselves that receivers have correctly understood the message. Communication is

a collective activity that requires coordinated action of all participants, and ground-

ing is crucial for keeping track of the coordination. Individuals contribute to a

conversation repeating two steps, namely presentation, that is, the speaker presents
an utterance to the receiver(s), and acceptance, that is, the receiver(s) accepts

(accept) the utterance, giving evidence of correctly understanding what the speaker

meant. It takes both phases for a contribution to be complete: Grounding and the

communication itself are impaired if the speaker does not get any evidence of

acceptance. Evidence can be either positive (the message has been understood, the

speaker can go on) or negative (the message is misunderstood and the speaker must

repair before proceeding). Such evidence can be provided by different grounding

techniques that change with medium. Grounding techniques include, to name

but a few, acknowledgments (e.g., nodding, saying ‘‘yes,’’ or typing ‘‘ok’’), spelling
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(e.g., spelling one’s family name), and verbatim displays (e.g., repeating word by

word a telephone number). But also speakers can explicitly seek for evidence asking

questions (e.g., saying ‘‘right?’’ at the end of an utterance). Questions asked from

receivers are usually a form of negative feedback as they represent a request for

clarification. However, the positivity or negativity of acknowledgments is not

context-free.

Grounding techniques are deeply affected by media characteristics. Since text-

based communication does not convey neither visual nor verbal cues (e.g., nodding,

face expression, gaze direction are unavailable), it constraints the possible form of

evidence that people can seek to acknowledgments (one would never use verbatim

displays or spelling in text-based chat). Clark and Brennan go beyond the level of

media richness and social presence and present eight properties that act as con-

straints on the grounding process (see Table II).

Participants in a F2F conversation usually establish common ground on the fly, as

they have access to cues like facial expression, gestures, and voice intonation. Instead,

when participants communicate over media, the fewer cues they have, the harder to

construct it. As a consequence, according to Clark and Brennan’s theory, ‘‘people

who have little common ground benefit significantly from having a video channel’’

and, conversely, ‘‘only people who have previously established a lot of common

ground can communicate well over impoverished media’’ (e.g., e-mail or IM) [2].

From the previous figure we notice that text-based communication lacks key

attributes like copresence (owned only by F2F communication), visibility, and
audibility that Common Ground Theory claims to be necessary for communicators

unknown to each other for developing mutual understanding. Simultaneity refers to
the ability of the medium to allow for full-duplex communication, that is, indivi-

duals can send and receive at once and simultaneously. Simultaneity is strongly

related to synchronicity, which distinguishes between same time and different time

media. However, no medium has all the attributes at the same time. Text-based

communication offers two characteristics that even F2F and audio/video communi-

cation lack, namely reviewability and revisability. Reviewability, also called repro-

cessability, is the extent to which a message can be reexamined or processed again

within the context of the communication event. Text-based media enable the

receiver to repeatedly process the message to ensure accurate understanding. Revi-
sability, also called rehearseability or editability, is the extent to which media

enables the sender to rehearse or fine tune the message before sending. Text-based

media enable the sender to carefully edit a message while it is being sent to ensure

that the intended meaning is expressed exactly. Erickson and Kellogg [63] have

drawn attention to these two powerful characteristics of text-based communication,

which make it persistent, traceable, thus enabling the use of search and visualization

technologies.



Table II

MEDIA CONSTRAINTS AFFECTING GROUNDING (ADAPTED FROM REF. [2])

Medium Copresence Visibility Audibility Synchronicity Simultaneity Sequentiality Reviewability Revisability

F2F ● ● ● ● ● ●
Videoconference ● ● ● ● ●
Telephone ● ● ● ●
Chat/IM ● ● ● ● ●
E-mail ● ●
Letter ● ●
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When a medium lacks one of these characteristics, it forces people to use

alternative grounding techniques. This happens because the costs (i.e., the effort

for the speaker, the receiver, or both) of using the different techniques of grounding

change. Clark and Brennan count 11 different types of costs. For instance, delay
costs, that is, the cost of waiting for messages to be completed, are paid by both

speakers and receivers. Such costs have to be low in synchronous media, as long

pauses would disrupt communication. Production costs of messages are paid only by

speakers and are much lower in media carrying voice than in those text-based.

In contrast, reception costs are only paid by receivers. Listening is generally easier

than reading. However, reading may be less costly when messages content is particu-

larly complex, to the point that they must be reviewed several times to allow for

correct deliberation. Thus, grounding process is also affected by the purpose of

communication (i.e., the task). This aspect, however, has not been examined in

deep by Common Ground Theory. When individuals communicate, they try to reach

understanding minimizing the effort for themselves and the others, paying as few of

these costs as possible. This rule is known as the least collaborative effort principle.

4.4 Media Synchronicity Theory

Both Social Presence and Media Richness theories presume that the outcome of

an interaction is determined by the communication capacity of the selected medium.

Media Richness Theory relates performance primarily to type of information

required by tasks (clarification vs. additional information), whereas Social Presence

theory relates it primarily to the type of interaction (relational vs. activity focused).

A number of empirical studies of media use have provided evidence that runs

counter to the predictions [15, 22], thus pushing researchers to theorize that media

selection is also affected by factors beyond richness.

Social Presence and Media Richness Theories have been refined by Media

Synchronicity theory by Dennis and Valacich [13–15]. Social Presence and Media

Richness theories are task-centric: A task is the key element to medium selection,

but it is considered as a high-level construct—that is, relational or activity focused,

equivocal or uncertain. As suggested by McGrath [17], tasks are composed of many

subelements, processes, and activities which may need different media. For example,

in Daft and Lengel’s terms, resolving a task of equivocality would mean developing

a shared framework for analyzing the situation, populating the framework with

information of a shared meaning, and assessing the results to arrive at a shared

conclusion for action. However, each of these steps may have different media

needs, such that even tasks of uncertainty may include steps that require rich media

[64]. Media Synchronicity theory posits that group communication, regardless of

the task (whether equivocal or uncertain, relational or activity focused), is composed
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of two fundamental communication processes, conveyance and convergence. Con-
veyance is the exchange of information, followed by deliberation on its meaning.

It can be divergent, in that not all participants need to focus on the same information

at the same time, nor must they agree on its meaning. Convergence is the develop-
ment of shared meaning for information, in that participants must understand each

other’s views and agree. The constructs of conveyance and convergence are

not different from the concepts of uncertainty and equivocality developed

by Media Richness theory. However, Daft and Lengel have treated equivocality

and uncertainty as independent constructs. Therefore, for resolving equivocality,

Media Richness theory emphasizes the need to converge, whereas conveyance

is left to tasks of uncertainty. Instead, Media Synchronicity theory argues that

conveying information and converging on a shared meaning are equally critical

for tasks of equivocality and uncertainty: New amounts of data can also generate

ambiguity, and equivocal scenarios may need more data to converge as

well. Thus, without adequate conveyance of information, individuals will reach

incorrect conclusions, and without adequate convergence, the group cannot move

forward.

Social Presence and Media Richness theories assume the existence of the richest

medium in absolute, which is F2F communication. According to Dennis and Vala-

cich, ranking media in absolute terms is not practical, though. They argue that media

should not be ranked in order of their richness without consideration of context, and

that attempting to recommend a single medium based on a high-level task is doomed

to failure. Media possess many capabilities, each of which may be more or less

important in a given situation. Media Synchronicity theory postulates that media

have a set of capabilities, and that performance will be enhanced when such

capabilities are aligned with the processes of conveyance and convergence. Thus,

in Dennis and Valacich’s terms, ‘‘the richest medium is that which best provides the

set of capabilities needed by the situation,’’ that is, the individuals, the task, and the

social context. Table III examines the capabilities of several media.

Symbol variety is the number of ways in which information can be communi-

cated—the ‘‘height’’ of the medium—and subsumes Daft and Lengel’s multiplicity

of cues and language variety. The importance of symbol variety depends upon the

piece of information that needs to be communicated. In general, conveyance should

require a greater symbol variety depending upon the task. In contrast, convergence

requires understanding others’ interpretations, which can usually be communicated

using a simpler symbol set. Parallelism refers to the number of simultaneous

conversations that can exist effectively—the ‘‘width’’ of the medium. In traditional

media such as the telephone, only one conversation can effectively use the medium

at one time. In contrast, many electronic media can be structured to enable many

simultaneous conversations to occur. The importance of parallelism depends upon



Table III

CAPABILITIES OF MEDIA (ADAPTED FROM REF. [15])

Medium

Symbol

variety Parallelism

Immediacy

of feedback Rehearseability Reprocessability

F2F Low-high Low High Low Low

Videoconference Low-high Low Medium-high Low Low

Telephone Low Low Medium Low Low

Letter Low-medium High Low High High

E-mail Low-high Medium Low-medium High High

Chat Low-high High Low-medium Medium-high High

Media are listed as having a range of capabilities because they are configurable (e.g., e-mail may or

may not enable the use of tables or graphics).
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the number of participants. It is unimportant for small groups. For large groups,

however, parallelism is very important to conveyance in enabling all members to

participate. Usually, the greater the parallelism, the easier it is to generate divergent

information (i.e., conveyance). Conversely, convergence will generally benefit from

low parallelism because the focus of the process is on understanding others’

viewpoint. As the number of conversations increases, it becomes increasingly

difficult for the group to focus on one topic or issue, which may in some circum-

stances impede the development of mutual understanding (i.e., convergence). Imme-
diacy of feedback is the extent to which a medium enables users to give rapid

feedback on the communications they receive (i.e., the ability of a medium to

support rapid bidirectional communication). It is important in improving under-

standing because it enables mid-course corrections in message transmission, so that

any misleading elements in the message as sent can be quickly corrected. More

immediate feedback can have significant benefits in improving the speed and

accuracy of communication. Immediacy of feedback and parallelism dimensions

define ‘‘the level of synchronicity’’ of media. Rehearseability and reprocessability
match respectively with the attributes of revisability and reviewability defined by

Clark and Brennan for the Common Ground Theory. Rehearseability is probably

unimportant for simple messages, but becomes more important as the complexity or

equivocality of the message increases because increased rehearseability will lead to

improved understanding. However, media with high rehearseability tend to have

lower feedback. Reprocessability enables the receiver to repeatedly process the

message to ensure accurate understanding, thus fostering conveyance. Reprocessa-

bility becomes more important as the volume, complexity, or equivocality of the

message increases. Increased reprocessability will lead to improved understanding,

regardless of the information or communication process (conveyance or
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convergence), although it is often more important to conveyance. Conveyance often

produces information requiring deliberation, for which reprocessability is important.

In media selection, one must take into account that most tasks require individuals

to both convey information and converge on shared meanings, and media that excel

at information conveyance are often not those that excel at convergence. Thus,

choosing one single medium for any task may prove less effective than choosing a

medium, or set of media, which the group uses at different times in performing the

task, depending on the current communication process (convey or converge).

According to Media Synchronicity theory, although the selection of the most

appropriate medium (or set of media) depends upon all these five dimensions, the

key to effective media usage is matching the synchronicity level to the level of

conveyance and convergence required to perform a task. Indeed, Dennis and Vala-

cich posit that media that support high immediacy of feedback and low parallelism

encourage the high synchronicity, which is the key to the convergence process.

Conversely, media that support low immediacy of feedback and high parallelism

provide the low synchronicity, which is the key to the conveyance process. Although

the formulation and the constructs names change, the task-media matching sug-

gested by Media Synchronicity theory is the same one suggested by Media Richness

Theory. Indeed, high-synchronicity media, with immediate feedback and low paral-

lelism, are exactly F2F, and audio/video conference, that is, the richest media high in

social presence that best fit equivocal tasks. High parallelism, instead, is not feasible

when audio and video channels are available. Thus, low-synchronicity media with

high parallelism are exactly e-mail, chat, and IM, that is, the lean media low in social

presence, which best fit uncertain tasks.

Beside synchronicity, there are other factors that influence the effectiveness of

media in supporting different groups, even those performing similar tasks. Group

history—that is, the extent to which groups have worked together in the past—is a

situational factor that can influence effectiveness because it can alter the perception

of media richness of time. Established groups are more likely to have established

norms (e.g., roles within the group), and well-established processing norms for the

task performing. The group will be more likely to move directly to execution with

less storming and norming. During performing, group members are able to work

separately on their assigned tasks. Thus, performing requires more conveyance than

convergence, although some convergence is clearly required. The need for media

synchronicity is therefore lower during performing than during forming, storming,

and norming. As a group matures they ‘‘are likely to become able to carry out all

their functions, at least for routine projects, with much less-rich information

exchanges’’ [15]. This means that (1) the communication requirements of groups

will likely differ over time, depending upon shared experiences; (2) the perceptions

about medium usefulness for a task and the group’s ability to perform a task in a
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given medium change over time. As group members come to know each other better

over time, they share common experiences that may be evoked by very simple

messages that refer to those shared experiences. Therefore, over time established

groups will require less convergence communication processes, or, equivalently,

less use of high-synchronicity (high feedback, low parallelism) communication

environment. Conversely, newly formed groups (e.g., ad hoc groups) will have

fewer well-established norms and will likely spend more time in forming, storming,

and norming, before moving to performing. This will result in more complex

processes requiring more conveyance, and, especially, convergence. Before group

members can effectively work together, they often need to have a better understand-

ing of each other, and socially related communication activities that are best

developed through media with social presence. Thus, newly formed groups, groups

with new members, and groups without accepted norms will require more use of

media with high synchronicity (high feedback and low parallelism), and symbols

sets with greater social presence.

4.5 Cognitive-Based View

Researchers have long studied the effects of social presence and media richness

on media choice, and the effects of media use. However, it is not always the sense of

presence that is vital to communication, but also having sufficient information in the

appropriate format and the ability to properly process it [65]. Furthermore, the

original premise of Daft and Lengel’s Media Richness theory was to understand

how media effect a change in receivers’ understanding. Nevertheless, the influence

of media choices on the cognitive processes that underlie communication has been

overlooked. Robert and Dennis described a Cognitive-Based View of media choice

and media use, based on dual process theories of cognition, which argue that in order

for individuals to systematically process messages, they must be motivated to

process the message and have the ability to process it [16]. Communication is not

only an exchange of information, but also an exchange of attention. Different media

have different usage costs to the receivers. Running counter to past research (i.e., the

more complex the task, the richer the media to be used), they argued that the use of

rich media high in social presence induces increased motivation, but decreases the

ability to process information, whereas the use of lean media low in social presence

induces decreased motivation but increases the ability to process information (see

Fig. 8). Robert and Dennis called the inverse relationship between motivation and

attention with the ability to process a media richness paradox.
This paradox has profound implications on CMC research, since both Social Pres-

ence and Media Richness theories posits that F2F communication, as typical

examples of rich/high-social-presence media, is better suited for highly equivocal
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FIG. 8. Cognitive-Based View theory identified the inverse relationship between motivation and

attention with the ability to process (adapted from Ref. [16]).
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tasks. One of the criticisms oftenmoved against these two theories is that they consider

the ‘‘perceived’’ effectiveness of media from a sender’s perspective. The cognitive-

basedmodel ofRobert andDennis reverses the perspective, analyzing froma receiver’s

point of view how media affect the change in understanding. In general, the greater

the social presence of a medium, the greater the receiver’s motivation has to be to

participate in the communication process, but also the greater the sender’s the

ability to monitor attention. Thus, senders will require the use of rich media to

ensure that receivers have high levels of attention and are motivated to process the

message.

However, the level of social presence provided by media has an inverse relation-

ship with the receiver’s ability to process the message. One important media

attribute is reviewability (or reprocessability), that is, the ability to allow the receiver

to reprocess the information. In general, media with low social presence provide a

higher level of reprocessability that allows the receiver to stop and think over

important or difficult points. Also, the receiver can repeatedly access extra sources

of information, and review the message until it is fully comprehended. In contrast,

by social convention, media high in social presence do not allow individuals to

elaborate at will, as they are supposed to respond quickly to avoid disrupting the

conversation. Rich media high in social presence allow the receiver little ability to
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access multiple sources of information or reprocess the information. This is a major

drawback because individuals have a natural constraint on the amount of informa-

tion they can accept, process, and recall. Thus, when complex messages are sent

over media high in social presence, reducing the amount of time one has to process

ends up increasing the information load: A receiver can quickly become over-

whelmed with information in a state, commonly referred to as information overload,

‘‘in which the amount of information that merits attention exceeds an individual’s

ability to process it’’ [66].

Also the number of receivers may impact the relationship between attention,

motivation, and ability to process. In large groups or audiences, some receivers

may not actively engage in processing the messages and will assume others will do it

for them. This is referred to as ‘‘free riding.’’ Free riding can go unnoticed because

the sender is less able to monitor the behavior. While free riding can occur in either

high or low social presence media, it is likely to be worse in low social presence

media because monitoring the behavior of the receivers is more difficult than

monitoring that of the senders. Past research has shown that members of electronic

groups are more likely to ignore information [67].

As a conclusion, the use of rich media high in social presence should be used to

assure attention for small amounts of information, whereas the use of lean media low

in social presence causes a decreased motivation, but increases the ability to process

large amounts of information during longer periods of time. Robert and Dennis

argue that different media are needed for complex tasks where information overload

may be generated. In such cases, the use of mixed media, or media switching, is

motivated by the need to balance attention and motivation required by senders with

the ability to process information of receivers. Depending on the task at hand, when

senders want to get the attention of the receiver and motivate them for an immediate

response, they should use a medium high in social presence. In contrast, when deep

thought and deliberation are needed to process the information, the sender should

use a medium low in social presence to give the receiver time to objectively

elaborate on messages.

However, information overload is not the only risk when groups communicate

F2F. The pressure on group members to conform on the view of the group majority

has been acknowledged as the most severe dysfunctional aspect in F2F decision

making [68]. The studies on group dynamics (e.g., see Ref. [51]) show that in group

interactions there is a continuous interplay of task-oriented and relational process, as

group members act certain roles while developing and maintaining some personal

relationships. Thus, previous research on sociopsychological effects in CMC pos-

tulated that the reduction of socioemotional exchange contributes to increase group

efficiency in the sense that less-rich communication media allow groups to pay

less attention to interpersonal aspects of the interaction, and focus more on task.
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Thus, groups interacting using lean media may benefit from using ‘‘less social’’

channels because the restriction imposed on the interpersonal information exchange

allows for more-equal participation and greater attention paid to the messages, not to

the individuals (i.e., less influenced by high-status member and less susceptible to

the pressure of social consensus) [69]. For instance, the effectiveness in generative

situations, like requirements elicitation, is less affected by ‘‘social noise’’ in com-

munication. Instead, in problem-solving situations, like requirements negotiations,

where social, emotional, and relationship concerns take time and effort away from

task resolution, the use of ‘‘depersonalized’’ media may enhance group efficiency

by leaving a greater portion of group-work time to task-oriented interaction [70].

To conclude this section, we show in Fig. 9 the research model updated to include

the richness and synchronicity level variables, which characterize the media-related

contextual factors.
5. Development of a Comprehensive Theoretical
Framework

5.1 Managing the Context: The Effects of Task,
Media, and Group Factors

The theories discussed in previous sections have framed a complex theoretical

background for the selection of communication media for opportune remote group

collaboration. Messages communicated to a group on channels that are inappropriate

to the context may be misinterpreted by recipients or may be otherwise ineffective

with regard to their intended purpose [71, 72]. In group research, context is defined

by the group, task, and media factors. In Sections 2–4, we have analyzed each of
Task
- Complexity

Media
- Richness
- Synchronicity

Group
- Size
- Temporal scope

Group interaction process Outcome

FIG. 9. The research model updated with the media-related variables, richness, and synchronicity.
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these situational factors. In addition, the effects of these factors on group process and

outcome also depend on their mutual interaction. Figure 10 shows the causal model

updated to graphically represent the effects of these interactions. Given a specific

group, its interaction process and outcome are heavily affected by the interaction

occurring between task and media factors (A). For instance, task-medium mis-

matches may require communication participants to engage in compensating activ-

ities to clarify message content, leading to possible communication inefficiencies

[64]. Likewise, given a specific task, group interaction process and outcome are

heavily affected by the interaction occurring between group and media factors (B).

For instance, group-medium mismatches may cause members of group unknown to

each other to misinterpret message content due to the lack of shared experience,

leading to possible performance inefficiencies [73].

How to measure group interaction process and its outcome largely depends on the

type of task to be accomplished. For instance, if we again consider the definition of

software requirements through elicitation and negotiation tasks (which we already

compared, applying the Circumplex in Section 2.1), then group interaction can be

evaluated through participants’ perceptions, measuring the extent to which the process

led to open participation of stakeholders, whowere able to quickly resolve conflicts and

overall, and howmuch satisfied they arewith it. In addition, the outcome quality of both

requirements elicitation and negotiation is reflected on a subjective level by the general

consensus and satisfaction level attained by stakeholders at the end of the whole

process, and, more objectively, by evaluating the quality of the requirements defined

(e.g., by identifying defects through requirement documents inspections).

In the remainder of this section, we first discuss the theories for appropriately

matching media characteristics with task and group. Then, we finally develop a

comprehensive framework for the selection of communication media appropriate for

the context, which consistently encompasses all the theories discussed so far.
Task
- Complexity

Media
- Richness
- Synchronicity

Group
- Size
- Temporal scope

Group interaction process
- Satisfaction
- Conflict resolution
- Participation
- Openess/trust

Outcome
- Effectiveness (decision
  quality, amount of generated info,…)
- Satisfaction
- Consensus

A

B

FIG. 10. The intertwined effects of media with task (A) and group (B) factors on group interaction and

task outcome.
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5.2 Matching Task and Media Characteristics

Although often conflicting, the CMC theories that we reviewed generally agree

about the need to consider task characteristics for selecting the most appropriate

media. As we already reported in Section 2.1, one of the most acknowledged

limitation of McGrath’s Task Circumplex is just its limited usefulness for determin-

ing technological support for executing groups task when group need to communi-

cate over a medium. Thus, several frameworks have been developed to determine

the best-fitting task-technology matches. In this section, we review the two most

used frameworks proposed for task/technology fit.
5.3 Time-Interaction-Performance Theory

The Time-Interaction-Performance (TIP) theory, developed by McGrath and

Hollingshead [17, 23, 74], has been among the first conceptual frameworks pro-

posed to take into account the interaction of task and technology characteristics, in

the evaluation of electronically mediated group interaction. TIP theory builds upon

Task Circumplex and Media Richness theories, and hypothesizes that communica-

tion that occurs in the four tasks categories of the circumplex can be ordered by

complexity and the amount of information required. In other words, the four task

categories of the Task Circumplex, ordered by complexity, can be arranged in the

same order along the media richness continuum hypothesized by Media Richness

Theory (i.e., showing again that the more complex the tasks, the richer the informa-

tion exchange required). Figure 11 illustrates the task-media fit attempted by the

theory, with respect to the communication media.

The best-fitting combinations of information required by tasks and information

conveyed by media lie near the main diagonal. Instead, the outer edges that are

progressively distant from the diagonal represent less well-fitting to poor-fitting

matches. For instance, generating tasks (e.g., brainstorming) may require only the

transmission of ideas or plans, hence ‘‘less-rich’’ information. In contrast, tasks

requiring groups to negotiate and resolve conflicts may require the transmission not

only of facts, but also of affective messages or interpersonal communication, which

are best conveyed by rich media. The figure shows that there are two types of poor-

fit combinations: (1) when tasks require more information richness than selected

media can deliver, groups are expected to suffer from problems of effectiveness and

quality, forcing individual to exchange further compensative information; (2) when

media provide more information richness than tasks require, groups are expected to

suffer from problems of efficiency because media conveys not only facts, but also

nonessential communication (e.g., interpersonal and affective messages), which

brings distraction. In other words, the theory posits task-media fits are appropriate
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FIG. 11. The task-media fit suggested by the TIP theory (adapted from Ref. [74]).

COMMUNICATION MEDIA SELECTION 303
only when the level of information richness of a medium is adequate to the

complexity of the task. Thus, although TIP theory seems to only add to Media

Richness theory an objective measure of task complexity, it actually argues that

rich media do not always provide the best-fitting combination regardless of the

task type.

5.4 Task/Technology Fit Theory

Consistently with what hypothesized by TIP theory, the theory of Task/Technology

Fit (TTF), by Goodhue and Thompson [18] and Zigurs and Buckland [19], establishes

a correspondence between task requirements and technology. TTF theory posits that, in

a scenario of collaboration, the selection of an appropriate technology, which

provides features and support ‘‘fitting’’ the task requirements, determines an increase

of performance and, to some extent, of technology utilization itself (see Fig. 12).

Hence, TTF theory states that effectiveness of CMC varies on the type of task. For

instance, tasks of idea generation that involve divergent thinking and limited

member interdependence (e.g., in Task Circumplex, Type 1: planning, and Type

2: brainstorming) do not require information-rich media. On the other hand, more
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FIG. 12. Matching task and technology characteristics impacts performance and utilization (adapted

from Ref. [19]).
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intellective tasks (e.g., Type 3/4: problem solving, and Type 5/6: conflict resolution)

involve a two-stage process: First, divergent thinking to identify all possible solu-

tions, and secondly, convergent thinking to identify best suited solutions among

those identified in the first step. Thus, convergent thinking involves a higher degree

of member interdependence and requires information-rich media.
5.5 Matching Group and Media Characteristics

The TTF theory presented above completely neglects the effect of group in

recommending the most appropriate matches. Conversely, the theory of Channel

Expansion by Carlson and Zmud [20–22] posits that gaining experience with

channel use and communication coparticipants1 increases the perceived richness

of that channel and the ability of individuals to communicate more effectively over

it. As communication participants acquire these experiences (i.e., have a shared

history of collaboration), they enhance their ability to encode/decode richer mes-

sages, for instance, referring to shared experiences or using shared jargon [22].

What this theory argues is that the scenario depicted by TTF theory in Fig. 12

describes a group collaboration at time T1, that is, when the group task is performed

for the first time by a newly formed group, using a given fit (see Fig. 13). If this

group happens to collaborate again for performing the same or a similar task, then

the experience acquired on first iteration in collaborating with the same teammates

over a medium (called appropriations and adaptations), will be reused in the next
1 Actually, the theory identifies two other forms of relevant experience, namely experience with the

messaging topic and the organizational context, for which Carlson and Zmud only found partial support.

Besides, these forms of experience are not of interest here.
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iterations (T2,. . .,TN), thus positively influencing the perceived fit and group

performance. This is a factor to take into account during empirical validation

because group performance and task outcome is often evaluated through subjective

data reports. However, it must be also pointed out that Carlson and Zmud found that,

over time, the influence of experience (adaptations and appropriations) tends to

diminish and eventually stabilizes.

Channel Expansion theory does not address the channel selection process, though.

Instead, it is concerned only with the increasing perceived richness level of a given

channel and the ability to communicate more effectively over it with time. Never-

theless, the theory can be used as predictive of the effects of temporal scope in

matching group and media characteristics. Channel experience is gained through use

and thus, it is related to the length of time a channel has been utilized. Likewise,

experience with group members is developed through interaction and, thus, it is

related to the group history, or the extent to which a group has worked together in the

past. Hence, established groups with a shared history of previous collaboration, are

expected to be able to communicate effectively also over impoverished media, like

e-mail. Conversely, ad hoc groups are newly formed and thus do not have any shared

experience that can help compensate for the leanness of the medium in use.

Consequently, ad hoc groups are expected to benefit from the use of rich medium

more than established groups. These results are consistent with the theory of

Common Ground (see Section 4.3). Group with shared experiences have already

established a certain amount of common ground and thus can communicate well

even over leaner media.

5.6 Development of a Comprehensive
Theoretical Framework

The theoretical frameworks reviewed on media effects, tasks, and group processes

have depicted a complex research area. The complexity is reflected by the equivo-

cality of the existing body of knowledge from previous studies conducted to
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evaluate the (in)effectiveness of computer-mediated group interaction as compared

to F2F. The consistent combination of all these group-, task-, and media-related

theories resulted in a fully comprehensive framework, which encompasses all the

forces, generated from situational factors, which act on the selection process of the

most appropriate media for the context. Figure 14 illustrates a graphical representa-

tion of our general-purpose framework.

The figure above shows the inversely proportional, main characteristics of rich

and lean media. Rich media (e.g., audio and video channels, F2F) are highly

synchronous and low parallel, convey a high sense of social copresence of indivi-

duals, ensure a higher level of attention and motivation, facilitate mutual under-

standing (see the top box in the figure). Thus, rich media are more beneficial,

especially for groups with no history, whose members are unknown to each other.

One risk with rich media is the information overload, due to the multiple channels

available at one and the low reprocessability of the information conveyed over them.

Conversely, lean media (e.g., e-mail, text chat, IM) are lowly synchronous but

highly parallel, convey a low sense of social copresence, motivation, and attention
Rich media

Commitment Convergence Equivocal Relational

Social presence

Task-focusedUncertainConveyanceReprocessability

Cognitive-based view Media synchronicity Media richness

+ High motivation/attention
+ High synchronicity
+ High social presence
+ High comfort
+ Fosters common ground

− Low reprocessability
− Low parallelism

Lean media
− Low motivation/attention
− Low synchronicity
− Low social presence
− Low comfort
− Impairs common ground

+ High reprocessability
+ High parallelism

Divergent
thinking Cooperativ

e

task
s

Convergent

thinking

Conflictual
tasks

CMC theories and properties relevant to task/technology fit

CMC theories and properties relevant to task/technology fit

FIG. 14. The comprehensive framework for task/technology fit resulting from the consistent combina-

tion of group-, task-, and media-related theories.
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(see the bottom box in the figure). Lean media are more effectively used by groups

of individuals who share a history of previous collaborations. One advantage of lean

media over rich media is the possibility to reprocess the information exchanged,

which is otherwise volatile.

The CMC theories reviewed have been divided into task-centric and process-

centric theories groups. Task-centric theories (i.e., Social Presence and Media

Richness) consider communication as a task to be accomplished by individuals,

whereas process-centric theories (i.e., Media Synchronicity and Cognitive-Based

View) regard it as a process to be performed by individuals. All these theories,

however, define communication through task or process dichotomies. The arrows

represent the driving forces that act on the selection process, pushing for the

selection of appropriate fits between tasks and synchronous media properties.

These forces are not only useful for predicting and evaluating the goodness of

TTFs, that is, poor (�), marginal (þ/�), and good fits (þ). In fact, here we also

use the framework to ultimately compare the fits between synchronous text-based

communication and distributed requirements workshops.

As an example of application of our framework, we use it to evaluate and suggest

the best TTFs for running distributed requirements elicitation and negotiation work-

shops. According to Task Circumplex classification, negotiating software require-

ments is a complex, intellective task that involves different subactivities, both

conceptual and behavioral, where conflicts have to be resolved to converge readily

to one solution among the many identified, thus reaching consensus in a timely

manner and enhancing the decision-making process quality. From the point of view

of the task-centric theories, a requirements negotiation is a conflictual task char-

acterized by high equivocality and member interdependence, which requires not

only task-focused messages, but also social information to be exchanged. From the

perspective of communication as a process, resolving ambiguities means that

opposing individual views must converge into a single shared view. All these forces

consistently drive to the selection of rich media for conducting effective require-

ments negotiation workshops and, consequently, also show that synchronous text-

based communication and requirements negotiation represent a poor TTF. Hence,

for instance, videoconferencing negotiation workshops represent a good fit (þ),

whereas synchronous text-based conferring negotiation workshop is evaluated as a

poor fit (�).

According to Task Circumplex classification, elicitation is a creativity task, where

new ideas or different solutions to a given problem have to be generated. Idea

generation requires a low degree of member interdependence because it involves

only divergent thinking. Thus, from the perspective of task-centric theories, elicita-

tion is a cooperative, task-focused activity with limited degree member interdepen-

dence and consequently, a little need of communicating social information, which
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may make participant more susceptible to pressure of social consensus and domina-

tion, and take time away from task-oriented interaction. The uncertainty existing in a

generative task can only be reduced by conveying additional information. Hence,

from the perspective of process-centric theories, the conveyance of information is

better supported by lean media, high in parallelism (or low in synchronicity), which

foster idea generation by allowing multiple individuals to contribute information at

the same time. Thus, all these forces consistently drive to the selection of lean media

for conducting effective requirements elicitation workshops. Nevertheless, in the

evaluation of Task-Technology Fits, we must also take into account the existing

counter forces. In fact, the use of lean mean has a detrimental effect on the level of

satisfaction and motivation/attention perceived by participants, which, conversely

increases as rich media are used. In addition, compared to established groups,

members of ad hoc groups are expected to communicate less effectively over

impoverished media, since they cannot use any shared experiences to compensate

for the media leanness. As a conclusion, the framework evaluates that both lean and

rich media (e.g., synchronous text-based and video conferencing) used for running

distributed elicitation workshops represent marginal TTFs (þ/�).
6. Conclusions

In this chapter, we have reviewed a large body of theories related to group and

group tasks, as well as CMC theories. In particular, we reviewed McGrath’s Task

Circumplex framework, the most widely used model to categorize tasks, and

objectively evaluate and compare their complexity in group research. This chapter

also contributed to the study of a particular kind of short-term, dynamic groups,

namely ad hoc groups, for which we have reviewed the existing literature and

proposed a new definition (i.e., small- to medium-sized teams, highly dynamic in

creation, participation, and release, with no past and future of collaborations, whose

temporal scope corresponds exactly to the time needed to carry out the collaboration

in attendance). Short-term collaborations represent an emerging scenario and, con-

sequently, a relevant topic to group research.

Besides, we have reviewed the most prominent theories on CMC.We showed that

the theoretical background on CMC is rather complex and equivocal. On the one

hand, the theories of media richness posit that the more complex the task, the richer

the medium to adopt. Namely, Social Presence, Media Richness, and Common

Ground have overwhelmingly reported about the inadequateness of text-based

communication, as compared to rich media, like F2F or video communication.

Such disregard is due to the fact that lean media (e.g., e-mail and instant messaging)



COMMUNICATION MEDIA SELECTION 309
lack the ability of conveying nonverbal cues that contributes to the level of social

presence (e.g., gaze, tone of voice, facial expressions), which in turns fosters

individuals’ motivation and mutual understanding. On the other hand, however,

sociopsychological and cognitive theories postulate that the depersonalization effect

imposed by lean media can be beneficial for reducing both the information overload

and the emotional side effects, like domination and social consensus pressure

observed with rich media, thus increasing the meeting effectiveness in group

communication. Media Synchronicity theory asserts that the effectiveness of

CMC depends also on contextual factors other than media richness, such as commu-

nication channel synchronicity, task typology, and group temporal scope. Further-

more, Media Richness Paradox argued that the use of rich media high in social

presence should be used to assure attention for small amounts of information,

whereas the use of lean media low in social presence causes a decreased motivation,

but increases the ability to process large amounts of information during longer

periods of time. Drawing upon these theories, we have argued that, by understanding

the paradoxical effects of rich media high in social presence, groups may be better

able to select and use the most appropriate sets of media to accomplish their tasks.

As a result, we have built two general-purpose models, meant to support experi-

ments in the field of distributed group research. The first model is intended to serve

as a reference framework to define the context of the empirical study, thus helping to

identify the task-, group-, and media-related variables involved. The second model,

instead, consistently combines the most prominent theories on CMC and the Task

Circumplex to graphically represent a theoretical framework on media effects, for

describing, predicting, and comparing the goodness of Task-Technology Fits. These

models can serve as references in setting up of experiments on distributed group

research, as well as in the discussion of related findings.
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M. OMOLADE SALIU, GÜNTHER RUHE, MIKAEL LINDVALL, AND CHRISTOPHER ACKERMANN

The Common Law and Its Impact on the Internet

ROBERT AALBERTS, DAVID HAMES, PERCY POON, AND PAUL D. THISTLE


	Contributors
	Preface
	Search Engine Optimization-Black and White Hat Approaches

	Introduction
	Background
	Search Engines History and Current Statistics

	SEO Concepts

	The SEO Process
	Keyword Research
	Indexing
	On-Site Optimization
	Meta Tags
	Other On-Site Elements
	Latent Semantic Indexing

	Updated Content

	Formatting


	Link Building

	Black Hat SEO
	Black Hat Indexing Methods
	On-Page Black Hat Techniques
	Keyword Stuffing
	Cascading Style Sheet-Keyword Stuffing

	Keyword Stuffing Using Code


	Cloaking
	Doorway Pages
	Content Generation
	Link Building Black Hat Techniques
	Guestbook Spamming
	Blog Spamming
	Forum Spamming
	Stats Page Spamming
	Link Farms
	Paid Links
	HTML Injection

	Negative SEO

	Legal and Ethical Considerations
	Copyright Issues
	SEO Ethics
	Search Engine Legal and Ethical Considerations

	Conclusions
	Conclusions for Site Owners and SEO Practitioners
	Future Research Directions

	References

	Web Searching and Browsing: A Multilingual Perspective

	Introduction
	Literature Review
	Information Seeking on the Web
	Information-Seeking Models
	Searching and Browsing
	Regional Impacts and Information Quality

	Technologies and Approaches to Support Web Searching and Browsing

	Web Searching Technologies
	Components of Search Engines

	Metasearching
	Postretrieval Analysis

	Web Browsing Technologies 

	Manual Categorization

	Automated Approaches


	Semantic Network Technologies


	Web Portals in a Multilingual World

	Chinese-Speaking Regions

	Spanish-Speaking Regions

	Arabic-Speaking Regions



	A Multilingual Perspective
	Domain Analysis
	Collection Building and Metasearching
	Analysis Modules
	Web Directory Building

	Case Studies
	CBizPort: Supporting Metasearching and Data Analysis of Chinese Business Web Pages

	SBizPort: Bridging Cross-regional Web Usage in the Spanish Business Domain

	AMedDir: Facilitating Web Browsing of Arabic Medical Resources


	Summary and Future Directions
	Summary of Findings
	Limitations
	Future Directions

	Acknowledments
	References

	Features for Content-Based Audio Retrieval
	Introduction
	Background
	A Brief Overview on Content-Based Audio Retrieval
	Architecture of a Typical Audio Retrieval System
	Objective Evaluation of Audio Retrieval Techniques
	Attributes of Audio

	Audio Feature Design
	Properties of Audio Features
	Building Blocks of Features
	Challenges in Features Design
	Psychoacoustic Challenges
	Technical Challenges
	Numeric Challenges


	A Novel Taxonomy for Audio Features
	Audio Features
	Overview
	Temporal Features
	Zero Crossing-Based Features
	Amplitude-Based Features
	Power-Based Features

	Physical Frequency Features
	Autoregression-Based Features
	Adaptive Time-Frequency Decomposition-Based Features

	Short-Time Fourier Transform-Based Features


	Perceptual Frequency Features
	Brightness
	Tonality
	Loudness
	Pitch
	Chroma
	Harmonicity

	Cepstral Features
	Perceptual Filter Bank-Based Features
	Advanced Auditory Model-Based Features
	Autoregression-Based Features

	Modulation Frequency Features
	Rhythm

	Eigendomain Features
	Phase Space Features

	Related Literature
	Application Domains
	Literature on Audio Features
	Relevant Published Surveys

	Summary and Conclusions
	Acknowledments
	References

	Multimedia Services over Wireless Metropolitan Area Networks

	Acronyms
	Introduction
	WiMAX Overview
	Physical Layer
	Medium Access Control Layer
	Mobile WiMAX Network Reference Model

	Multimedia over WiMAX Reference Scenarios
	Fixed and Mobile WiMAX Generic Scenarios
	Telemedicine WiMAX Applications
	Environmental Monitoring WiMAX Applications

	Advances in Telephony and the Emergence of Voice over IP
	ITU-T Codecs: From G.711 to G.723.1 to G.729.1
	Digital Telephony (ITU-T G.711)
	Video Telephony and Teleconferencing (ITU-T G.723.1)

	High-Quality Voice over Packet Data Networks (ITU-T G729.1)


	Speex: An Open-Source Option for Voice Coding

	Voice Codecs in Popular VoIP Applications

	Summary

	VoIP over WiMAX
	Testbed Description
	VoIP Aggregation
	VoIP Aggregation over WirelessMAN-OFDM

	VoIP Aggregation over WirelessMAN-OFDMA


	VoIP over WiMAX with Robust Header Compression

	WirelessMAN-OFDM
	WirelessMAN-OFDMA

	WiMAX with MIMO
	Quality of Service Support for VoIP over WiMAX

	Remote Surveillance and IPTV over WiMAX
	Summary and Outlook
	Acknowledments
	References

	An Overview of Web Effort Estimation
	Introduction
	An Overview of Effort Estimation Techniques

	Expert-Based Effort Estimation
	Algorithmic Techniques
	AI Techniques
	Case-Based Reasoning
	Feature Subset Selection

	Case Similarity
	Scaling
	Number of Analogies
	Analogy Adaptation
	Adaptation Rules

	Classification and Regression Trees

	Bayesian Networks



	How to Measure a Technique's Prediction Accuracy?
	Which Effort Estimation Technique to Use?
	Web Effort Estimation Literature Survey
	Previous Studies
	Discussion

	Conclusions
	References

	Communication Media Selection for Remote Interaction of Ad Hoc Groups

	Introduction
	Task-Classification Frameworks
	Task Circumplex
	Complex Tasks Typology

	Group Research
	Teams with No Past and Future: Ad Hoc Groups

	Challenges and Needs in Supporting Remote Ad Hoc Groups


	CMC Theories
	Social Presence Theory
	Media Richness Theory
	Common Ground Theory
	Media Synchronicity Theory
	Cognitive-Based View

	Development of a Comprehensive Theoretical Framework
	Managing the Context: The Effects of Task, Media, and Group Factors

	Matching Task and Media Characteristics
	Time-Interaction-Performance Theory
	Task/Technology Fit Theory
	Matching Group and Media Characteristics
	Development of a Comprehensive Theoretical Framework

	Conclusions
	Acknowledments
	References

	Contents of Volumes in This Series

