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Preface
The Advances in Computers has been chronicling the developments in the computer

industry since its first volume, published in 1960. This present volume is number 79

in the series. Each year we publish three volumes, each containing five to seven

chapters, on new technology affecting the information technology industry. In this

current volume, we present five chapters on topics relevant to today’s computer user

and researcher. The Advances is the oldest continuously published book series that

keeps up with the every changing face of computer technology.

In volumes 72 (from 2008) and 75 (from 2009), we presented several chapters on

the technology useful for the development of new high-performance computers.

In Chapter 1 of this present volume, ‘‘Applications in Data-Intensive Computing’’

by Anuj R. Shah, Joshua N. Adkins, Douglas J. Baxter, William R. Cannon, Daniel

G. Chavarria-Miranda, Sutanay Choudhury, Ian Gorton, Deborah K. Gracio, Todd

D. Halter, Navdeep D. Jaitly, John R. Johnson, Richard T. Kouzes, Matthew

C. Macduff, Andres Marquez, Matthew E. Monroe, Christopher S. Oehmen,

William A. Pike, Chad Scherrer, Oreste Villa, Bobbie-Jo Webb-Robertson, Paul

D. Whitney, and Nino Zuljevic, the authors look at data-intensive problems and give

several examples of how these new high-speed machines can be used to solve such

problems. By data-intensive, they are looking at organizations that capture informa-

tion at terabytes (or a 1 followed by 12 zeros) of information per day. They first

describe the hardware now being developed to process such data and then describe

their MeDICi middleware (e.g., a software framework) useful for characterizing and

solving such data-intensive applications.

Related to the technology described in Chapter 1, Ami Marowka, in Chapter 2’s

‘‘Pitfalls and Issues of Manycore Programming,’’ looks at the emerging technology

of manycore programming. Computer processors cannot increase in speed arbi-

trarily. Issues such as the speed of light (and speed of electrons in wires) provide

ultimate barriers to increasing processor performance. In order to provide increased

performance, modern CPUs contain multiple processors on the same CPU chip.

Thus, new PCs now contain two, four, or more independent processors, each running

at the same clock rate as earlier single processor machines. The difficult problem is

how to use all processors effectively so that applications can make better use of all
xvii
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this computing power. Previously this was the domain of the large supercomputers

running at well-funded research laboratories. Now it is a problem faced by almost

every user of a modern desktop or laptop machine. How to understand and address

the software and hardware limitations of such multicore processors is the goal of this

chapter.

Alfred Loo, in Chapter 3’s ‘‘Illusion of Wireless Security,’’ addresses the prob-

lem of providing security in a wireless world. Today, an increasing percent of users

connect to the Internet via wireless connections—a local area network (LAN) in

their home or place of employment or a regional wireless network (WIFI). How

secure are these connections since wireless signals are easy to intercept and often

easy to interpret? What security mechanisms are in place, how secure are they, and

what improvements can be made to add to their security? These related topics are

the focus of this chapter.

In Chapter 4, Dennis Mcfarland and Jonathan Wolpaw, in ‘‘Brain–Computer

Interfaces of the Operation of Robotic and Prosthetic Devices,’’ describe an exciting

new development in computer technology. Since the human brain produces signals

that are detectable on the scalp, brain–computer interfaces can translate these signals

into outputs that communicate a user’s intent without the participation of peripheral

nerves and muscles. This allows for the direct control of devices without the need for

invasive surgery. Especially for those with physical limitations and handicaps, such

devices offer the ability to replace biological functions with mechanical ones.

The authors explore this topic further.

In the last chapter, ‘‘The Tools Perspective on Software Reverse Engineering:

Requirements, Construction and Evaluation’’ by Holger M. Kienle and Hausi

A. Müller, the authors provide a comprehensive discussion of the problems in

reverse engineering software. It is often necessary to understand the designs of a

software system when you only have the executable program. The design may have

been lost or the design documents might not have kept up with the changing role of

the program itself as it became modified over numerous versions and over many

years. The authors address the reverse engineering task from three perspectives:

(1) requirements for reverse engineering tools, (2) construction of reverse engineer-

ing tools, and (3) evaluation of reverse engineering tools.

I hope that you find these chapters of interest. I am always looking for new and

interesting topics to appear in these pages. If you have any suggestions of topics for

future chapters, or if you wish to contribute such a chapter yourself, I can be reached

at mvz@cs.umd.edu.

Marvin Zelkowitz

College Park, Maryland
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Abstract
The total quantity of digital information in the world is growing at an alarming

rate. Scientists and engineers are contributing heavily to this data ‘‘tsunami’’ by

gathering data using computing and instrumentation at incredible rates. As data

volumes and complexity grow, it is increasingly arduous to extract valuable

information from the data and derive knowledge from that data. Addressing

these demands of ever-growing data volumes and complexity requires game-

changing advances in software, hardware, and algorithms. Solution technologies

also must scale to handle the increased data collection and processing rates and

simultaneously accelerate timely and effective analysis results. This need for

ever faster data processing and manipulation as well as algorithms that scale to

high-volume data sets have given birth to a new paradigm or discipline known as

‘‘data-intensive computing.’’ In this chapter, we define data-intensive comput-

ing, identify the challenges of massive data, outline solutions for hardware,

software, and analytics, and discuss a number of applications in the areas of

biology, cyber security, and atmospheric research.
1.
 I
ntroduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.
 W
hat Is Data-Intensive Computing? . . . . . . . . . . . . . . . . . . . . . . 6
2
.1.
 H
ardware Architectures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2
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ata-Intensive Data Analytics . . . . . . . . . . . . . . . . . . . . . . . . . 13
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 S
oftware Infrastructures for

Data-Intensive Applications . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.
 A
pplications in Data-Intensive

Computing at PNNL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3
.1.
 A
pplications in Biological Sciences . . . . . . . . . . . . . . . . . . . . . . 21
3
.2.
 D
ata-Intensive Cyber Analytics . . . . . . . . . . . . . . . . . . . . . . . . 39
3
.3.
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pplications in Atmospheric Radiation Measurement Program . . . . . . . . 49
4.
 C
onclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
A
cknowledgement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
R
eferences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
1. Introduction

Advances in technology have empowered individuals with the ability to generate

digital content with mouse clicks and voice commands. Digital pictures, e-mails,

text messages, home videos, audio, and Web pages are common examples of digital
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content that are generated on a regular basis. A family on vacation can generate

pictures and video content that require up to several terabytes of disk space.

According to a comprehensive study [1] by IDC, a provider of market intelligence,

individuals generate 70% of the currently existing digital content. The total amount

of information in the world in 2006 was estimated at about 160 exabytes and is

expected to grow to 1 atabytes by the end of 2010, amounting to a sixfold increase in

data volume. In terms of size, 1 atabyte equates to a stack of books that could reach

from the sun to Pluto and back. A recent update to the 2007 Gantz study [2]

estimates that the digital universe is 10% bigger than originally thought in 2007.

The 2008 report identifies the following rapidly growing areas of the digital uni-

verse: digital television, surveillance cameras, Internet access in emerging countries,

sensor-based applications, data centers supporting ‘‘cloud computing,’’ and social

networks.

The Gantz study therefore alludes to the fact that scientists and engineers are

quickly becoming significant contributors to this data ‘‘tsunami.’’ Scientists and

engineers engaged in research are generating and gathering data at incredible rates.

For example, Chevron Corporation accumulates data at a rate of 2 TB a day, or

23 MB every second [3]. In science, high-energy physics remains the leading

generator of raw data. The Atlas experiment for the Large Hadron Collider (http://

atlasexperiment.org) at the Center for European Nuclear Research generates 1 billion

proton collision events per second. If all the data were recorded, it would fill 100,000

compact disks every second. Despite the immense scale of this experimental facility,

it is not the only colossal science project of recent years [4]. The sequencing of the

human genome, a milestone in the field of biology, has opened the floodgates for

several follow-up studies that aim to explore the complex workings of the cell. In

astronomy, data collection now exceeds the terabyte range on a nightly basis [5] and

the amount of data collected will grow incredibly as new high-resolution telescopes

are deployed in the next decade. In climate modeling, currently used models

generate terabytes of data [6] and future models promise petabytes of data available

for analysis as the resolution of climate simulations improve.

Sheer data volume is only part of the problem. The complex nature of these data

sets introduces an additional level of processing challenge. For example, the Atlas

experiment is a one-of-a-kind effort to understand the nature of basic forces, and the

information gained may change our children’s science textbooks. It brings experi-

mental physics into new territory and will force scientists to look at new ways of

analyzing and understanding the large volumes of data generated. Data complexity

also is an attribute of most biological experiments and studies. For example, an

effort to characterize viruses in aquatic microorganisms involved the collection of

ocean samples from the North Atlantic, the Panama Canal, and the South Pacific [7].

This effort yielded a total of 7.7 million sequencing reads. Understanding the
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functional characteristics of the cell involves detailed modeling and simulation of

individual processes arising from complex interactions between the numerous con-

stituents of a cell such as proteins, DNA, RNA, and small molecules [8]. As another

example, climate modeling presents numerous challenges in describing the details of

the atmosphere, the oceans, the land, as well as the energy from the sun. Scientists

use these models to make predictions hundreds of years into the future.

Revolutions in scientific experimentation, data sensor diversity, computing

power, and the availability of inexpensive, distributed communications have driven

this explosion in the volume and complexity of data. As data volumes and complex-

ity grow, it is increasingly arduous to extract valuable information from the data and

derive knowledge. Scientists spend many computer hours trying to organize, sort,

and filter the data to manageable pieces so they can draw conclusions about the big

picture [9]. They follow prescribed procedures for data filtering, processing, and

analysis to reach their conclusions.

The reductionist approach to data analysis has provided invaluable knowledge for

centuries and has allowed scientists to detect the unexpected. However, as data

volumes grow and analysis becomes more complex, discovering new information

and extracting knowledge becomes more difficult [10]. Therefore, progress in

science and discovery will be achieved only by effectively coupling computational

power with experimental and field data through innovations in data and knowledge

management, information analytics, visualizations, and decision analysis. Addres-

sing these demands of ever-growing data volumes and complexity requires game-

changing advances in software, hardware, and algorithm development. Solution

technologies also must scale to handle the increased data collection and processing

rates and simultaneously accelerate timely and effective analysis results. This need

for faster data processing and manipulation as well as algorithms that scale to high-

volume data sets have given birth to a new paradigm or discipline known as ‘‘data-

intensive computing’’ (DIC).

In Section 2, we tackle the definition of DIC. In Section 3, we discuss applications

of DIC through explicit examples of three areas of work at Pacific Northwest

National Laboratory (PNNL): biology, cyber security, and atmospheric research.
2. What Is Data-Intensive Computing?

We define DIC as ‘‘collecting, managing, analyzing, and understanding data at

volumes and rates that push the frontiers of current technologies’’ [11]. One can

treat DIC as a computational paradigm in which the sheer volume of data is the

dominant performance parameter. DIC promises not only an evolutionary change in



APPLICATIONS IN DATA-INTENSIVE COMPUTING 7
informatics, but also revolutionary changes in the way researchers gather and

process information. The impacts of these changes will range from the hardware

and algorithms to the presentation of knowledge to the end user.

DIC facilitates human understanding of complex problems. Data-intensive appli-

cations provide timely and meaningful analytical results in response to exponen-

tially growing data complexity and associated analysis requirements through the

development of new classes of software, algorithms, and hardware.

To be more specific about what DIC encompasses, it is valuable to determine how

to quantitatively define the term. But, quantifying the meaning of DIC is heavily

impacted by the complexity of factors that need to be considered, and quantification

is limited to a point in time since DIC is rapidly evolving. Classifying a problem as

data intensive could depend upon the data rates (gigabytes/s to terabytes/s) and data

volumes (terabytes to petabytes) involved, but other factors such as the variability in

data rate, bandwidth of data paths, number of data-handling units, complexity of the

data and analysis, and human limitations in interacting with the data can all be

important. In the following sections, we describe the state of the art in hardware

architectures, data analytics, and software application architectures that are key

ingredients in DIC applications.

2.1 Hardware Architectures

Data-intensive applications present unique challenges for computing systems and

architectures. Applications can be roughly divided into two categories: irregular and

regular, based upon memory access patterns. Regular applications, such as aircraft

modeling, climate modeling, and molecular dynamics, typically are driven by

computational kernels that have good spatial and temporal locality (e.g., dense

matrix multiplication, structured grids) and can benefit from hierarchical memory

structures and caches. Irregular applications, such as social network and media

analysis, cyber network analysis, and infrastructure (electrical, transportation, com-

munication) modeling, typically have computational kernels based on graph algo-

rithms (e.g., centrality, breadth-first search, connected components) that have poor

locality and cannot benefit from cache-based systems.

With the explosion of data and data-intensive applications over the past decade,

there has been an accelerated increase in novel computing architectures. These range

from computationally intense, data-parallel streaming processors such as graphics

processing units (GPUs), customizable logic in field-programmable gate arrays

(FPGAs), massively multithreaded processors that can hide memory latency,

active-storage-based clusters where processors are housed on disks to minimize

data movement yet scale in computational capability as more active disks are added,

to solid-state disk technology that is dramatically increasing disk performance.
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Over the past few years, researchers have actively investigated how to exploit this

heterogeneous pool of new architectures to meet the rapidly growing challenges of

both regular and irregular data-intensive applications.
2.1.1 Graphics Processing Units
A 2007 Price Waterhouse Coopers report [12] projected that the international

market for video games would grow to $48.9 billion dollars by 2011. This followed a

2006 report from the Entertainment Software Association [13], in which it was noted

that the US global sales of entertainment software in 2004 were already $25.4

billion. In 2004, the leading providers of graphics coprocessors (nVidia and ATI)

had just started to provide more flexible programming access to their special

purpose hardware. The $25 billion dollar market that was thriving in 2004 drove,

and continues to drive, a highly specialized computing hardware market that has

produced revolutionary processor advances, with new generation systems intro-

duced every 6–12 months—targeted specifically to accelerating video game perfor-

mance. These processors employ hundreds of floating-point units and operate in a

streaming single instruction multiple data (SIMD) mode.

With the introduction of increased programmability, there were several initial

studies on how to exploit GPUs for more general applications beyond the gaming

market. For example, shortly after the first programmable GPUs entered the market,

Flath et al. [14] successfully fielded a real-time aircraft-based system that performed

georegistration of streaming high-resolution imagery (including jitter removal,

motion detection, and blob finding) at 44 Mpixels/s on up to 5 TB of raw data

enabling real-time transmission of high-resolution imagery over low bandwidth

radio communication. Johnson et al. [15] demonstrated the use of GPUs for a range

of problems in image processing and knowledge discovery with speedups over

conventional processing architectures of up to two orders of magnitude. They also

were the first to emulate double-precision arithmetic in software on GPUs while still

realizing performance gains over traditional CPUs. Luebke et al. [16] demonstrated

searching and sorting as well as some database operations on GPUs. Techniques for

programming GPUs were introduced in Ref. [17]. It was quickly recognized that

GPUs can offer orders of magnitude performance increases for a wide range of

applications that can leverage the massive investment in computing gaming (see

Ref. [18] for a survey). In 2008, nVidia announced the T10P Tesla GPU with 240

cores that can achieve a teraFLOP1 of (single precision) computing power, thus
1 A FLOP is 1 floating-point operation per second.
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solidifying the role of theGPUas a driving architecture for high-performanceDIC. To

meet the ever expanding mobile market, nVidia has recently announced the

Tegra processor—a system-on-a-chip integrating CPU, GPU, and memory controller

that can be used on handhelds. At this point GPUs have entered themainstream forDIC

with market pressure leading the introduction of new software development frame-

works for GPUs such as CUDA—a C language-based parallel architecture that sim-

plifies the programming of GPUs [19]. GPUs and GPU clusters have been used for

many general-purpose data-intensive applications ranging from real-time image and

speech processing [20], to document analysis [21], database operations [22], and

bioinformatics [23].

While not strictly a GPU, the Sony Toshiba IBM (STI) Cell processor was intro-

duced to provide accelerated coprocessing for the Sony PlayStation 3 [24, 25].

While GPUs have hundreds of parallel SIMD cores, the STI Cell has eight ‘‘syner-

gistic processing elements,’’ connected via a high-speed bus and a controller

PowerPC processor. The SPEs can operate as SIMD processors, controlled by a

PowerPC but they can also pass messages and data to each other over the high-

speed bus. The STI Cell processor offers more direct control of data movement and

algorithm flow than does the GPU and it has been demonstrated to perform over 200

GFLOPs. The STI Cell has been utilized for data-intensive problems in scientific

computing [26], biology [27], speech processing [28], string matching [29], graph

algorithms [30], multimedia indexing [31], and many other areas.
2.1.2 Reconfigurable Computing Devices:
Field-Programmable Gate Arrays
Many fields in experimental science are moving toward high-throughput meth-

odologies where scientific instruments can process large numbers of samples and

produce corresponding massive amounts of data. For this reason, it is becoming

increasingly important to perform online processing of the data as it is being

produced by the instrument, without having to wait for data to be captured and

then processed offline. While GPUs and general-purpose CPUs can be used for this

processing, often there is specialized domain-specific logic that is needed to achieve

adequate performance. FPGA boards offer the opportunity for the application

developer to create specialized, reconfigurable hardware that can be directly

attached to the data capture ports of a digital instrument to provide real-time data

processing and analysis. Recent work has demonstrated that FPGAs can provide

real-time complex data processing in many fields including text categorization [32],
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image processing [33], DNA sequencing [34], network intrusion detection [35], real-

time delivery of financial information [36], and other applications.

Developing and testing FPGA designs that will be processing streaming data

from an instrument requires a significant design, development, and testing efforts.

It is also quite difficult to determine beforehand what footprint a particular

processing design will occupy and what its performance will be. Fortunately

more flexible and less demanding platforms for initial prototyping and testing

can be employed. Hybrid CPU/FPGA high-performance computing (HPC) systems

provide a platform to develop and prototype processing algorithms for FPGAs that

can be tested under more flexible software control while still having to deal with

details, nuances, and idiosyncrasies of hardware platforms.
2.1.3 Multithreaded Systems
The increasing performance differential between the capabilities of memory

subsystems and microprocessors has caused a large class of applications to become

memory-bound: that is, their performance is determined mainly by the speed at

which the memory subsystem can deliver data words to the microprocessor. Over

the years, several hardware and software mechanisms have been proposed to

increase the performance of such applications by reducing the exposed stall times

seen by the microprocessor. Most commodity microprocessors utilize a cache

hierarchy, whereby small sections of high-speed memory hold data, which has

been recently fetched from main memory. Cache mechanisms are highly effective

for regular applications that exhibit good temporal and spatial locality. However,

many irregular applications do not exhibit such locality; their memory access

patterns are not easily predictable. This is particularly true for data-intensive appli-

cations that use dynamically allocated large, pointer-linked data structures such as

graphs and trees.

Multithreaded architectures maintain multiple threads of execution and utilize

hardware-based context switching to overlap the memory latency incurred by any

thread with the computations from other threads. The Cray MTA-2 processor [37]

and its successor the Cray Threadstorm processor [38] in the single job acceleration

category and Sun Niagara-1 [39] and Niagara-2 [40] processors in the throughput

category are examples of state-of-the-art multithreaded processors. These proces-

sors represent very different approaches to realizing higher application performance

through the use of multiple thread contexts to overlap memory access latencies.

Because of the memory latency tolerance, these multithreaded platforms have the

potential of significantly improving the execution speed of irregular data-intensive

applications.
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2.1.3.1 Cray MTA-2 and XMT. The Cray MTA-2 processor

exploits thread-level parallelism by interleaving 128 hardware thread streams on

one instruction pipeline [41,42]. Each stream has a 32-entry register file, a status

word and a program counter associated with it. Ready stream selection to issue

instructions does not incur cycle penalties. A long instruction word is comprised of a

memory operation, a fused multiply–add, and a branch/logical or floating-point add

operation. The MTA-2 supports fine grain synchronization by guarding each mem-

ory word with full/empty bits.

The Cray XMT is the commercial name for the shared-memory multithreaded

machine developed by Cray [43] under the code name ‘‘ELDORADO’’ [38,41,42].

The system is composed of dual-socket Opteron AMD service nodes and custom-

designed multithreaded compute nodes with Threadstorm processors. The entire

system is connected with the Cray Seastar-2.2 high-speed interconnect. The XMT

system can scale up to 8192 Threadstorm processors and 128 TB of shared memory.

Each Threadstorm is associated with a memory system that can accommodate up to

8 GB of 128-bit wide DDR memory. Each memory controller has an associated

128 KB buffer. Memory is structured with full–empty-, pointer forwarding-, and

trap-bits to support fine-grained thread synchronization with little overhead. The

memory is hashed at a granularity of 64 bytes (Fig. 1) and fully accessible through

load/store operations to any Threadstorm processor connected to the Seastar-2.2

network, which is configured in a 3D toroidal topology. While memory is
Memory buffers (128 KB � module)

Memory modules

Physical memory (8 GB � N )

Hardware shuffling
64 byte granularity

Virtual memory (16 GB � N )

Threadstorm 1
128 threads

Threadstorm 2
128 threads

Threadstorm 3
128 threads

Threadstorm N
128 threads

FIG. 1. Cray XMT memory access structure.
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completely shared among Threadstorm processors, it is decoupled from the main

memory in the AMD Opteron service nodes. Communication between Threadstorm

nodes and Opteron nodes is performed through a Lightweight Communication

Library (LUC). Continuous random accesses to local memory by the Threadstorm

processor caps memory bandwidth at around 100 million requests per second,

whereas global access can sustain request rates of 90–30 million with system

configurations ranging from 1000 to 4000 processors.

The software environment on the Cray XMT includes a custom, multithreaded

operating system for the Threadstorm compute nodes, a parallelizing C/Cþþ cross-

compiler targeting Threadstorm, a standard Linux 64-bit environment executing on

the service and I/O nodes, as well as the necessary libraries to provide communica-

tion and interaction between the two parts of the XMT system. The parallelizing

C/Cþþ compiler generates multithreaded code that is mapped to the threaded

capabilities of the processors automatically. Parallelism discovery happens fully

or semiautomatically by the addition of pragmas (directives) to the C/Cþþ source

code. The compiler parallelism discovery focuses on analyzing loop nests and

mapping loop iterations in a data-parallel manner to threads.
2.1.4 Active-Storage Systems
The notion of active storage and its application to DIC was proposed over a decade

ago by Riedel et al. [44]. The principle of active storage is to move portions of the

application-level code to processing units on the disk. This idea has been extended

and rapidly commercialized through systems, such as the Netezza data warehouse,

that integrate FPGAs and general-purpose processors at the hardware level with the

disk to provide computational capability at the disk so that computations can be

distributed and performed where the data reside, rather than moving large amounts

of data across a network. These systems have been demonstrated to offer orders of

magnitude performance increases for problems in graph search and natural language

understanding. Yoo et al. [45] demonstrated the largest known bidirectional breadth-

first search on a 300 billion edge graph, with 95% of the searches completing in less

than 5 min, using a Netezza data warehouse. Also using a Netezza system, Davidson

et al. [46] studied publication citation graphs, a key component in the field of

bibliometrics. They were able to analyze bibliographic coupling (where two papers

cite a common earlier reference) up to 46 billion coupling coefficients and achieved

two orders of magnitude speedup over traditional architectures. This study also

explored implementations of graph search on integrated circuit network data and

word sense disambiguation in natural language processing.
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2.1.5 Solid-State Storage
Solid-state devices have been studied for decades, where ‘‘solid state’’ in this

context is to be distinguished from ‘‘mechanical’’ or spinning-disk technology.

Solid-state devices, composed of NAND flash nonvolatile memory, have tradition-

ally been financially prohibitive for use as general-purpose storage devices. How-

ever, the rapid advances in DIC—the need for people to exchange music, pictures,

movies, and share files—led to the development of USB flash drives, and are now

requiring advanced disk technologies. Solid-state drives developed by FusionIO

have recently been demonstrated to provide significantly increased speed over

spinning disk [47]. One of the more interesting results in the recent investigation

of solid-state storage was that increasing the number of I/O threads increased the

performance of data transfers, contrary to the behavior of current spinning-disk

drives [48]. Ajwani et al. [49] also provide an initial evaluation of solid-state storage

devices and conclude that flash drives outperform traditional hard drives for read

operations, but not for write operations. However, they also note that existing

external memory models for algorithm design that are based on traditional storage

architectures do not fully exploit the capability of solid-state devices and that more

work needs to be done to better design algorithms to take advantage of these new

technologies. Results like these have driven new approaches to data-intensive

application organization and design that may seem counterintuitive given previous

generations of systems. Technical performance differentiators of solid-state tech-

nologies compared to traditional spinning disk and the growth in commercial

viability of these systems are likely to have significant implications on data-intensive

applications in the next few years.
2.2 Data-Intensive Data Analytics

The conventional approach to data analysis is a sequential process in which data

are first generated and stored to be processed later. However, in our ever-changing

digital landscape, postponing the data analysis can have significant impacts on the

rate of scientific and knowledge discovery. The rate at which digital information is

generated is making it imperative to invent new algorithms and data processing

mechanisms that are capable of analyzing streaming and high-volume data.

The challenges associated with the scale and complexity of high-volume streaming

data have both computational and human factors perspectives. One challenge is that

the complexity of the information in the data increase with the data set size. Accord-

ingly, the representations used in analysis must scale similarly. Another challenge is

that the complexity of the information in petabyte-scale data dwarfs the comprehension

capacity of a human learner. Visual approaches help address this challenge.
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2.2.1 Objectives and Approach
Data analysis ends with human understanding and action. However, the informa-

tion scale dwarfs individual capabilities for understanding and is often compared to

trying to take a drink from a fire hose. In such situations, the sheer data volume

makes data discovery incredibly difficult.

Many analysis challenges also stem from the heterogeneity of the data that must

be processed. For instance, for cyber security, the network packets, various system

states, and contextual information (e.g., collaborators, news releases, security/

hacker Web sites, etc.) are all relevant for indicating the current and future health

of the nodes on a network. In such applications, data types and objects are numerous

and vast in size. For example, network traffic for 1 year is in the exabyte range.

Modern scientific instrumentation is capable of creating terabytes of structured data

on a daily basis. Computer-based simulations generate information at large scales.

Digital imagery is easy to create and store.

The diversity of data types encountered can be addressed by a common strategy:

1. The data objects, be they images, text, network packet, or numeric, are

encoded as numeric or categorical vectors.

2. The vectors then are analyzed with available data analysis routines.

3. The analytic results are mapped back into the original domain of the data.

The advantage of this strategy is that it allows an analyst to rapidly explore

diverse data types with standard data analytic methodologies and algorithms. Once

the first step is completed, the wealth of available software for clustering, classify-

ing, trending, and relating numeric data can be mapped to the analysis of text or

network or other data objects. The individual coordinates in the numeric vector are

not necessarily meaningful. Of course, to be useful, the entire vector needs to

discriminate with respect to the decision problem(s) at hand. There is extensive

experience in diverse technical communities in accomplishing the above sequence

of analytic steps. For text, this experience includes n-grams, word frequencies,

mappings into concept spaces, such as word-net and dimension-reduced forms

[50–52]. For networks, there are standard approaches based on graph characteristics

[53]. Once the vector data are analyzed, the results are mapped back into the context

of the data. So, document clusters that are calculated based on vectors that represent

each document can be labeled with text from the documents in the clusters. See

Whitney et al. [54] for additional examples.

Frameworks for understanding and discussing the scaling of data analysis algo-

rithms and computing are established (e.g., [53,55]). Wegman [55] suggests that, for

purposes of scaling analyses to data analysis problems, it is necessary to employ
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algorithms that have complexity at most O(n), where n scales as the number of

floating-point data items.

For addressing large data stream problems, there are standard categories of

approaches. These categories are described below:

l Analytic focus. A typical instance in the context of the Internet is retrieval by

key word search. This is, from the perspective of a user, a simple act that greatly

reduces the amount of available information to a manageable amount. Another

instance in this category of analyses is anomaly detection, which focuses user

attention on atypical instances within the data stream.

l Summarization. In this category, high-level views of the data are created.

A cluster analysis is a standard instance of a data summary where the data

stream is summarized as the occurrence of a list of clusters. Machine learning

results in a focused listing of categories that occur. There is the potential for

significant loss of information. However, in conjunction with capabilities that

use the summary as an entry point into the data, summarization is quite powerful.

l Data reduction. This ismore often an intermediate step as opposed to a direct analytic

output. The feature calculation used to create the vectors in the analysis pattern

can greatly reduce the size of the data stream. These features are often ‘‘lossy,’’

but are designed with the intent of capturing the information in the data stream.

2.3 Software Infrastructures for
Data-Intensive Applications

Data-intensive applications exist in diverse forms. Some simply require an algo-

rithm to run over a massive data set, and often these can be trivially parallelized and

executed on a cluster in a single program. Other applications require more complex

analytics that are often too computationally expensive to run on complete data sets.

In such cases, preprocessing steps are required to reduce the data set to a form that is

amenable for complex analytics. Still other applications can operate on very large

volumes of reasonably structured data, making them amenable for deployment on

parallel database systems that support query languages such as SQL. The following

sections explore these alternatives in more detail.
2.3.1 Data Processing Pipelines
Emerging from the scientific domains, many large data problems are addressed

with processing pipelines. A pipeline is initiated when raw data that originate from a

scientific instrument or a simulation are captured and stored. The first stage of
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processing typically applies techniques to reduce the data in size by removing noise,

or process it (e.g., index, summarize, or markup) so that it can be more efficiently

manipulated by downstream analytics. Once the capture and initial processing has

taken place, complex algorithms search and process the data.

These algorithms create information and/or knowledge that can be utilized by

individuals or further computational processes. Often, these analytics require large-

scale distributed or specialized HPC platforms to execute. Finally, the analysis results

are presented to users so that they can be digested and acted upon. This stage may use

advanced visualization tools, and enable the user to step back through the processing

steps that have been executed in order to perform forensic investigations to validate the

outcome. Users also may need facilities to modify parameters on some of the analytics

that have been performed and re-execute various steps in the processing pipeline.

As depicted in Fig. 2, processing pipelines start with large data volumes having

low information content. These data are reduced by the subsequent processing steps

in the pipeline to create relatively small data sets that are rich in information and are

suitable for visualization or human understanding. Inmany applications, for example,

the Atlas (http://atlas.web.cern.ch/Atlas/index.html) high-energy physics experi-

ment; large data sets are moved between sites over high-speed, wide-area networks

for downstream pipeline processing.

Constructing applications structured as processing pipelines is a complex activity.

Pipelines can have complex topologies, incorporating branches, loops, and merges.

They also typically comprise distributed codes and require the pipeline to marshal

the data sets between each step in the pipeline. Many programmatic approaches can
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FIG. 2. Blueprint for a data processing pipeline.
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be employed to coordinate the various steps in the processing, ranging from

operating system-level shell scripts to generic workflow coordination technologies

such as MeDICi (middleware for data-intensive computing) [56] and Kepler [57].
2.3.1.1 Data Warehouses. Commercial enterprises are voracious

users of data warehousing technologies. Mainstream database technology vendors

supply these technologies to provide archival storage of business transactions for

business-analysis purposes. As enterprises capture and store more data, data ware-

houses have grown to petabyte size. Best known is Wal-Mart’s data warehouse,

which over the span of a decade has grown to store more than a petabyte of data [58],

fueled by daily data from 800 million transactions generated by its 30 million

customers.

The data warehousing approach also finds traction in science. The Sloan Digital

Sky Survey (SDSS) (http://cas.sdss.org/dr6/en/) SkyServer stores the results of

processing raw astronomical data from the SDSS telescope in a data warehouse

for subsequent data mining by astronomers. While the SkyServer data warehouse

currently only stores terabytes of data, it has been suggested that the fundamental

design principles can be leveraged in the design [59] of the data warehouse for the

Large Synoptic Survey Telescope (www.lsst.org) that is to commence data produc-

tion in 2012. The telescope will produce 6 petabytes of raw data each year, requiring

the data warehouse to grow at an expected rate of 300 TB/year.
2.3.1.2 Cloud Computing. Driven by the explosive growth of the

Internet, search enterprises such as Google, Microsoft, Amazon, and Yahoo! have

developed multipetabyte data centers based on low-cost commodity hardware. Data

are stored across a number of widely geographically distributed physical data

centers, each of which might contain over 100,000 nodes. Access to the data is

provided by a set of services that are available over standard Internet protocols (IPs)

such as Web services. These massive data centers and the software infrastructure

that developers use to create applications are known as ‘‘clouds.’’

Clouds provide the following two main advantages:

1. The illusion of infinite computing resources available on demand, thereby

eliminating the need for cloud computing users to invest in expensive comput-

ing infrastructures.

2. The elimination of an up-front commitment by cloud users, thereby allowing

organizations to scale the use of hardware and software resources to meet their

needs.
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Programming models such as MapReduce [60] and its open-source counterpart,

Hadoop (http://hadoop.apache.org/) provide abstractions to simplify writing

applications that access this massively distributed data collection. Essentially,

MapReduce distributes data and processing across clusters of commodity computers

and processes the data in parallel locally at each node. In this way, massively parallel

processing can be simply achieved with clusters that comprise thousands of nodes.

In addition, the supporting run-time environment provides transparent fault toler-

ance by automatically duplicating data across nodes and detecting and restarting

computations that fail on a particular node.

For data-intensive applications that are inherently suitable for data-parallelism

approaches, cloud computing is an attractive option. Massive data sets can be

distributed across the cloud and segmented into chunks that can be processed in

parallel by tasks running on individual nodes across the cloud. This effectively

provides a batch processing and analytics environment for applications that analyze

large data sets. Not surprisingly, this approach is attracting interest from the scien-

tific community. The National Science Foundation is partnering with Google and

IBM to provide a 1600-node cluster for academic research (http://www.nsf.gov/

news/news_summ.jsp?cntn_id¼111186). Supported by the Hadoop open-source

software, this provides an experimental platform for scientists and researchers to

investigate new DIC applications.
2.3.2 MeDICi—The Middleware for

Data-Intensive Computing
A major cause of overheads in data-intensive applications is moving data from

one computational resource to another. In an ideal situation, data are produced and

analyzed at the same location, making movement of data unnecessary. In reality,

however, this is not always possible. For example, scientific instruments such as

telescopes, mass spectrometers, or genome-sequencing machines typically generate

data locally and the resulting data sets are moved to computational sites for detailed

analyses. In cyber security, network traffic is captured and initially processed locally

by nodes that act as network sensors. Periodically, the processed data are transmitted

to an analytics and data archiving site at which it is combined with data from the

whole network and analyzed for suspicious behavior.

For this reason, we have created the MeDICi technology [61]. The MeDICi code

is a middleware platform for building complex, high-performance analytical appli-

cations. These applications are structured as workflows (also called pipelines) of

software components, each of which perform some analysis on incoming data and

then pass their results to the next step in the workflow. The MeDICi project
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comprises three, loosely coupled subprojects, which are briefly described below and

depicted in Fig. 3:

1. MeDICi integration framework (MIF) is a component-based, asynchronous

messaging platform for distributed component integration.

2. MeDICi workflow is a Business Process Execution Language [62]-based

design and execution environment that integrates with MIF components or

standard Web services to provide workflow definition tools and a standards-

based recoverable workflow execution engine.

3. MeDICi provenance is a Java API, Resource Description Framework (RDF)-

based store and content management system for capturing and querying

important metadata that can be used for forensic investigations and reconstruc-

tion of application results.

In a MeDICi workflow application, the designer creates a workflow graphically

with the DWF language, which is a simplification of the standard BPEL workflow

description language. Each task in the workflow calls an associated Web service,

which may be a standard service located somewhere on the Internet, or a Web

service supported by a MIF component deployed in the MIF container. MIF com-

ponents wrap computational codes that require complex integration, and support a
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protocol that is designed to minimize the data transfer overheads between elements

of the workflow. This architecture is shown in Fig. 4.

Optionally, MIF components can record metadata about the data (known as

provenance) they receive/produce, and the processing carried out. The metadata

are passed transparently from a component to the MIF container, and this sends a

message to a message queue called ProvenanceListener. MeDICi provenance takes

these messages from the queue, and stores them in an RDF store for subsequent

analysis by scientists.

MeDICi is a freely available, open-source technology that can be downloaded

from http://medici.pnl.gov. It is being used in applications in atmospheric sciences,

cyber security, bioinformatics [63], and carbon sequestration research.
3. Applications in Data-Intensive
Computing at PNNL

In the following sections, we discuss applications in DIC from a number of

scientific domains that we are working on at PNNL. First, we describe several

data-intensive applications we are working on in biology. Then, we discuss
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applications in cyber security where the biggest challenges are presented in the

fields of data streams and analysis of real-time network traffic. Finally, we discuss

data-intensive applications of the Atmospheric Radiation Monitoring Program,

which is a Department of Energy (DOE) sponsored, collaborative effort involving

a number of research institutes.
3.1 Applications in Biological Sciences

Since commencing the sequencing of the human genome [64], the biological

sciences have posed interesting challenges for computing. The sheer volume of

genomic and proteomic data generated at individual research institutions has out-

paced the development of applications to process the data. In this section, we first

discuss a common data-intensive application in biological sequence analysis. The

comparison of a large number of biological sequences against a very large database

to discern the extent of similarity is a fundamental problem in bioinformatics. Then

we discuss data-intensive applications in proteomics. Using high-resolution liquid

chromatography (LC) coupled with mass spectrometry as our example, we discuss a

novel technology that has broad application in sensor analytics and smart online data

collection. We also discuss the application of novel hardware architectures in the

context of ion mobility spectrometry.
3.1.1 Biological Sequence Analysis
3.1.1.1 The Challenge. In much the same way that computer com-

ponents have undergone continuous significant improvement in performance, the

technology for determining the linear sequence of molecular units in genes and

proteins has transformed the way in which modern biological research is conducted.

At one time, determining the sequence of a single gene or protein required heroic

effort and led to an environment where laboratories (by necessity) specialized in

studying a single gene or class of genes. Today, things are much different. Sequenc-

ing technology has improved to the point where obtaining the complete genome for

cultured organisms is within the reach of many single-investigator grants, in terms of

both expense and time. Small- and large-scale genome-sequencing centers regularly

complete and publish newly sequenced genomes, typically doubling the entire

volume of sequenced genes every 18 months (http://www.ncbi.nlm.nih.gov/

Genbank/genbankstats.html)! This has led to an explosion in the public genome

information available and a data-driven revolution in the field of microbial biology.

More complex eukaryotic organisms such as plants and animals have correspond-

ingly more complex genomes. Analyzing the sequences of eukaryotes comes with
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additional complexity because many genes have alternate ways of being assembled

from the linear chromosomal sequence, a feature that is not common in microbes.

A new direction of genome research, known as metagenomics, is focused on

understanding the genes produced by communities rather than isolated organisms.

Metagenomics is evolving quickly, enabled by continued improvement in sequenc-

ing technology. It is also driving new kinds of biological investigations that involve

interplay between processes and metabolic pathways that span multiple organisms.

This is an important key to understanding any biosystem because humans and

microbes generally live as symbionts; for instance, humans are hosts for microbes

that are essential to our health.

Regardless of whether one is studying relatively simple microbial genomes, more

complex eukaryotes, or extremely complex community systems, the availability of

sequence data is both a blessing and a curse. On one hand, a vast and rapidly

growing resource of annotated sequence data is available to help characterize

newly sequenced systems. But the main drawback is that finding true relationships

from complex relationships gets harder as the underlying data set grows. Typical

full-genome analysis is already beyond the reach of typical desktop systems unless

one is willing to wait days or weeks for the results. Multiple full-genome analysis is

even further beyond reach. Unfortunately, this often leads biologists to make an

unpleasant decision between disregarding some data in the hopes of bringing the

hypothesis to a tractable computing time and accepting sequence analysis as

the rate-determining step.

As an example, a recent paper from the Venter Institute [65] details analysis of a

large geospatially distributed collection of genome community samples. This anal-

ysis required months of computing just to compare all the sequences against one

another to feed downstream analysis. For most biologists, this level of computing is

not available, but the desire and need to operate at this scale exists. If data are

available (which in this case it is) and a hypothesis requires one to operate on that

data (which often it does), there should be widely accessible tools for performing the

analysis. Similar situations have been faced in astrophysics, chemistry, climate

modeling, and a host of other scientific applications. The challenge for DIC is to

bring large-scale biological analysis within reach of bench biologists without forc-

ing them to specialize in HPC or algorithm implementation.
3.1.1.2 ScalaBLAST: A Parallel-Processing Algorithm

for High-Performance BLAST. Our solution to the challenges of

complexity and data size in bioinformatics are based on DIC principles to (1) solve

the throughput challenge with efficiently implemented high-performance algorithms

for sequence analysis; (2) solve the time-to-solution challenge by making these tools
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available to biologists via easy-to-use interfaces that hide the details of high-

performance systems from the end user; and (3) help solve the complexity challenge

by presenting intuitive representations of sequence analysis with dynamic, interac-

tive visualizations. In the following sections, we describe how these features of DIC

can shift biological sequence research to an environment in which bench biologists

have the computing tools and infrastructure needed to generate and evaluate com-

plex hypotheses on massive sequence data sets. This advance shifts the analyst’s

time from waiting for completion of the computing step to looking at representations

of output from computing.

A first step toward creating data-intensive solutions for computational biology

and bioinformatics has been the creation of an efficient parallel version of the

BLAST algorithm [66,67], which is the workhorse of many bioinformatics analyses.

ScalaBLAST [68], originally developed for large-scale BLAST calculations, has

been used over the last several years to drive increasingly large analysis tasks using

thousands of processors, for instance in the Molecular Sciences Computing Facility

supercomputers at PNNL, as well as at other supercomputing facilities. The Scala-

BLAST code has allowed users to create very large query and target protein lists for

the purpose of finding out which top-k members of the target list are statistically

similar to each sequence in the query list. Efficient scaling is achieved by partition-

ing independent BLAST queries to independent process groups while dividing the

database at run-time among processors in a group. This combination of parallel

query and database partitioning has resulted in near-perfect scaling to over 1800

processors.
3.1.1.3 Scientific Impact. The integrated microbial genome (IMG)

data resources at the Joint Genome Institute (JGI) have made extensive use of

ScalaBLAST to perform BLAST calculations at the scale of hundreds or even

thousands of microbial, eukaryal, and viral genomes combined [69,70]. For large-

scale calculations used to update the IMG data resources, ScalaBLAST routinely

performed BLAST calculations in fewer than 2 days that would take years on

dedicated single-CPU machines. The combination of ScalaBLAST to accelerate

the underlying BLAST calculations and the IMG data representations and analysis

tool suite has proven to be an effective way of putting, indirectly, the power of

supercomputing in the hands of bench biologists [71].

The ScalaBLAST code is also used in a different configuration to address the

problem of finding how proteins are conserved across species. Many proteins are

essential to survival and are common across many species that share some function.

As an example, microbes that perform a particular metabolic reaction often have

very similar proteins to perform those reactions. Finding how the proteins of a single
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organism ‘‘map’’ to closely related organisms is known as ortholog detection.

Orthologs are proteins that appear in different species, but essentially perform the

same molecular task in each species.

To address multiple-species investigation of orthologs, ScalaBLAST was mod-

ified so it retained knowledge of the query species and performed many concurrent

(or subsequent) BLAST calculations of a large query list against a collection of

separate isolated microbial genomes. This arrangement of ScalaBLAST calculations

is known as tiled ScalaBLAST [72]. The resulting alignment data were fed to a

separate analysis application (http://en.wikipedia.org/wiki/Inparanoid), which used

the BLAST output for a pair of genomes to map the genomes onto each other by

identifying which proteins are orthologs. Inparanoid on multiple-species pairs

resulted in identification of clusters of proteins from many species that share a

task. Driven at a large scale, this analysis is a useful way to transform sequence data

from a collection of organisms into a mapping of each genome onto all the others.

A second use of ScalaBLAST for more sophisticated sequence analysis is support

vector machine (SVM)-Hustle [73]. In this application, ScalaBLAST scores are used

to create a collection of statistical classifiers for recognizing to which protein family

a given protein belongs. This is a common analytical technique applied to newly

sequenced genes or proteins to gain some understanding of the type of process in

which it might be involved before devising wet-lab experiments to verify the

function. Protein family prediction with SVM-Hustle requires BLAST scores for

all pairs of sequences in the set—a set that numbers in the tens of thousands. While

this could have been done with traditional BLAST, the fact that it could be done

rapidly with ScalaBLAST allowed SVM-Hustle to be developed and tested in a

number of configurations in a short time and will allow it to be retrained rapidly as

the public sequence data sets change.

A similar task to protein family prediction is that of protein homology detection.

Proteins are homologs when they share similar sequence-related characteristics.

Conventional BLAST calculations can identify homologous proteins when they

have sequence similarity above 20%, but many naturally occurring protein homolog

pairs have sequence similarity below that level. To identify these homologous pairs,

we have developed a more sensitive homology tool that uses a statistical learning

technique SVM to train with a data set of homologous pairs and nonhomologous

pairs. The SVM-based homology tool (SHOT) [74] has been shown to significantly

improve the sensitivity of homology detection over that of BLAST. The SHOT must

be trained using a large number of homolog pairs (and nonpairs). This training is

performed with a vectorized form of the protein pairs that relies on BLAST scores.

The ScalaBLAST code is extensively used in SHOT analysis, both in training and in

the final application of the SHOT classifier to new sequences.
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3.1.1.4 Visualizing Biological Networks. An important dif-

ference between DIC and conventional high-throughput computing or HPC is that

the patterns in data evident from DIC tend to be much more complex. Having solved

the throughput problem for a variety of bioinformatics challenges, it was interesting

to see how often the next question is ‘‘now what?’’ The fact that ScalaBLAST can

perform an all versus all-BLAST calculation of a three million protein data set in

less than a day also means it can deliver hundreds of gigabytes (or even terabytes) of

output in a day. Eliminating simplifying assumptions in bioinformatics analysis and

driving multiple-genome analysis with DIC applications creates a new data problem:

How does the end user make sense of all that output?

We have addressed this challenge by linking postprocessing using high-through-

put sequence analysis tools (like ScalaBLAST and SHOT) with visual metaphors

and visualization applications to create an interface by which bench biologists can

devise and test hypotheses.

One example of this is the use of SHOT to associate arbitrary proteins with a basis

set of well-characterized proteins to form cursory star clusters. Figure 5 illustrates

the use of such star clusters where the central node is a well-characterized basis
FIG. 5. SHOT output visualized using ‘‘star’’ representation. Each central node is a well-characterized

SCOP protein, and each peripheral node is a protein from one of five uncharacterized species. Edges are

colored to indicate the identity of the species. Large radius stars have large number of related proteins,

giving the appearance of pie charts.
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protein (in this case, a protein from the SCOP database http://scop.protres.ru/) and

the color of the edge conveys the identity of the species having the link. This has

been used for multiple-genome analysis for up to 10 closely related species. Work-

ing directly with microbiologists has revealed the utility of this representation,

which from a distance, allows analysts to determine which basis proteins are over-

or underrepresented in a given species.

A second example of the value added to data-intensive bioinformatics by visuali-

zation is evident when looking at ortholog clusters across multiple species. Illu-

strated in Fig. 6 are increasingly fine-grained views of ortholog clusters across 10

Shewanella species [74]. In this study, ortholog clusters are used in tandem with

SHOT star clusters to identify and refine protein groups that had unusual distribution

in the 10 genomes as well as to identify novel functional roles that these proteins had

based on their association to basis proteins and each other. This analysis is per-

formed without any prior expectation of a hypothesis of interest and hinged entirely

on iterative analysis done on multiple genomes. Ortholog clusters can be viewed

with this technique either in tandem with SHOT output or as a straightforward

visualization method for multiple-species mappings.
3.1.1.5 Closing the Loop Between High-Performance

Computing, Analysis Tools, and Visualization. Visual

metaphors to represent complex patterns in biological data can be a powerful vehicle

for making the output of high-throughput bioinformatics accessible to researchers.

This can be implemented with a variety of approaches, including some of those

already described in this chapter, as well as Web-based front-ends to large-scale

compute resources. Web services or applications are commonly used to enable

bioinformatics enhanced by specialized hardware transparently to the users. This

can be thought of as a straight-through pipeline for high-throughput bioinformatics

(Fig. 7).

Closing the loop between visual metaphors and specialized hardware is an even

more powerful DIC methodology that is implemented for use in bioinformatics

applications. In this computing model, one feeds a visual representation with

multiple-genome data analysis output (e.g., from BLAST or SHOT) depicting the

relationships between data elements in a cursory view. From this view, biologists

can drill down, selecting portions of the data for more analysis and computing, as

illustrated in the bottom panel of Fig. 7. Allowing researchers to arbitrarily drill

down or up through data, even when doing so requires large-scale computing,

creates a capability in which potentially a large number of preliminary hypotheses

can be inferred and tested from a single data set. Also, different analytical capabil-

ities can be brought to bear on user-defined subsets of the data where the use of these



FIG. 6. Top: ortholog clusters for 10 Shewanella species. Orthologs can cluster in complex arrange-

ments that are very difficult to search for, but easy to interpret when found. Bottom: one cluster has joined

two close ortholog groups, each being represented by seven species. The protein pair linking the two tight

clusters may have dual functionality.
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methods on the full data set is intractable. The key to this approach is to ensure that,

at each level of refinement, enough computer capacity and efficient algorithms are

available through the interface to ensure that rounds of refinement and coarsening

take a short time. We have previously demonstrated this as one way of allowing the
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data, and the patterns in it, to direct generation of hypotheses, thereby allowing one

to find the unexpected [74]. This is potentially a revolutionary approach to biology

where researchers do not decide a priori what the hypothesis is, but rather it is

inferred from the data. This can be a powerful tool to augment more classical

hypothesis-directed biological research.
3.1.2 High-Throughput Proteomics Analysis
Proteins are the ultimate functional macromolecules in cellular systems, and the

fraction of potentially expressed proteins actually present in a cell, tissue, or biofluid

at a given time is strongly dependent on the organism environment and physiological

state. In addition, the functions of proteins also may be moderated by posttransla-

tional modifications, such as phosphorylation, or by complexation with other bio-

molecules or small molecules.

Recent years have seen a rapid increase in the research referred to as proteomics.

Generally, proteomics is defined as the study of proteins to obtain global measure-

ments of abundance levels, posttranslational modifications, interactions, and loca-

tions. A wide variety of technologies are being used in the field of proteomics. One

of the most widely used technologies is known as ‘‘shotgun’’ or ‘‘bottom-up’’

proteomics, in which a complex protein mixture is digested with a protease and

analyzed with tandemmass spectrometry (MS/MS) coupled with LC [75–80]. In this

approach, digested pieces of the proteins, called peptides, are passed through a

cylindrical liquid column. As peptides elute through the liquid column, they are

fragmented in a mass spectrometer and the fragmentation spectra are collected.

Interpretation of the fragmentation spectra is performed using search algorithms that
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match these patterns to theoretical patterns constructed from translation of

sequence databases described above. The matches identified by this process are

then used to infer the proteins present in the sample. This approach has substantial

resolving power to identify a large fraction of the proteins in a complex mixture.

This technology is characterized as highly data intensive and relatively low

throughput.

Typical proteomics experiments regularly search hundreds of thousands of spec-

tra against databases containing anywhere from a few thousand proteins to hundreds

of thousands of sequences. While search times do not scale linearly with increasing

database sizes, searching for modifications on sequences increases the complexity of

these searches multifold. A single-modification search with InsPecT [81], a popular

search engine, takes 1 s per spectrum against a 30 MB database. Multiple levels of

complexity are introduced by increasing database size, searching for posttransla-

tional modifications, and complexity of the biological sample under investigation.

For example, research in microbial communities typically generates databases with

millions of proteins [7] and poses challenging questions to researchers. A common

approach to reducing database sizes is the use of a clustering technique based on

either sequence composition or functional characteristics. Clustering of very large

biological databases is an area of active research, and parallel-processing algorithms

are becoming more common [82] because of the data-intensive nature of the

problem. Sequence-based clustering of biological data may require the computation

of a pairwise similarity measure (Smith-Waterman scores or BLAST scores)

between all possible sequences. The ScalaBLAST application described above

provides efficient computation of the all versus all-BLAST scores matrix.

To mitigate this limitation in protein characterization, there has been broad

interest in the development of approaches that are able to both perform high-

throughput analyses and provide protein identifications with reduced experiment

times. At PNNL, a method has been developed based upon the use of accurate mass

and elution time (AMT) tags [76,83,84] in which a database of identifications is

developed from the result of the time-consuming MS/MS experiments described

above. The elution time is measured from the LC column while the mass spectro-

meter outputs a mass/charge measurement that is deconvolved to obtain an accurate

mass measurement. Current generation mass spectrometers exhibit very high sensi-

tivities and increasing dynamic ranges to detect peptides accurately within a few

parts per million (ppm). Patterns of mass and elution time in subsequent LC–MS/MS

experiments (in which fragmentation is not performed) are matched to this curated

database to infer the presence of peptides in the sample, which are eventually rolled

up to identify the proteins.

Figure 8 graphically illustrates the AMT tag approach. A significant challenge in

identification with the AMT approach is eliminating the variation in elution time
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across experiments. One solution to this problem is to use a predictive capability to

calculate elution times based on a peptide sequence [85]. Another approach focuses

on aligning data sets across multiple experiments against a common baseline and

against an existing AMT tag database [86]. Subsequent experiments with the AMT

approach do not spend any time fragmenting peptide signatures and are relatively

high throughput. Current throughput at PNNL allows about 10 global proteome

measurements per day, per instrument. This throughput rate can be compared to the

days or weeks required for similar levels of coverage required for a single traditional

‘‘shotgun-derived’’ global proteome analysis.
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3.1.2.1 The Tandem Mass Spectrometry Challenge.
Perhaps the most significant computational challenge in proteomics is the identifi-

cation of peptides from MS/MS data. High-throughput technologies such as the

AMT pipeline still depend on the development of databases from MS/MS analyses.

These MS/MS experiments are performed independently and sampling of ions is a

probabilistic process, which can be modeled as a logistic distribution with more

abundant peptides and provide near-complete detection of proteins present in a

biological study. Additionally, analysis of redundantly collected spectra adds to

computational analysis time without adding to the information generated. Finally,

the added complexity from posttranslationally modified peptides or unexpected

single amino acid substitutions results in exponentially increasing computational

needs.

In comparison to proteomic analysis of single organisms from pure culture,

analogous proteomic assessments of microbial community samples are difficult at

best, and often involve undesirable assumptions about the data to make the analyses

computationally feasible and less error prone. For example, the identification of

nontryptic peptides or more than one type of posttranslationally modified peptide

from microbial community samples increases the number of candidate peptides to a

level at which the computations do not finish in a reasonable time with the use of

current codes and computer architectures (Fig. 9). Furthermore, for most microbial

communities, sequence information is not available, meaning that a database of

proteins (and hence peptide candidates) for a microbial community is an incomplete

estimate, at best.

To illustrate the increasing difficulty of identifying peptides with increasing

sample complexity, consider that each MS/MS spectrum must be assessed in the

context of a database of candidate peptides, and that the databases grow by orders of

magnitude with the complexity of the sample source, as shown in Fig. 9. In addition,

expanding the search to include a single type of posttranslational modification

further increases the search space by another order of magnitude. For an MS/MS

spectrum from a microbial community sample, including four common types of

posttranslational modifications means that the detection method must select the one

correct candidate out of nearly 1011 possible candidates. This leads to results

containing either an unreasonably high number of false identifications or a large

number of spectra being discarded.

While several groups have developed methods for making assumptions about the

data to reduce the time to solution [87,88], much less work has been done regarding

the mathematical models used in the identification process to improve accuracy or

the examination of different computer architectures for processing the data.
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The development of advanced model spectra from spectra libraries [89–91] for

detecting highly specific fingerprints of the peptide spectra results in increased

accuracy and a greater number of spectra being identified. One of the challenges

has been to integrate the use of model spectra from spectral libraries with previous

identification methods that rely on ad hoc model spectra and ad hoc measures of

similarity between model spectra and experimentally observed spectra. Our

approach to this challenge has been to develop both our statistical similarity measure

and our model spectra on the principles of statistical mechanics that govern the

physical and chemical processes in the laboratory. The end result is a single analysis

method that can use either model spectra derived from either spectral libraries or

averaged training data on diverse peptides.

As shown in Fig. 10, such an approach can at least double the number of peptides

that are identified and will much more precisely elucidate the proteomic state of a

cell population by identifying a larger set of proteins that are expressed under

specific growth conditions. The x-axis shows the percent increase in the identifica-

tion rate, while the y-axis shows the number of peptides at that increased level of

identification. On average, the 44 peptides were identified with 2.4 times more
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spectra when realistic model spectra derived from experimental data are used rather

than generic, one-size-fits-all approach to generating model spectra.

Although the use of spectral libraries may be the most significant advance in

peptide identification since 1994, it presents a significant challenge with respect to

data management and throughput. One consequence of spectral libraries is that a

model spectrum for each peptide needs to be stored in a database and that database

needs to be readily accessible for use in HPC programs. This challenge becomes

particularly significant when one considers that peptides that have posttranslational

modifications have spectra that are different from the unmodified form of the

peptide. As shown in Fig. 10, if complete spectral libraries were available as a result

of either experimentation or computation, the database would be on the order of

several exabytes. We have been addressing this challenge by developing code that

allows for fault-tolerant access to global storage resources, both memory and disk.

The code has been implemented and tested on architectures that allow for globally

accessible memory (SGI Altix) and on large commodity clusters that use global file

systems (Chinook, an HPC Linux cluster at the Molecular Sciences Computing

Facility at PNNL with 2310 nodes/4620 quad-core processors on which the Lustre

file system is used).
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Furthermore, as these methods progress, it will be desirable to reanalyze existing

data sets with the new methods to elucidate the understanding of the biological

processes involved in the samples. However, the computational reanalysis of exist-

ing data sets of MS/MS spectra will be extremely demanding. For example, the

Environmental Molecular Sciences Laboratory at PNNL currently stores over

21 million spectra for Shewanella oneidensis MR-1 alone, and over one billion

spectra all together. The reanalysis of the data will be time-prohibitive if current

software and hardware capabilities are used.
3.1.2.2 Increasing Throughput Through Smart
Instrument Control. Our proposed high-performance, data-intensive

analysis pipeline (Fig. 11) builds on the key components used in the current AMT

tag process to convert the current static process into a novel, dynamic approach that

brings the in silico analytical process to the instrument rather than decoupling the

two. This capability was not possible previously because of our inability to do online

processing of the captured data. Using MeDICi as our underlying architecture, we

overcome the above limitations and provide enhanced information extraction that

automatically analyzes incoming data and makes intelligent decisions, based on
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FIG. 11. High-performance data analysis pipeline for smart instrument control.



APPLICATIONS IN DATA-INTENSIVE COMPUTING 35
statistical decision theory, to sample new ions intelligently and iteratively augment

data collected. This technology allows experiments to move into the paradigm of

true large-scale experiments rather than a large collection of independent experi-

ments. Complex biological samples are characterized in more depth and at a faster

rate, thus facilitating systems biology. In addition, exploration of unexpected events

also could be feasible through the possibility of controlling the experiments

dynamically.

This system would also make feasible the exploration of new paradigms, such as

one in which multiple mass spectrometers may be intelligently controlled in a

coordinated manner with a scalable, online computational system to perform

biological analyses previously not imagined.

The smart instrument control technology builds upon several existing components

that have been developed to process mass spectrometry data in a retrospective

manner. The individual components are:

l Feature discovery algorithms. Data generated by a mass spectrometer coupled

to a separations system, such as liquid chromatography, which adds a time

dimension to an experiment, includes a series of mass spectra acquired over

time. Each ion in an analysis is observed in the mass and time dimensions with

an intensity pattern that is somewhat predictable from its chemical formula, its

abundance, the charge it carries, and the resolution of the instrument. However,

during the course of an analysis, the actual formula is unknown and discovering

features is further complicated by the presence of noise and overlapping ion

signatures. We have developed and implemented internally and externally

developed algorithms [92–95] to discover features in an individual mass spec-

trum in an unsupervised manner and to group together the same features in

consecutive spectra [96]. These algorithms are currently available to the prote-

omics community in two software packages: Decon2LS and VIPER [96] at

http://ncrr.pnl.gov/software. Our initial experiments suggest that the feature

discovery process is slower on spectra containing much information. The

advantage of using MeDICi as our underlying pipeline allows us the flexibility

to connect HPC hardware such as the FPGA to deisotope spectra. The feasibil-

ity of using FPGA for fast deconvolution of mass spectra has been illustrated by

Bogdan et al. [97].

l Alignment algorithms. Features discovered in mass spectrometry data are

identified by matching them to a database of previously identified peptides

on the basis of mass and time values. However, before matching can be

performed, corrections in variability in mass and elution time dimensions

need to be made. We have developed a dynamic-programming, time-warping

algorithm which finds the transformation function in the mass and time
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dimensions and results in the maximum likelihood of the data being observed

from the database [86].

l Database searching algorithm. Fragmentation spectra collected during an

MS/MS experiment need to be interpreted using a search algorithm

[81,88,98,99] that matches them against theoretical patterns of peptides in a

species being analyzed.

l High-performance DIC using MeDICi. The most important piece for the

implementation of this technology is the use of a robust underlying plumbing

mechanism that supports data distribution, multiple types of hardware and

software modules, and reliable data delivery. Our DIC architecture, the

MeDICi integration framework, in addition to simplifying the pipeline creat-

ing process also facilitates the data handling and transformation of data while

passing through the pipeline to maximize the performance of the applications.

The architecture also enables analytical codes written in any language and

running on any platform to be plugged into a MeDICi pipeline, simply

through the creation of a few lines of code, and without changing the analysis

code itself.

Our first-generation version of this pipeline implements a serialized framework

in which events are collected synchronously. Mass spectroscopy spectra are

directly pumped into the MeDICi integration framework that is responsible for

reliable, in-order delivery to a number of software processing modules, the feature

discovery module, and a central visualization and control software. The feature

discovery module interprets the mass spectrum with our current deisotoping

algorithm, which is a refinement of the THRASH algorithm [92]. This feature

list is then forwarded to an online alignment and peak-matching module. This

module compares the features to those existing in a database and sends appropriate

feedback to the mass spectrometer with a list of parent ions to be fragmented in the

next fragmentation cycle. This avoids the fragmentation of previously observed

species and helps the mass spectrometer delve into the lower level features on a

spectrum-by-spectrum basis.
3.1.2.3 Scientific Impact. Mass spectrometry promises to be a valu-

able medium in discovering biomarkers for diseases that may have multiple under-

lying causes, such as cancers [100–108]. There has been significant interest in the

use of mass spectrometry to discover biomarkers; one modern and well-publicized

example was published by Petricoin et al. [109]. This particular example used mass

spectrometry-based patterns to classify patient blood plasma samples as coming

from women with ovarian cancer or noncancer. The research has been considered
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controversial for multiple reasons. One of the major reasons has been the classifica-

tion based on highly abundant low-resolution mass spectral peaks without any

reasonable means to perform specific identification of the measured species and

patterns [110]. The other major concern was that the number of samples used in the

study resulted in low statistical significance. Further, the specificity of the measure-

ments resulted in unacceptable numbers of false-positive cancer detections, leading

to worry for the patient and substantial follow-up costs for the health care system

[111,112]. This study and the associated controversy highlighted the need for

‘‘smart instrument control’’ methods in which (1) the identity of each analyte was

considered important and possibly relevant in biomarker discovery, (2) methods

were needed to mitigate the effects of highly abundant species which were generally

not considered useful even for classification purposes, and (3) the methods used

were capable of at least hundreds of individual measurements with extremely high

sensitivity and specificity.

Smart instrument control methodologies allow measurements to be performed

that depend on the results of a previous measurement or set of measurements. This

allows sophisticated strategies that, for example, minimize the remeasurement of

previously identified species when building a database of expressed peptides.

In conventional experiments, many repeated experimental and sample fractionation

methods are performed to achieve the needed detection of a broad dynamic range of

peptides. These advanced instrument control methods require the ability of move

large volumes of data and process the data streams in real time.
3.1.3 Inverse Hadamard Transform for Ion

Mobility Separation Coupled with
Mass Spectrometry
Mass spectrometers measure the mass-to-charge ratio of ions present in a physical

sample with a high degree of accuracy and precision. The analysis of complex

mixtures, such as those found in proteomics analysis, with mass spectrometry

benefits from the coupling of separation technologies, such as liquid chromatography

with mass spectrometry. This separation spreads the complexity across hundreds to

thousands of spectra. As the sample complexity increases and throughput require-

ments continue to increase, the need for more sophisticated strategies are justified.

At PNNL, we have added ion mobility separation (IMS) between the liquid chroma-

tography and mass spectrometry systems, thus allowing ultrahigh-throughput anal-

ysis of complex mixtures. In IMS, ions are moved through a background gas in a

drift tube. An electrical field is applied to the drift tube, thus forcing the ions to drift

through the tube. The ions drift at a speed based on their cross-sectional area, with
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more compact ions reaching the end of the drift tube first. A time-of-flight (TOF)

mass spectrometer is placed at the end of the drift tube to analyze the ions present as

a function of drift time. While unique information regarding an ion’s size may be

determined with IMS, the sensitivity and overall utility of the technique has been

limited because of its inherently low duty cycle. This is because a packet of ions

must clear the drift tube before the next batch can enter. Use of multiplexing

techniques, such as the Hadamard transform [113], may have significantly increased

the utilization. The captured data have been physically convolved by the Hadamard

encoding process and must be computationally deconvolved to obtain the actual

sample data. However, applying the Hadamard transform to increase the instrument

utilization requires real-time online processing to deconvolve the data to support

smart instrument control methods.
3.1.3.1 Hadamard Transform. The encoding random sequence

used to control the ion gate at the entrance to the drift tube can be represented as a

Simplex matrix. Simplex matrices are composed of ones and zeroes and have

dimensions N�N, where N¼2m�1, m2N. The number of ones and zeroes in any

particular row is approximately equal, thus accounting for the 50% utilization

achieved by mass spectrometers with this technique.

The dimensional size (N) or order of the transform is chosen based on the range of

flight times being used in the instrument. All Simplex matrices are either right
circulant or left circulant, which means that the elements of each row of the matrix

are equivalent to the elements of the previous row of the matrix shifted by one

column to the right or left, respectively. The physical convolution of the data is

equivalent to

y ¼ SNxþ e;

where y is the data vector observed at capture time, SN is the selected Simplex matrix

of dimensional size N, x is the spectrum data vector that has been obfuscated by the

physical convolution, and e is a time-independent noise vector. More details on

Simplex matrices and their use in the Hadamard encoding process can be found in

the literature [114].

To perform the computational deconvolution of the captured data (y), the inverse
of the Simplex matrix (S) used in the encoding must be utilized. The captured data

vector is multiplied by the inverse Simplex matrix (S�1
N ) to obtain the expected set of

spectra (each spectrum is referred to as scans, i.e., the frame) that represents one

IMS. Each spectrum or scan is acquired from the TOF with a high-speed analog-to-

digital converter to read the ion signal from the detector.
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3.1.3.2 Real-Time Processingwith Hybrid High-Perfor-
mance Computing Hardware Architectures. We have

implemented the design for the inverse Hadamard transform computation on a single

node of a Cray XD-1. The full implementation of the design uses 22% of the slices

(5201 out of 23,616) of the Virtex II-Pro XC2VP50 FPGA on the XD-1’s node.

It uses 36% of the BlockRAM elements (85 out of 232) and only 1% of the 18�18

multipliers (4 out of 232). The design also uses two of the four 4-MB QDR SRAM

memory banks available on the XD-1 node. The design achieved a clock frequency

of 142 MHz out of a maximum achievable frequency of 199 MHz. The maximum

data transfer bandwidth on the XD-1 node is 1.422 GBps. However, this bandwidth

can only be achieved under a design that operates at the maximum frequency of

199 MHz. Designs operating at lower clock frequencies achieve a proportional

bandwidth. In our case, we achieved a data rate of 1.01 GBps.

Our data set consists of 100 frames of 620 scans each, with 3380 16-bit elements

per scan. The total size of the data set is thus 400 MB. The streaming time at

approximately 900 MBps is 0.46 s, which includes the ongoing frame accumulation

processing. The inverse transform process for the accumulated frame takes 0.11 s

and is twice as fast as executing the inverse transform algorithm on the host 2.4-GHz

AMD Opteron CPU. The data write-back time for the result of the inverse transform

is 4 ms.

Our research has determined that it is feasible to use FPGAs for processing mass

spectrometry data at very high rates (GBps range). We have also shown that is

possible to implement domain-specific signal processing algorithms (inverse Hada-

mard transform) to operate in conjunction with high-speed data capture.
3.2 Data-Intensive Cyber Analytics

Ensuring the security and reliability of communications systems requires the

ability to process vast amounts of transactional records for indicators of problems,

often in real time. Such systems include computer networks, voice networks, and

power-grid control systems.

Cyber security poses particularly acute analytic challenges, not least because of

the immense volume and complexity of the activity that occurs over computer

networks. A typical enterprise computing network might generate billions of packet

transactions per day, each a subcomponent of a larger activity such as Web surfing,

but some that might also be indicative of more malevolent activity. Moreover, unlike

domains where the endpoints in a transaction are well defined, such as could be the

case in financial transactions or communication between power-grid components,

there is a tremendous variety of activity occurring over computer networks.
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Generally, while the source and destination IP addresses involved in a transaction

are known, the exact applications involved in the transaction are not. Finally, the

number of unique ‘‘actors’’ on a computer network can be large. Specifically,

the number of machines on a network being protected might number in the hundreds

or thousands, and the number of external IP addresses to which these machines

might connect is several orders of magnitude larger, for example, there are 232

unique addresses in IPv4 and 2128 in IPv6. The number of new malicious code

threats also has increased dramatically, growing from 140,690 in 2006 to 1,656,227

in 2008 [115].

While the sensor technology to instrument and transmit records of each transac-

tion in a computer network exists, analytic techniques to detect and characterize

security events are less well developed. These events are sometimes ‘‘anomalous,’’

that is, they are statistically separable from ‘‘background’’ communication, but not

all anomalies are malicious nor are all malicious activities easily recognized as

anomalies. Indeed, the more sophisticated an attack, the more the attacker will

attempt to make his behavior appear normal. Many approaches to detecting com-

puter security problems take a deterministic approach, in which signatures of known

malicious activity are used as patterns against which to match current traffic. While

these methods are generally effective at detecting instances of previously discovered

threats, they are not well suited to discovering new threats quickly or to enabling

timely triage, decision making, and response actions by analysts.
3.2.1 The Cyber-Security Analytics Challenge
The cyber analytics challenge, therefore, is to enable the full range of ‘‘human-in-

the-loop’’ discovery and detection such that both high-level situational awareness of

broad patterns in data and detailed analysis of potential threats involving small

amounts of signal in an overwhelming amount of noise are possible. While entirely

automated approaches to security are desirable, the reality of sophisticated attacks

means that humans are almost always needed to discover, or at least confirm,

potentially malicious activity. Cyber analytics research must focus on how best to

support human cognitive abilities; when dealing with high-volume streaming net-

work traffic, this means leveraging the innate perceptual abilities of humans to

detect off-normal conditions without inducing cognitive overload. Our approach to

data-intensive cyber analytics involves two complementary processes: data reduc-

tion and visualization.

Data reduction can involve the development of models, signatures, or statistics,

all of which can help aggregate large amounts of low-level data into more informa-

tion-dense representations. The aim of these derivative representations is to preserve
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the structure of the underlying data with as much fidelity as possible, while reducing

the volume of what must be analyzed to a level more appropriate for human inquiry.

Visualization involves the depiction of structure, trends, or relationships in data

such that humans can maintain awareness of system state and can explore, form, and

test hypotheses. Neither data-reduction techniques, such as modeling, nor visualiza-

tion is typically sufficient when used in isolation; however, when the two processes

are used in tandem, new mixed-initiative systems that support automated detection

and human-driven exploration are possible. The following sections introduce a

selection of data-intensive cyber analytics applications and outlines future needs

for continued development.

In cyber analytics, a central goal is to understand the processes by which actors

are engaged in potentially malicious activity. Cyber analytics typically (although not

always exclusively) proceeds in a top-down fashion; antivirus tools or intrusion

detection systems often use signatures of known events to classify new events.

Malicious actors also have a limited and familiar set of motivations for attacks,

such as fame, fortune, power, or revenge. These high-level motivations may be

fulfilled in a variety of common attack vectors, such as denial of service, eaves-

dropping, or man-in-the-middle activities, in which attackers intercept and modify

communications between other parties. But because attack vectors can vary in the

details of their implementation, focusing on low-level ‘‘bits on the wire’’ can make

it difficult to recognize and respond to problems. Thus, cyber analysts often search

for events that match high-level descriptions of known problems, and then proceed

by interpreting observed events from the top down. Context, such as knowledge of

current world events and computer security vulnerabilities, helps analysts focus their

searches. Once a sequence of events or data is recognized as being constant with

respect to the appearance of higher level symptoms, it can be used as a signature for

rapid future detection.

In the cyber-security field, patterns are often referred to as attack signatures.

Usually, these signatures are specific to a particular attack tool or method and have a

single data source. While there is considerable existing work on the identification of

individually anomalous events in data streams (e.g., [116,117]), an outstanding

challenge (and one we address in the following section) is identifying sequences

of linked behaviors over time. Prior work has also addressed attack graph visualiza-

tion [118], but there is a recognized need to develop approaches that scale to

operational data volumes, support exploration across levels of abstraction, and

allow user-driven pathway definition [119]. Zhuge and Shi [120] draw parallels

between the information analysis strategies for computer and biological epidemics,

suggesting that the development of cross-domain analytical techniques is an area

ripe for breakthrough.
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Most contemporary visualization approaches for computer network analysis

problems typically focus on node connectivity and traffic flow (e.g., [121,122]) or

on firewall alert and packet-level visualization (e.g., [123]). Kafadar and Wegman

[124], for instance, characterize ‘‘exotic’’ traffic simply as that with particularly

high IP address or port frequencies, even though threats may also be carried in

seemingly normal or noisy traffic. They do, however, rightly suggest that many

existing visualization models are limited to static data sets of moderate size, not the

continuously evolving and high-volume data typical of the network security domain.

Wegman and Marchette [125] call for new ‘‘evolutionary graphics’’ capable of

better communicating change over time. Such graphics have broad applicability

because the need to succinctly communicate normal and abnormal events in data and

to help analysts identify patterns at a range of temporal scales transcends domains.

Visual analytics offers tools to support this cross-scale analysis. Our approach is

to aggregate low-level log data to broader behaviors that characterize an actor

(malicious or otherwise) over time, while allowing the end user to drill down to

more detailed records when needed. This technique reduces, in part, the data

overload problem by increasing the level of abstraction at which massive data can

be analyzed.
3.2.2 Data-Intensive Analysis Tools
There are two broad categories of analytic work in cyber security: tactical and

strategic. Tactical work is concerned with the largely reactive tasks of detecting

suspicious activity and assessing its impact on an organization; whereas, strategic

work is concerned with identifying larger patterns and motives, and conducting

proactive assessments of future attack methods [126]. Additionally, tactical work is

typically intended to occur in as near real time as possible, while strategic work may

involve less time-critical decision making. While large data volumes are a challenge

in both realms, the techniques we describe in this section are designed largely to

support the real-time analysis problem. In strategic or forensic activities, often the

solution to an analysis problem is the construction of a database to hold records of

network transactions for later inspection. Real-time analysis, however, demands

new information-management architectures, data-reduction techniques, and human–

computer interfaces.

The cyber analysis tools we describe in this section all use network flow data as

their primary source of transactional information. While there are many methods for

generating them, ‘‘flows’’ are essentially sessions that record the attributes of a

series of packets between two parties; all of the packets within a particular time

window to and from particular ports are aggregated into a single flow. Flow records

do not contain the actual content of the packets they aggregate and, although packet
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content can be useful in assessing the nature of a potential threat, it is unavailable for

many real-world analysis challenges because of encryption or privacy restrictions.

In the following sections, we illustrate complementary techniques for data-inten-

sive analysis. Each application takes a different approach to addressing the problem

of data scale, but each is designed to support the human analyst in detecting and

understanding events in high-volume data streams. Some applications rely on the

use of DIC hardware, while others are handled mostly in software.
3.2.2.1 StatsView. A PNNL developed tool, StatsView alerts analysts

to significant changes in aggregate trends of network traffic. It uses three statistical

models, each with different assumptions about the behavior of the network, to

determine when a statistically significant change occurs. These changes are flagged

for the analyst as events that should be investigated thoroughly (Fig. 12). Essen-

tially, StatsView is a triage tool; it examines the entire volume of flow traffic from a

sensor and finds cases where current traffic volume in predefined categories departs

from the volume seen over the past hour. It provides the most general level of

situational awareness, helping an analyst determine whether current conditions are

within normally observed boundaries. StatsView, like the other tools described

below, is a Java application with the MeDICi architecture to calculate statistics
FIG. 12. StatsView computes several statistics across the full volume of network flows and flags

anomalous events for the analyst.
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and populate a visualization client with analytic results. The network flows that

these tools analyze are collected with sensors at a network gateway and summarize

the traffic between an enterprise network and the rest of the Internet. Typically,

these flows are bidirectional in that they represent both the ‘‘request’’ and

‘‘response’’ components of a transaction. StatsView incorporates a MeDICi listener

that receives streaming flow data from an aggregator. The computation of StatsView

statistics could be distributed across multiple analysis nodes, using MeDICi to

transmit data to them and deliver processed results to the StatsView client.
3.2.2.2 NUANCE. While tools like StatsView are effective for detect-

ing changes in the aggregate characteristics of high-volume data, some cyber threats

may not stand out from the noise of everyday network activity to raise an alert with

standard anomaly detection techniques. For instance, an SQL injection attack might

be manifested as just a handful of flows; buried in a stream of millions of flows, what

techniques can help these few flows stand out? New methods are needed for more

finely segmenting traffic to improve the signal-to-noise ratio.

The NUANCE code [127] is an attempt to create behavioral models of each

machine on a network, so anomalies at the level of an individual host, rather than an

entire sensor, which may aggregate data from multiple hosts, can be detected. While

there are existing host-based intrusion detection and activity profiling systems,

NUANCE uses a modeling technique that characterizes the expected activity of

each machine on a network over multiple time periods from minutes, to hours, to

days. These models provide analysts with a unique view into the baseline behavior

of their hosts. This is a level of insight that many argue is crucial to improving

situational awareness (Fig. 13). The current network activity to or from a host is

compared to the model results and departures from expected activity above a user-

defined threshold could be flagged for the analyst.

The NUANCE behavior model consists of parsing, statistics, and curve-fitting

components, connected through MeDICi. The parser receives real-time network

data and summarizes each record as a timestamp and a list of ‘‘groups’’ to which

the transaction belongs. Group membership is assigned by rules such as ‘‘Is this

packet from a .edu domain?’’ ‘‘Is this an HTTP packet?’’ or ‘‘Is this an HTTP

Packet from ABC Co.?’’ The statistics thread monitors output from the parser and

maintains an array of sufficient statistics for each IP address and group. For a given

actor, the statistical model expresses the expected traffic rate over time as a periodic

function with an exponentiated Fourier series.

Techniques, such as NUANCE, help address the data-intensive cyber analytics

challenge through data reduction. By segmenting traffic by actor and then looking

only for actors who appear to be behaving anomalously, NUANCE helps target



FIG. 13. NUANCE crafts a behavioral model (red curves) for each actor on a network, which it

compares to observed activity (blue histogram) to identify smaller anomalies than aggregate anomaly

detection techniques would capture.
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human attention to only those portions of data most worthy of scrutiny. It also

introduces visualization into the analysis workflow at a later point than traditional

discovery tools; rather than display the full volume of network data for the analyst to

explore, visualization is used only after specific events are detected in that data. The

NUANCE code has been used to model traffic for test cases on the order of hundreds

of network actors on a single processing node. The ability of MeDICi to distribute

the modeling load allows NUANCE to scale readily by adding additional modeling

nodes.
3.2.2.3 CLIQUE. While looking for anomalous behaviors in NUANCE

provides insight into streaming data that is otherwise hard to obtain, there is still the

challenge of discovering sets of related behaviors over time. For instance, a cyber

exploit, such as a rootkit that surreptitiously exfiltrates data from a user’s machine,

might have precursor phases whereby the attacker first performs reconnaissance on

target machines, attempts to install the malware, etc. Rather than detect the anoma-

lous transmission of large amounts of data to an external site, which is statistically

comparatively easy to detect, but by which point the damagemay already be done, it is

desirable to understand how the components of an attack behavior relate to each other

such that precursor events can be detected and presented to the analyst for action.
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The CLIQUE code is based on the premise of ‘‘correlation layers,’’ or compo-

nents for iteratively abstracting data into correlated sets. In the cyber-security

domain, network packets first might be correlated or aggregated into sessions.

These sessions, in turn, can be correlated into longer term, evolving behaviors for

the parties in that session and these behaviors then correlated into linked collections

of activities that represent activities associated in a common purpose—a ‘‘clique.’’

The NUANCE models cannot make associations between events over time to

identify larger scale cyber activities. To overcome this limitation, a real-time

streaming classifier is used in CLIQUE to group network flows into bins of like

activity. The categorical classifier finds natural groupings among flows. Once each

flow is tagged with a category, a sequence identification process examines the

pattern of categories that each IP address manifests. Through this approach, it is

possible to detect and permit sequences that are typically benign, while highlighting

for the analyst sequences that are typically only seen in relation to known malicious

activity or seen rarely.
3.2.2.4 Partial Dimensions Tree. The Partial Dimensions Tree

(PDTree) application involves large sets of network traffic data [128]. Analysis is

performed to detect anomalies in network traffic packet headers to locate and

characterize network attacks and to help predict and mitigate future attacks. This

application is a special case of a more widely applicable analysis method to find

relationships and patterns in the data [42]. It uses ideas from conditional probability

in conjunction with a novel data structure and algorithm. When dealing with

multivariate categorical data we can ask, for any combination of variables and

instantiation of values for those variables, how many times this pattern has

occurred? Because multiple variables are being considered simultaneously, the

resulting count or contingency table specifies a joint distribution. The massive

data volume prevalent in cyber-security analyses has a large number of variables

and observations, as well as many distinct values for variables. A PDTree data

structure is a practical simplification of the All Dimensions Tree (ADTree) data

structure described by Moore and Lee [129] that can store the instance counts for

different combinations of variables. The PDTree structure requires less memory

than the ADTree when used in conjunction with domain knowledge about the

expected variable combinations. On the Cray XMT, the PDTree is a multiple type,

recursive tree structure. Figure 14 illustrates the absolute performance and relative

increases in computational speed obtained with the PDTree code analyzing a one

million record and a 500,000 record data set derived from cyber-security traffic data

on the Cray MTA-2.



0

0
0

5

10

15

20

25

30

35

40

4 8 12 16 20 24 28 32

0

50

100

150

200

250

4 8 12 16 20 24 28 32
Processors

Processors

1 M

1/2 M

1 M

1/2 M

T
im

e 
(s

)
S

pe
ed

up
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MTA-2 [128].
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We have extended our original PDTree implementation to handle very large data

sets with the Cray XMT hybrid execution capabilities through a Lightweight User

Communication (LUC)-based remote procedure call (RPC) mechanism. We have

developed a LUC server to execute on the Opteron service nodes, which have direct

access to a large Lustre file system. The server opens a very large file with PDTree

data resident on the Lustre file system. The server then proceeds to stream chunks of
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the file in response to requests from a Threadstorm LUC client. The server reads the

file in binary mode in fixed size chunks and sends the data to the Threadstorm client

after discarding incomplete records that might appear at the end of the read chunk.

Each one of the read chunks is then processed as a record set and inserted into its

corresponding place in the PDTree. This process closely follows the expected use of

a PDTree-like application for anomaly detection in a realistic networking environ-

ment with streaming data coming from network routers and sensors. Figure 15

illustrates the streamed execution style. A more detailed discussion is provided by

Chavarria-Miranda et al. [41,128].
3.2.2.5 Future Needs. While current data-intensive cyber analysis

tools are beginning to change the dominant analytic paradigm from ‘‘data-

object’’-level analysis, that is, displaying individual flows for the analyst, to

derivative ‘‘feature’’-level analyses, that is, displaying derived behaviors or pat-

terns that aggregate low-level flows into more abstract representations, there

remain significant outstanding challenges. First among these challenges is better

feedback between human and automated discovery processes. To create effective

mixed-initiative systems, it is necessary for automated approaches to be trained by

their users and to evolve over time based on their users needs. For instance,
10
50

100

200

500

T
im

e 
(s

)

20 50 100
Processors

FIG. 15. Wall clock time (left) and speedup (right) for PDTree streamed execution on a preproduction

Cray XMT using five chunks of �4,100,000 records from a 4-GB Lustre [128].
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analysts need to be able to provide feedback like ‘‘yes, show me more of these

kinds of events’’ or ‘‘no, the anomaly the system has flagged is benign, don’t show

me another case of it.’’ In turn, automated systems need to be able to challenge the

user hypotheses, perhaps by playing a ‘‘devil’s advocate’’ role and suggesting

alternative explanations for events. This degree of cooperation is necessary to

ensure that large data spaces are adequately assessed. Second, substantial new

research into the most effective visual representations for high-volume data is

needed. Typical cognition and perception studies involve small sample data sets,

but methods for supporting human understanding of what is going on in a data

space of hundreds of millions of features or more are underdeveloped. What are

the best ways to summarize vast amounts of network traffic to users such that

important patterns or trends are highlighted, but potentially important features are

not ‘‘averaged out?’’ Scalable visualizations—interfaces that simultaneously sup-

port focus and context—are necessary. Third, analytic principles need to be

generalized across domains so common tools and techniques can be applied to

the wide of application areas challenged with high-volume transactional data from

computer networks to supervisory control and data acquisition (SCADA) systems

to financial fraud.
3.3 Applications in Atmospheric Radiation

Measurement Program

The Atmospheric Radiation Measurement (ARM) program [130], a multilabora-

tory, multiorganization program, is the largest Climate Research program sup-

ported by US DOE. The ARM Climate Research Facility (ACRF) is a DOE user

facility responsible for design and maintenance of the ARM Data System Infra-

structure. In 1989, DOE’s Office of Science created the ARM program to address

scientific uncertainties related to global climate change, with a specific focus on

the crucial role of clouds and their influence on the transfer of radiation in the

atmosphere. Heavily instrumented sites have been established at three primary

locations (Fig. 16): (1) the Southern Great Plains in United States, (2) the Tropical

Western Pacific, and (3) the North Slope of Alaska. Additionally, two mobile

facilities and short-duration aircraft campaigns are used to measure all climato-

logically important properties of the atmosphere. Except for the aircraft cam-

paigns, each deployment operates on a nearly continuous basis to collect high-

quality research data sets. Following are the main drivers behind these exercises

[131,132]:

1. Determining the accuracy of both solar and infrared radiative transfer calcula-

tions for a cloudy atmosphere



FIG. 16. Location of ARM program sites. The yellow and red markers (M) represent permanent and

mobile sites, respectively.
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2. Using the knowledge of larger scale atmospheric properties to predict the

cloud properties in a column of atmosphere

3. Validating data collected from other sensing experiments as satellite

missions
3.3.1 Data-Flow Architecture
As illustrated in Fig. 17, the ACRF data-system architecture is a centrally

managed architecture [133]. The ‘‘site data system’’ refers to the computing infra-

structure located at each site that is responsible for periodically communicating with

every local sensor and data-collection system. The heterogeneous data format and

communication protocol for different instruments require the data-collection pro-

cess to be highly resilient and modular. Key challenges in this phase lie in ensuring

data integrity and time-synchronization with a universal time reference.

Following collection from sensors, data are routed to the central Data Manage-

ment Facility located at PNNL. Incoming data for every data source are processed
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hourly by an ingest software suite [133]. The ingest suite is a modular framework

that converts native format data files to the ARM standard NetCDF format [134] and

performs validations as min–max delta checks and ascending order of timestamps in
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data records. Once processed through the ingest suite, the data sets for each data

stream pass through a series of downstream processes prior to being transferred to

the Data Archive at Oak Ridge National Laboratory. The specific set of downstream

processes operating on a data stream depends on the characteristics of the specific

data product. Such downstream processes include software for:

l Verifying data integrity

l Archival of files and associated metadata management

l Analysis and visualization for data quality assessment and reporting

l Applying complex algorithms to produce data products with richer scientific

content, Value-Added Products (VAPs)
3.3.2 Computing Challenges
As mentioned earlier, the primary focus of the ACRF architecture is to collect

high-quality research data sets. Over the years, dramatic reductions in storage costs

coupled with improved connectivity with even the remote sites have motivated

ARM scientists to maximize the use of sensing capabilities.

However, as the increased observational database improves the representation of

clouds and related processes in the scientific world, it also helps identifying the new

areas to explore. For example, once the theory for studying atmospheric character-

istics at the particular wavelength matures, a next step is to develop a model for the

entire frequency spectrum, which subsequently results in increased temporal and

frequency domain sampling of the observed phenomena. This advance naturally

translates into fielding new research instruments with unique characteristics.

Insights gained following the deployment and initial data-collection period lead to

analyzing instrument performance, improving measurement accuracy, and develop-

ing better retrieval techniques. In this example of data-driven science, data and

science enrich each other in a cumulative fashion.

Figure 18 shows the projected storage and data transfer requirements at ACRF

through 2015. The rapid growth in data (Fig. 18) presents multifaceted challenges to

the ACRF. In the following sections, we present a glimpse of the thrusts at ACRF in

four major areas:

1. Efficient data transfer/storage. Section 3.3.2.1 describes a data-filtering

scheme used for compressing the high-volume spectral data from ARM

cloud radars.

2. Stronger guarantees for data quality. Section 3.3.2.2 provides the motivation

and brief overview of the data quality analysis for one of major data products

from ARM.
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3. Reducing time to insight. Section 3.3.2.3 describes a study focused on the

state-of-the-art scientific workflow tools for rapid development of data analy-

sis modules.

4. Exhaustive and systematic management of metadata. Section 3.3.2.4 describes
the latest efforts in the area of data provenance.
3.3.2.1 Cloud Radar Spectra Processing. The cloud radars

are a key component of the ground-based sensing architecture at ACRF. The latest

radar systems continuously record spectral information, providing a very rich data

set for deriving physical information at the small scale not previously available in a

continuous manner. However, the size of the resulting spectral data files present a

significant challenge in transferring and storing the data. The average data volume

(include downstreamdata products) expected from a radar system is around 15 GB/day

[135]. The ARM program expects to have 27 operational radar systems over the next

2–3 years that will result in nearly 0.4 TB to be collected daily.

When first challenged with spectral data processing and network-based transfer,

investigations into compression techniques for radar spectra were started at ACRF.

It is well known that radar data from clear-sky conditions contains low information

content.

A cloud detection algorithm developed by Kollias et al. [136] was selected for

determining if a spectrum corresponds to clouds or other objects of interest. The

algorithm performed the initial masking based on the signal-to-noise ratio and

determined an appropriate threshold for a field on a profile-by-profile basis with

the Hildebrand and Sekhon [137] technique. A final mask was determined by

applying a 3–x–3 point majority filter to the first-pass mask (Fig. 19). The spectral

algorithm ran onsite and was implemented in interactive data language [138]. The

cloud detection algorithm identified data segments with low information content and

replaced the samples with a predetermined constant value. The volume of the final

data set was observed to be around 5–35% of the original volume depending on the

noise content. This technique seemed to work well in practice, although there were

some problems. For example, the cloud detection algorithm sometimes missed very

‘‘thin’’ clouds. Tuning the algorithm to detect these objects ran the risk of poten-

tially saving spectra that were not meteorologically significant. Currently, this

problem is being addressed by capturing additional spectral moments that also

serve as statistical summary of the data. An additional engineering challenge

involves adapting and implementing this technique for different radar systems that

often have very different format and precision characteristics.



FIG. 19. Spectra profiles before and after filtering.
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3.3.2.2 QCRad: A Data Quality Analysis Scheme for
Radiation Measurements. Providing detailed characterization of

data quality, which is one of the primary responsibilities at ACRF, is achieved by

assigning a quality rating to every data record. Lessons learned from advanced

statistical experiments, analysis of historical data, and improved visual analytics

capabilities contribute toward continuous evolvement of the data-quality-assurance

process. The ACRF Data Quality Office at the University of Oklahoma carries out

detailed inspection of the daily processed data [139]. For advanced analysis, efforts

are undertaken to identify the sources of uncertainty and, for cases in which the data

are of sufficient quality, tests are performed to ascertain the presence of biases or

precision errors. In this section, we present a brief overview of the QCRad Value-

Added Procedure [140] that implements an exhaustive quality control of surface

broadband radiometer data. This example demonstrates the complexity of data

validation algorithms that are unique for every sensor class.

The QCRad quality-testing methodology involves climatological analyses of

surface radiation data to define appropriate limits for trapping unusual data values.

In addition to fairly standard min–max limits for the concerned data fields, this

methodology makes effective use of knowledge about the cross-correlation between

different parameters and derives tighter bounds for performing quality checks.

It applies multiple tests to every data value and each progressive test is restrictive

or tighter than the previous one.

A separate QC field in the output file accompanies each output data sample. The

value of the QC field is set according to the severity of a test failure or infeasibility

of a test. A value of zero indicates successful passing of checks, a nonzero value

indicates a problem, and higher values suggest an increasing severity of problems

with the data. Figure 20A shows a graph of down welling diffuse shortwave

irradiance as a function of solar zenith angle. The green, blue, and red lines in the

graph refer to maximum limits computed by three techniques. The green line refers

to the limits computed from long-term observations of most frequent values for the

particular sensor. The blue line defines the limit derived from all historical observa-

tions. This accounts for data values that are possible but occur rarely and, thus, might

be anomalous data. The red line refers to the globally physically possible limits for

surface radiation measurements established by the Baseline Surface Radiation

Network. Tests involving the first two levels only annotate the sample with the

appropriate code, thus leaving the user with the decision of whether or not to use the

data. Any data falling outside the second level of testing is considered an error, in

which case the sample value is set to �9999 and the QC field to set appropriately to

indicate the test failed. Figure 20B illustrates a case where the limits as indicated by

the envelope, for the results of a cross-comparison test are computed. Points shown
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in red and black represent data values before and after applying a correction

algorithm. The effectiveness of the correction process can be clearly seen (Fig. 20B).

The above cases highlight a few problems. To capture the errors in the data, it is

important to incorporate the domain knowledge for each and every sensor in the data

validation process. Developments of these algorithms or tests often proceed in an

iterative and incremental fashion. As the data volume grows, it is important to adapt

processing frameworks that can leverage on the processing power of cluster or

multicore architectures for quick feedback. Second, it is critically important to
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have rapid prototyping tools that abstract away the complexities of DIC and parallel

processing and let the user focus more into the scientific pursuits. The next section

discusses an investigation in this direction.
3.3.2.3 Rapid Development with Service-Oriented

Scientific Workflow Frameworks. In the ACRF, VAPs refer to

software suites that perform advanced scientific analysis and generate higher level

data sets. Traditionally the VAPs contain serial Fortran or C implementation of

various physics algorithms, and have complex input–output dependencies that result

in a large monolithic codebase and require manual processing guidance. The com-

plexity of the overall process hinders code reuse and prevents rapid data analysis. For

large-scale data processing tasks, the intermediate steps often can be distributed

across multiple computing nodes. However, the complexity of partitioning the input

data across multiple compute nodes, merging or combining the output results of

intermediate steps before proceeding to another computation phase, and dealing with

fault tolerance are problems that result in diversion from actual data analysis

(Fig. 21). Figure 21A demonstrates the interaction of the MeDICi architecture with

the Kepler workflow engine on a VAP. Figure 21B shows the actual workflow of the

Broadband Heating Rate Profile (BBHRP) VAP with the embedded parallelism.

To support a more interactive and reusable computing environment, a study was

carried out to implement the ARM Program BBHRP VAP [141], in which the

Kepler [142,143] and MeDICi technologies [61,144] are used. Kepler is an estab-

lished Scientific Workflow technology that comes prepacked with a number of

components suited for scientific computing. Its ‘‘drag-and-drop’’ design environ-

ment supports multiple execution modes and complex control structures that are

typical features of VAPs. The MeDICi Integration Framework is a software integra-

tion framework that allows a component-based programming model and supports

execution on a distributed-processing system. The MeDICi asynchronous messag-

ing-based intercomponent communication framework has been found to be more

robust and efficient than the Kepler job-monitoring implementation for a distributed-

computing environment; hence, the combination of Kepler and MeDICi were chosen

as the underlying development framework. A detailed description of this study was

presented by Chase et al. [145]. The following were the main observed benefits of a

service-oriented workflow technology for VAP development:

l It allowed splitting the BBHRP application into simple, independent compo-

nents that can be reused.

l The workflow development environment provides a higher level abstraction of

the application.
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l Simply changing a configuration can control parallel execution of various phases.

l Hides details of underlying job execution typically performed by complex shell

scripts.

The separation of responsibilities, in which a software developer could be tasked

with implementing an algorithm (i.e., a component in the workflow) and the domain

scientists could design the high-level workflow structure was the most positive

outcome of this exercise.
3.3.2.4 Metadata and Data Provenance. Within ARM,

metadata include everything from the computing environment, file information

(e.g., creation date, last modified date, owner), instrument and algorithm
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information, user annotations, and provenance tracking information such as curation

history. Provenance is informally defined as ‘‘. . .a causal graph that shows how a

result was computed’’ [146]. The positive effect of formal use of provenance is that

both producer and consumer communities, motivated by different problems, can

make their own assessments about the efficient use of metadata. Without metadata,

analysts would be forced to rely on personal knowledge to identify interesting data

sets or download climate data in bulk and sift through entire data sets just to find the

relevant subset. As the number and size of data sets continue to grow, it becomes

challenging to collect useful and informative metadata because the current

approaches to gathering the data are invasive and require significant interaction

from the scientist or for the developer to have domain knowledge. From an opera-

tional standpoint, provenance many times exists partially embedded in the software,

reference databases, Web sites, or configuration files and may not be completely

available or evident to the scientific community.
3.3.3 ARM Value-Added Products
As stated before, the VAPs provide derived data products through complicated

workflows. VAPs use information from sensors, models, algorithms, and other

VAPs to derive information of interest that is either impractical or impossible to

measure directly or routinely. Areas in which VAPs help fill the unfulfilled mea-

surement needs of ARM include information like cloud microphysics, aerosol

properties, atmospheric state, and radiometric properties. The VAPs also are used

to improve the quality of existing sensor data, and to help the scientist choose the

‘‘best’’ data when multiple sensors are producing similar data at the same location.

As stated before, the file-based standard NetCDF is used in the ARM program for

data storage. One reason the NetCDF format was chosen for data storage on the

ARM program is the ability NetCDF provides to embed the metadata with the data.

This provides users the information they need to analyze the data. A significant user

need is to directly disseminate provenance into the VAP output NetCDF file,

providing needed information without requiring significant changes to the large

body of existing VAP workflows. As the ARM program continues to advance its

understanding of atmospheric science, the need for an increasing number and

diversity of deployed sensors and VAPs will increase significantly. This increase

is expected to affect the amount of data used by the scientists as well as the

complexity of VAP interdependency (Fig. 22). Provenance is a significant contribu-

tor to the overarching data-driven standard advancing scientific discovery and many

of the day-to-day tasks relating to data processing and reprocessing, error detection,

and data quality.
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4. Conclusions

This chapter has outlined some of the efforts being carried out at PNNL to

advance the state of the art in DIC for biology, cyber security, and atmospheric

sciences. The parallel developments at PNNL in DIC for these three fields have

provided a synergy that has allowed for rapid progress in these application areas.

At the core of this progress has been the transparency of accessing DIC resources

through the MeDICi framework.

DIC is evolving rapidly, a transformation driven by the demands of science,

engineering, and commerce. In all application areas, issues abound, while solutions

lag, partly due to the difficulty of defining the full scope of what is encompassed by

the diversity of DIC. Core issues of data-intensive architectures and approaches

require a concerted effort in order that progress can be made before we collapse

under the burden of our data-intensive world.
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Abstract
The transition from sequential computing to parallel computing represents the

next turning point in the way software engineers design and write software. The

addition of more processing cores has emerged as the primary way to boost

the computing power of microprocessors, but first the research community has

to overcome certain hardware and software challenges along the way to on-chip

scalable systems.

The primary consequence is that applications will increasingly need to be

parallelized to fully exploit processor throughput gains that are now becoming

available. However, parallel code is more difficult to write than that of serial

code. Writing applications in a way that permits different parts of a computing

task be divided up and executed simultaneously across multiple cores is not new.

Efforts today focus on translating the knowledge of building off-chip super-

computing based on multiprocessors to on-chip hypercomputing based on multi-

core processors. While the software may present the biggest challenge, there

are also hardware changes that need to be made to overcome issues such as

scalability and portability.

The aim of this chapter is to explain the primary difficulties and issues of

manycore programming. Firstly, the unsolved problem of the parallel computa-

tion model and its implications for issues such as portability and performance

prediction is discussed. Secondly, the obstacles incurred by parallel hardware

architectures on software development are covered. Thirdly, the main traps and

pitfalls of multicore programming are addressed. Finally, the human factor in the

success of the parallel revolution is presented.
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1. Introduction

The device should be as simple as possible, that is, contain as few elements as possible.

This can be achieved by never performing two operations simultaneously, if this would

cause a significant increase in the number of elements required. The result will be that

the device will work more reliably and the vacuum tubes can be driven to shorter times

than otherwise.

John von Neumann, 1945 [1]

The paradigm shift from sequential computing to parallel computing is a revolu-

tionary leap, not an evolutionary step. It is a revolutionary leap because it changes

almost any topic in the computer science discipline. The prefix parallel can be

added to any topic: parallel architectures, parallel OS, parallel algorithms, parallel

languages, parallel data structures, parallel databases, and so on. But the parallel
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revolution is a revolution in progress: while advances in parallel hardware accelerate

everyday, the development of parallel software lags behind.

Parallel computing is not a new concept. The first computers, such as the ENIAC

[2] and IAS [3], were highly parallel machines and the lessons that were learnt from

their design are still relevant today. The ENIAC was a parallel, data-flow machine in

which program memory was locally stored in each unit. The IAS was an asynchro-

nous machine with parallel memory and parallel arithmetic. However, although the

computer pioneers—John von Neumann, Presper Eckert, John Mauchly, and

Herman Goldstine—designed their computers to be highly parallel machines, they

did not use the parallel features of the machines because of its complexity. They

claimed that serial operation is preferred in electronic machines, provided the

components are fast enough. As mentioned in their reports [1, 4, 5], the advantages

of a serial machine over a parallel one are reduced hardware, increased reliability,

and ease of programming. Therefore, parallel computing will remain a research

niche for many years to come.

In the past two decades, parallel computing has remained an elitist discipline in

that only professional programmers in rich scientific and engineering communities

could afford the state-of-the-art parallel machines. Multiprocessor machines are

very expensive and demand a highly specialized expertise in systems administration

and programming skills. The turning point finally arrived in 2005, when parallel

computing on any desktop became a reality [6]. Two things were missing prior to

2005: low-cost parallel computers and simple, easy-to-use parallel programming

environments. However, they are available now and will change the way developers

design and build software applications. The two complementary technologies bring

parallel computing to the desktop. On the hardware side is the multicore processor

for desktop computers; on the software side is the integration of the OpenMP

parallel programming model [7, 8] into Microsoft Visual Cþþ 2005. These tech-

nologies promise massive exposure to parallel computing that nobody can ignore;

a technology shift is therefore unavoidable. The HPC research community has made

astonishing progress in this period of time. Today, efforts are focused on translating

the knowledge of building off-chip supercomputing based on multiprocessors to

on-chip hypercomputing based on multicore processors.

Two walls have forced chip makers to change processor design to multicore

processor architectures: the performance-wall and the power-wall.

The performance-wall refers to the observation of a slowing down in performance

improvement of single-core processors. It is becoming increasingly difficult for

processor designers to continue to use pipelining and superscalar techniques to

enhance the speed of modern processors (Fig. 1) [9].

The power-wall refers to the observation of an exponential increase in the power

consumption of single-core processors due to an increase in the number of
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transistors on a single die for implementing pipelining and superscalar techniques

in higher frequencies (Fig. 2) [9, 10]. Thus, replacing the large superscalar

processor with several small cores with a lower clock rate achieves better perfor-

mance per watt.

The primary consequence of the transition to multicore processors is that applica-

tions will increasingly need to be parallelized to fully exploit the throughput gains

now becoming available. Unfortunately, parallel code is more complex to write than

that of serial code [11, 12]. Parallel programming is no doubt much more tedious
and error-prone than serial programming, but it is not impossible. The main

difficulties in programming multicore processors are as follows:

� Thinking in Parallel. Parallel programming demands a different way of

thinking. Sequential programming is a deterministic and linear process. There-

fore, it is very intuitive to the way we solve problems through the use of

algorithms. In contrast, parallel programming is a multiprocess approach

where the behavior of the processes is intrinsically nondeterministic. Parallel-

ism requires programmers to think in a way humans find difficult. However,

allowing nondeterminism in parallel programs is the key to achieving

high-performance and scalable programs. The nondeterminism in a parallel
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program is controllable when it is necessary. Moreover, it is possible to learn

how to think in parallel and how to write bug-free parallel programs [13].

� Familiarity with Underlying Architecture. Parallel programming demands a

close familiarity with the details of the underlying multicore processor archi-

tecture. This knowledge is needed for matching the logical-structure of the

program to the physical architecture of the processor. The programmer has to

know such details as the number of cores, the memory layout, the cache

memory hierarchy, and much more. Better matching leads to better perfor-

mance and achieves desirable scalability. Sequential programming frees the

programmer from this entire burden.

� New Programming Issues. Parallel programming demands the understanding

of new programming issues that are absent from sequential programming,

including: the relationship between the logical threads and the underlying

physical processors and cores; how threads communicate and synchronize;

how to measure performance in a parallel environment; and the sources of load

unbalancing. The programmer must check for dependencies, deadlocks, con-

flicts, race conditions, and other issues related to parallel programming.
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� Invisible Problems. Many parallel programming bugs are caused because they

cannot be detected just from inspection of the source code. Actually, What-

You-See (in the source code) is not What-You-Get (after optimizations). For

example, aggressive optimizations such as branch prediction and reordering

instructions for out-of-order execution are done ‘‘under-the-hood’’ and can

change the meaning of programs. Moreover, these techniques are often the

main cause of tricky data-race problems that are very hard to detect.

� Difficult Debugging. Debugging a parallel program is a highly tedious and

difficult task. Although parallel debuggers and visual profiling analyzers exist

and are improving all the time, finding a bug in a parallel program is like

finding a needle in a haystack. The complexity of parallel debugging is due to

the invisible problems and to the timing complexity of parallel program flow

that harden on finding temporary bugs, whose appearance cannot be predicted.

The aim of this chapter is to explain the main difficulties and barriers to successful

manycore programming. First, the unsolved problem of parallel computation model

and its implications on issues such as portability and performance prediction is

discussed. Next, the obstacles incurred by parallel hardware architectures on soft-

ware development are covered. Then, the main traps and pitfalls of multicore

programming are addressed. Finally, the human factor on the success of the parallel

revolution is presented.

Terminology Comment: Throughout this chapter the term parallel revolution is

used, and not the more popular term the concurrency revolution, because it better

reflects the essence of current revolution. Concurrency is used in computer science

to refer multiple software threads of execution that are running in an interleaving
mode on a single-core processor, while, the parallel is used to refer multiple threads

of execution that are running simultaneously on multicore processor.
1.1 The Missing Parallel Computation Model

The goal of a computation model is to establish an abstract and theoretical

framework for describing and evaluating algorithms in a way that predicts their

performance on real computers. Moreover, the main role of a computational model

is to serve as a bridging model between the computer (the hardware) and the

algorithm (the software) together with a simple cost function for performance

prediction.

The Von Neumann model serves as a universal sequential computation model.

The blossoming of the computing industry in the last six decades is evidence that the

Von Neumann model is a success story as it offers a simple model of computation; it

enables the design of simple and easy-to-use programming languages founded on it;
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it is based on architecture independency; guaranteeing performance among a variety

of sequential architectures; and it enables the foundation of a simple cost model.

Despite many efforts, no solid framework exists for developing parallel software

that is portable and efficient across multiple processors. The lack of such a frame-

work is mostly due to the absence of a universal model of parallel computation

which can play a role similar to Von Neumanns model that plays for the sequential

computing, inhibiting the diversity of the existing parallel architecture, and parallel

programming models [14]. The lack of a unified parallel computation model, and

therefore of a generic parallel programming model, is the main reason for the

postponement of the shift of parallel computing to the mainstream.

Many parallel computational models, parallel programming models, and parallel

languages have been introduced in the last three decades [15]. Parallel computa-

tional models such as PRAM and its extensions are pure theoretical models while

others such as LogP [16] and BSP [17, 18] are practical models. The PRAMmodel is

an attempt to follow the role of the RAM model in sequential computing. However,

the PRAMmodel fails to introduce an adequate performance model that enables one

to predict the performance of parallel programs on real parallel machines. On the

other hand, parallel models such as LogP and BSP introduced a simple cost model

based on four parameters that capture the complexity of the underlying architecture

and improve the accuracy of performance prediction by computational analysis.

Unfortunately, there is no consensus in the HPC community on which model to

choose as a standard. As a result, a variety of parallel machine architectures exists

among different computer manufacturers or among multicore processor generations

made by the same vendor. This situation leads to a very difficult portability problem

where the rewriting of parallel programs, as each new machine or a new multicore

processor appears, is unavoidable. In the last decade there were unsuccessful

attempts to combine the three main parallel programming paradigms (data parallel,

message-passing, and shared-variable) into a unified framework.

As philosopher of science, Thomas Kuhn explains in his book, The Structure of
Scientific Revolutions [19], the acceptance or rejection of a scientific revolution is

more influenced by social conditions than by scientific facts. According to Kuhn’s

observation, a paradigm shift (a term coined by Kuhn) occurs after three phases. The

first phase, the preparadigm phase, in which there is no consensus on any particular
theory; the second phase, normal science, in which there is a widespread consensus

on the appropriate research directions that the community has to follow; and the

third phase, revolutionary science, a period of crisis where anomalies in research

reveal the weakness of a paradigm. At the end of the crisis a new paradigm is

accepted. The preparadigm phase of the parallel computing revolution was the

period of the first three decades of the sequential computing era, when there was

no consensus on parallel computing feasibility and practicality. The normal science
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phase started two decades ago, when the scientific community began to explore

parallel machines and programming paradigms. The third phase started in the year

2005, when the first desktop multicore processors appeared, marking the beginning

of the crisis period, the revolutionary science.
The efforts of manycore research to make parallel programming a general-

purpose programming are concentrated today in four research centers. The Univer-

sal Parallel Computing Research Center (UPCRC) at University of Illinois at

Urbana-Champaign planned a research agenda that ‘‘aims to make client parallel

programming synonymous with programming...to develop disciplined parallel pro-

gramming models and languages, supported by sophisticated development and

execution environments, that will offer the analog of modern sequential program-

ming principles of safety, structure, and separation of concerns’’ [20].

The Pervasive Parallelism Laboratory (PPL) at Stanford University focuses on

‘‘making parallel programming practical for the masses’’ by year 2012 [21]. The

research aims to create a unified platform (algorithms, programming models, run-

time systems, and architectures for scalable parallelism) that supports 10,000 hard-

ware threads.

The Parallel Computing Laboratory at Berkeley sees the ‘‘ultimate goal as the

ability to productively create efficient and correct software that scales smoothly as

the number of cores per chip doubles biennially’’ [22]. Key to this approach is a layer

of libraries and programming frameworks centered on the 13 computational bottle-

necks (‘‘dwarfs’’) that they identified in the original Berkeley View report [23].

The DARPA High Productivity Computing Systems (HPCS) program is focused

on providing a new set of tools that improve programmability, portability,

robustness, and productivity of HPC applications [24]. The HPCS program is

developing three parallel programming languages (Chapel, Fortress, and X10)

focused on improving programmer productivity. These languages are looking for

novel approaches to express computation by mathematical notation (Fortress); new

parallel programming concepts based on object-oriented paradigm (X10); and new

high-level abstractions for data, task, and nested parallelism.
1.2 The Portability Problem

Software portability, or the degree to which application can be moved from one

environment to another and get essentially the same results, is obviously of supreme

practical importance.

Performance is often cited as the main reason for the current push toward manycore

processors. Performance is hard to achieve and requires programming time and

programmer expertise. Expertise is necessary to understand the characteristics of the
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machine and the application. Time is necessary to find the best ways to exploit them

by transforming and specializing the code.

Portability across multicore processors and operating systems also requires

programming time and programming expertise. It may be easier to achieve this

with scientific applications rather than with interactive software, but it always

requires code generalization. Portability is attained by ignoring the target architec-

ture as much as possible.

Parallel Performance Portability is much more difficult than sequential portabil-

ity. The lack of parallel software portability is mainly because high-speed computers

support parallelism in many different forms, such as instruction-level parallelism,

vector parallelism, loop-level parallelism, and task parallelism. Furthermore, data

can be placed in many different types of storage, such as registers, caches, local

memories, or shared memories. Today’s multicore architectures are very diverse in

the levels of parallelism and data storage they provide. If one has to find the best mix

of these resources for every program then the lack of program portability is

unavoidable. However, even if the management of these resources is provided by

sophisticated hardware mechanisms, compilers, or operating systems, the program-

mer often has to take special care in writing the programs so that these mechanisms

can be effective. This means, for example, that one must make sure that data placed

in longer latency storage by the compiler get accessed infrequently, or that the levels

of parallelism supported automatically by the given machine will be apparent to the

optimization tool.

There is a need for efficient matching techniques to cope with the parallel

portability problem caused by the diversity of parallel architecture and parallel

programming models. Matching complex parallel applications to complex manycore

processors in order to exploit the efficient use of available resources is the main

challenge toward achieving scalable portability [25–28]. Parallel applications induce
different logical structures, such as tree, mesh, hypercube, and butterfly. In the past

two decades the motivation of the vendors of parallel computers to build machines

based on these topologies stems from the ambition to match the physical topologies to

the geometry and logical structures of common algorithms in computer science. For

example, fluid dynamic problems often induce 2D/3D dimensional grid structures.

Divide-and-conquer algorithms induce tree structures; the FFT algorithm induces a

butterfly structure; and the Batchers sort algorithm induces a hypercube structure.

The increasing complexity of parallel applications and parallel machine architec-

ture demands a higher level of parallel programming models, languages, and tools

that hide these complexities from the programmer. To preserve the simplicity, ease

of use, and portability of the programming workmanship, there is a need to move up

to a higher level of programming abstractions. Many effective techniques have been

developed in the last decade and have drastically reduced the transfer cost within
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certain areas. Each has its own relative merits; some methods are cheap, others

efficient; while still others are wide ranging [25, 29–31]. These techniques are now

making a comeback [22, 23].

For example, Auto-tuners [29, 30, 32] are high-level libraries that use automati-

cally calibrated statistical models to select from among several implementations and

to optimize the parameters of each implementation. Model-based parameter optimi-

zation provides a form of adaptive algorithm. This leads to portability with high-

performance because the library selects and tunes the best implementation for the

current platform and workload.

The Template/Skeleton/Sketching [33, 34] is another concept to achieve portabil-

ity. This approach restricts the computational model seen by programmers and

allows them to use only a small set of skeletons or high-level parallel language

constructs. The main advantage of this approach is the possibility of devising

automatic or quasi-automatic tools that guarantee portability and performance of

the code produced. Parallel constructs correspond to those forms of parallelism

(pipeline, task farm, data parallel, and reduce) that are more often encountered in

parallel algorithms. For each target architecture, an implementation template can be

associated with each of these forms of parallelism. Typically, for a given distributed

memory MIMD machine, a template consists of a set of communicating processes

with mapping directives on the processor network, and with an analytical perfor-

mance model used to automatically tune parameters such as degree of parallelism

and task granularity. The template concept seems to hold some promise in addres-

sing the problem of portable expression of parallel algorithms and applications.

A software component can be developed as a generic module to increase its

degree of portability, parameterized by types, by operations, or by other modules.

Since different architectures have different performance-relevant features, a porta-

ble program must execute different sequences of source-code instructions on differ-

ent machines. This requires having different program variants, the selection of

which is determined by the programs tuning parameters. A good generic model

allows these tuning parameters to be calculated from its machine parameters. The

drawback of this approach is that generic, but suboptimal, methods must be chosen.

This results in a more complex source code with an attendant decrease in perfor-

mance. Rewriting an algorithm for a refined data-type can be automated if the

relationship between the abstract and realization data-types is specified accurately

by an abstraction function. Consequently, it is possible to generate several versions

of an algorithm for different representations of the data, after which these algorithms

can be compared with respect to performance.

Similarly, it is possible to generate several executables, each implementing

different algorithms and data-structures based on the special characteristics of the

computer under consideration. If automatic generation of source-code is a goal, all
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development steps must be worked out precisely. This may be tedious, depending on

the tools that are available.

A necessary, but still not sufficient, condition for a parallel programming model

to become a portable one is its widespread adoption by the community. For example,

the OpenMP [7, 8] parallel programming model has been adopted by the entire

software community and can be found as an integral part of any compiler and

operating system. This is the reason for choosing OpenMP for the demonstration

examples in this chapter. However, OpenMP cannot preserve this achievement

because of the lack of a cost model as well as deviations from the formal specifica-

tion, such as extended features which are not part of the standard, allowing behaviors

called implementation defined to vary among different compliant implementations.

However, an aware programmer can avoid using features that might cause unspeci-

fied behaviors.

1.3 The Scalability Challenge

Scalability of a parallel system is the ability to achieve more performance as

processing nodes increase. A system (hardware þ software) whose performance

improves after adding more nodes, proportionally to the number of nodes added, is

said to be a scalable system. Obtaining a scalable manycore processor system is the

most challenging issue of the parallel revolution.

It is worth noting if the underlying manycore processor architecture is scalable but

the software is not, and vice versa. Both the hardware and the software have to

exhibit a combined scalable system. Intuitively, a scalable system has to be able to

scale up. However, future manycore-based systems will also have to exhibit

the ability to scale down to reduce costs, save power consumption, and to enable

modern parallel multitasking operating systems, based on techniques such as gang-
scheduling [35], to schedule a parallel application to a different number of cores for

better system utilization.

With regard to hardware, the main scalability challenge of the designers of many-

core architectures is to cope with the bandwidth wall problem. The bandwidth wall

refers to the situation in which bandwidth limitation becomes a bottleneck that limits

4–64 core processors (multicore) to scale up to 100–1000 core processors (manycore).

Over the last two decades, memory performance has been steadily losing ground

to CPU performance. During this period, CPU speed improved at an annual rate of

55%, while memory speed only improved at 10%, causing the CPU-memory

performance gap to widen. Therefore, the bandwidth and latency of main memory

(static DRAM) have not kept pace with CPU performance. Currently, processor

caches provide access to data with latencies 100 times less than DRAM latencies.

Bandwidth, likewise, is reduced as one move from cache to main memory.
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Higher aggregate bandwidth and reduced latency are needed for core-to-memory

high-volume traffic and for core-to-core communications. It is not improbable to

assume that off-chip communications interconnects such as crossbars, meshes, and

trees will be implemented on-chip aside from other new communication technolo-

gies that will be developed. However, network scalability is limited not only by

topological properties such as node degree, diameters, symmetry, and bisection-

bandwidth, but also by physical technology and management requirements such as

packaging, power dissipation, and cooling.

Over the last two decades, the chipmakers have coped with the bandwidth wall

problem by increasing the cache memory size (from KB to MB) and by introducing

sophisticated cache techniques (smarter cache hierarchies). However, it seems that

manycore processors will need new approaches. Two promising technologies have

the potential to reduce the CPU-memory gap: 3D memories devices and optical

interconnects. HP Labs call for on-chip optics and argue that a 256-core will deliver

as much as 10 Teraflops of performance and will need as much as 20 TFlops

bidirectional bandwidth to support a relatively flat programming model [36].

Intel lists five challenges for IC scaling [37] and claims that chip-to-chip optical

interconnects can address the bandwidth bottleneck if future technologies will find a

way to effectively integrate photonics with silicon logic. Using optical interconnects

for on-chip signaling may be further off in the future due to the difficulties of scaling

optical transceivers and interconnects to the dimensions required. Future architectures

will require bandwidths of 200GB/s–1.0 TB/s formanycore tera-scale computing [38].

With regard to software, the enemy of scalability is serial code. Amdahls Law is

based on the observation that parallel portions of a program can be sped up infinitely

in theory, but the serial portion is always serial and will always limit the speed of

parallel code. Serialization of parallel code can be caused by legitimate serial code,

such as I/O operations, but also by unnecessary overhead. Such overhead is incurred

by using a mutual exclusion mechanism, such as looks, for synchronizing simulta-

neous access to shared memory by multiple threads. Unfortunately, lock-based

synchronization has its downside. Coarse-grained locking does not scale well,

while the more sophisticated fine-grained locking exposes the code to deadlocks

and data races. Therefore lock-free programming paradigms attract many research-

ers. One of the emerging lock-free programming concepts is transactional memory
(TM) [39, 40]. However, TM programming is still in the research stage and does not

resolve all parallel programming challenges. Moreover, there are practitioners who

claim that writing scalable and correct multithreaded code with locks is possible

and offer a bag of tricks [41]. A recent research supports this claim and shows that

state-of-the-art parallel programming models such as the Intel Threading Building

Blocks (TBB) are able to deliver fine-grained locking while freeing the programmer

from dealing with locks [42].
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1.4 A Simple Example—Portability and Scalability

The following example demonstrates the scalability and the performance porta-

bility issues of contemporary multicore processors. The experiments were con-

ducted on a laptop computer equipped by Intel Core 2 Duo CPU T8100, 2.1 GHz,

and 1 GB of RAM. On the software side, the compilers used were MS Visual Studio

Cþþ 2005 and Intel Cþþ version 11.0 on top of the MS Windows XP Professional

operating system. The compiler options were set to their default values. The

parallelization was done by OpenMP 2.0. The results shown have an average time

of 20 runs of 10 measurements each.

Listing 1—Loop Parallelization Version 1.

float A[100000], B[100000];
void a1 (int n, float *a, float *b)
{
int i ;
#pragma omp parallel for
for ( i¼1; i<n ; iþþ) /* i is private by default */

b[i] ¼ (a[i] þ a [i�1]) / 2.0;
}

The data-parallel example (listing 1) parallelizes a simple loop using the OpenMP

compiler directive. This is the first example that appears in the OpenMP specifica-

tion. Compiling the code with the MS Visual Studio Cþþ compiler and running it

with two threads yields a speedup of 0.53 as compared to a run with one thread.

There is nothing wrong with this code; the poor performance is due to the low work

granularity inside the loop. The amount of work inside the loop does not compensate

for the overhead incurred by the memory subsystem.

Now, let us put more work inside the loop. The modified code (listing 2) was run

with a granularity of 1, 10,100, and 1000, and the measurements were taken for

Microsoft and Intel compilers. The results are plotted in Figs. 3 and 4.

Listing 2—Loop Parallelization Version 2.

float A[100000], B[100000];
void a1(int n, float *a, float *b)
{
int i, j, granularity ;
#pragma omp parallel for
for ( i¼1; i<n ; iþþ) /* i is private by default */

for (j¼0; j < granularity ; jþþ)
b[i] ¼ (a[i] þ a[i�1]) / 2.0;

}
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Figure 3 plots the speedup as a function of the granularity. First, it can be observed

that the behaviors of the compilers are not the same. In case of Microsoft, the impact

of the granularity on the speedup is more significant as compared to Intel. Second,

the scalability of fine-grained computations is poor. Figure 4 plots the running times

as a function of the granularity. It can be observed again that the two compilers

achieve different performance gains. Intel outperforms Microsoft for fine-grained

computations and the opposite is true for coarse-grained computations. The perfor-

mance gap between the two compilers is up to a 500% difference for only two cores
and two threads.
2. Parallel Hardware Obstacles

I think today this shift toward parallelism is being forced not by somebody with a great

idea, but because we do not know how to build hardware the conventional way

anymore.

David Patterson, 2007 [43]

when we start talking about parallelism and ease of use of truly parallel computers, we

are talking about a problem that is as hard as any that computer science has faced.

John Hennessy, 2007 [43]

Designing and constructing manycore processors that scale up to hundreds of

cores on a single die poses great challenges on the hardware architects. In the

low level of the hardware, chipmakers will have to explore advanced technologies

such as nonsilicon-based and nanoscale technologies. The discussion in this section

concentrates on issues related to high-level hardware design aspects. First, the

problem of multiarchitectures of multicore processors and its implications for

software design is presented. Next, the cache coherence problem and false-sharing

issues are described followed by a multiversion example that demonstrates their

impact on the performance of a parallel application.
2.1 The Multiarchitecture Problem

The Multiarchitecture Problem refers to the situation where parallel machines

vendors and multicore chipmakers design their products based on different archi-

tectures. The existence of variety of parallel architectures is due to the absence of

a universal parallel computation model that can be used as a common guidelines

framework for constructing parallel machines and multicore processors. Therefore,
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it is very difficult to create parallel programs that are able to preserve performance

portability and scalability on different parallel machines and multicore processors.

The core of any parallel architecture is the interconnection network that links

the system’s nodes. During the last two decades, multiprocessor machines have

been built with many different network topologies [44]. There are static topologies

(2-2.5-3D Meshes, Hypercube, Tree, Ring, and shuffle-Exchange, among others) and

dynamic topologies (Bus, Crossbar, Multistage-network, and Fat-tree, among others)

and each topology has different properties (diameter, bisection width, edge length, and

edges per node). Therefore, designing a parallel algorithm must take into account all

these underlying hardware characteristics for efficient matching between the logical

structure induced by the algorithm and the physical layout of the hardware. For

example, reduction is a basic operation in parallel programming for the computation

of summation, minimum, or maximum of a list of values. The reduction operation

induces a tree structure that matches perfectly to a tree topology. But for other

topologies, such as Mesh or Hypercube, efficient embedding of a tree structure into

these topologies is required. Unfortunately, compilers do not do that automatically.

Therefore, the matching task is left to the programmer who has to do it manually.

Embedding of an algorithmic structure into a network topology can help but does

not solve the problem. Usually, the logical layout of an algorithm is more complex

and the only way to achieve scalable performance is to design different algorithms

that solve the same problem for different topology networks. Table I lists the

complexities and the Isoefficiency functions of two practical algorithms, the bitonic
sort algorithm and Dijkstra’s Single-Source Shortest Paths algorithm, on three

different topologies [45]. The isoefficiency function determines the degree of
Table I

THE COMPLEXITY AND SCALABILITY DEGREES OF BITONIC-SORT AND DIJKSTRA’S ALGORITHMS FOR

HYPERCUBE, MESH, AND RING TOPOLOGIES

Algorithm

Bitonic sort

Architecture Maximum processors Parallel run time Isoefficiency function

Hypercube Yð2
ffiffiffiffiffiffiffiffiffi

logðnÞ
p

Þ Yðn=ð2
ffiffiffiffiffiffiffiffiffiffiffi

logðnÞ
p

Þ logðnÞÞ Y(plog(p)log2(p))

Mesh Y(log2(n)) Y(n/log(n)) Yðð2 ffiffi

p
p Þ ffiffiffi

p
p Þ

Ring Y(log(n)) Y(n) Y((2p)p)

Dijkstra’s single-source

shortest paths

Hypercube Y(n/log(n)) Y(nlog(n)) Y(p2log2p)
Mesh Y(n0.66) Y(n1.33) Y(p3)

Ring Yð ffiffiffi

n
p Þ Y(n1.5) Y(p4)
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scalability of the parallel system. A small isoefficiency function indicates that the

parallel system is highly scalable. The maximum number of processors indicates

how far the system can scale up while maintaining a cost-optimal formulation. The

data of Table I confirms that the impact of a network’s topology, the number of

processors, and other characteristics on the performance and scalability of a parallel

algorithm is significant. Now it is clearer why the motivation of current research

efforts is to develop auto-tuners and sketching techniques [32].

Parallel architectures do not differ from each other only by the network topology.

They are also designed based on different concepts. There are parallel vector

machines versus processor-arrays architectures; shared-memory and distributed-

memory architectures; Single Instruction Multiple Data (SIMD) architectures versus

Multiple Instructions Multiple Data (MIMD) architectures; Asymmetrical Multi-

computers versus Symmetrical Multicomputers architectures; Clusters architectures

and hybrid architectures [46].

Contemporary multicore processors contain two to eight cores. Currently, most of

them do not contain interconnection networks (there are exceptions such as SUN

Niagara processors that use Crossbar and Tilera 64 that uses 2-DMesh) but it is most

likely that future manycore processors will use some kind of interconnection net-

works on-chip. However, the first generations of multicore processors architectures

also differ from each other in many other aspects. There are architectural differences

among different processors vendors and also among multicore processors genera-

tions from the same vendor.

Figures 5 and 6 describe the layouts of the first Intel multicore processors. It can

be observed that the main architectural differences among the processors lie in their

cache-memory subsystems. The first Intel multicore processor, the Pentium D, is a

dual-core processor and contains ‘‘distributed’’ L1 and L2 cache-memories; the

next processor generation. The Core 2 Duo is a dual-core processor with separated

L1 cache-memories and shared L2 cache-memory. The third generation, the Core

2 Quad, is a quad-core processor containing two separated ‘‘Core 2 Duo’’ proces-

sors. The last generation, the Corei7, is a quad-core processor with separated L1 and

L2 cache-memories and shared L3 cache-memory. Some of the processors were

launched with Simultaneous Multithreading (SMT) technology (or Hyperthreading

as it is called by Intel) while others have not included that technology.

There are other architectural features of Intel processors (and other vendors as

well) that are changed from one processor generation to another one, such as cache

associativity, occupation policy (Intel usually uses inclusive policy while AMD uses

exclusive policy), and cache coherence protocols. However, the point is clear. Each

one of these processors demands a specific programming treatment for gaining

the expected performance and scalability [47]. For example, Intel recommends

a Client–Server programming strategy with Intel Core 2 Duo processor [48].
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The reason is that the shared L2 cache of the Core 2 Duo is not banked. The L2 cache

serves only one core at any given clock cycle while a round robin scheme is used to

allocate L2 cache services to the cores for instances where both cores request L2

service. Therefore, many applications do not scale well on multicore processors [49].

2.2 The Cache Coherence Problem

Maintaining the coherence property of a multilevel cache-memory hierarchy

(Figs. 5 and 6) incurs another serious performance problem known as the cache
coherence problem. An inconsistent memory view of a shared piece of data might
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occur when multiple caches are storing copies of that data item. In such a case, the

memory subsystem is acting to insure a coherent memory view for all cores. Figure 7

illustrates the coherency problem. Two different cores, A and B, read the value of a

shared variable V (Fig. 7A and B). Then, core B writes a new value to variable V

(Fig. 7C). At this point, core A has an obsolete value of variable V (without knowing

that the value is not valid anymore). Therefore, immediate action is required

to invalidate the copy of variable V stored in the cache of core A. Otherwise,

the inconsistent view of the main memory will lead to unexpected results.

Multicore processors apply coherency control, called Snoopy Coherency Proto-
cols, in the writing of shared data. Two classes of protocols are most common: write-
invalidate and write-update. The write-invalidate protocol invalidates all cached

copies of a variable before writing its new value. The write-update protocol broad-
casts the newly cached copy to update all other cached copies with the same value.
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The underlying mechanisms that implement these protocols constantly monitor the

caching events across the bus between the cores and the memory subsystem and act

accordingly, hence the term snoopy protocols.
The memory-subsystems architectures of multicore processors are designed as

bus-based systems that support Uniform Memory Access (UMA). However, it is

probable that memory-subsystems architectures of manycore processors will be

network-based that support Nonuniform Memory Access (NUMA). Since snoopy

coherency protocols are bus-based protocols, they are not appropriate for scalable

NUMA-based architectures. For applying coherency control in NUMA systems,

Directory-Based Coherency Protocols are usually used. The directory approach is to
use a single directory to record sharing information about every cached data item.

The protocol constantly keeps track of which cores have copies of any cached data



Table II

LATENCY COSTS OF CACHE-MEMORIES ON AN INTEL CORE DUO SYSTEM

Case Data location Latency (cycles/ns)

L1 to L1 Cache L1 Cache 14 core cycles þ 5.5 bus cycles

Through L2 Cache L2 Cache 14 core cycles

Through Main 14 core cycles þ 5.5 bus cycles

Memory Memory þ40–80 ns
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item, so that when a write operation is invoked to a particular data item, its copies

can be invalidated.

Coherency protocols incur substantial overhead that inhibits scaling up the multi-

core systems. An on-chip deeper multilevel cache-memory hierarchy makes the

cache coherence problem harder. Table II lists the latency costs that an application

can suffer in loading data on an Intel Core Duo system [48]. As can be observed,

a deeper cache-memory hierarchy leads to higher latencies. Now it is clearer what

the obstacle is and where it lies to inhibit better speedup in the example of

Section 1.4 (Fig. 3).

Cache-memory coherency management is a programmer-transparent obstacle that

can be resolved by eliminating sharing data. Unfortunately, eliminating sharing data

might lead to poor performance and nonscalable applications. Therefore, any solu-

tion must be carefully checked from all angles before final implementation. The

example in Section 2.4 demonstrates the cost of the cache-memory coherency

management.
2.3 The False-Sharing Problem

The cache coherent problem occurs when multiple cores are writing into a shared

data item. Unfortunately, cache incoherency might also occur when multiple cores

are writing into different data items that are located adjacent to each other, hence the

name false sharing.
Figure 8 illustrates a false-sharing situation. Data items are moved between main

memory and cache in chunks called cache lines, typically of size 64 or 128 bytes.

If two cores are writing into different adjacent memory locations that are mapped to

the same cache-line they may continuously invalidate each other’s caches. Cores A

and B in Fig. 8 read from and write into different elements of array V. Core A reads

from and writes into the first element of array V, while core B reads from and writes

into the second element of array V. After both cores read from V, each one stores the

same cache-line in its private cache. When core A updates its element to the value 1,
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the shared cache-line must be shipped to Core B’s private cache (sometimes via the

main-memory) although the second element of array V remains untouched

(Fig. 8A). Now, core B updates its element to the value 2, and the shared cache-

line must be shipped to core A’s private cache although the first element of array

V remains untouched (Fig. 8B). And once again core A updates its element to the

value 3, and again the shared cache-line must be shipped to core B’s private cache

(Fig. 8C).

False-sharing situations cannot be detected easily by inspecting the source code or

by using profiling tools. Fortunately, there are simple rules and programming

techniques that can be enforced for minimizing the occurrence of false-sharing

situations. Such programming techniques include padding data structures with

dummy data, aligning them in memory on cache-line boundaries, or keeping them
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apart by allocating different threads to them. The example in the next section

demonstrates such techniques.
2.4 A Simple Example—Cache Coherency
and False Sharing

The following example demonstrates the overhead costs of different basic syn-

chronization mechanisms and the impact of cache coherency management and false-

sharing situations on the performance. The example program scans an array of 100M

integers and counts the odd numbers. The experiments were conducted on a laptop

computer equipped by Intel Core 2 Duo CPU T8100, 2.1 GHz, and 1 GB of RAM.

For software, the compiler used was Intel Cþþ version 11.0 on top of MSWindows

XP Professional operating system. The compiler options were set to their default

values. The parallelization was done by OpenMP 2.0. The results shown are an

average time of 10 measurements.

Listings 3–9 present different versions of the same program using different

synchronization facilities and programming techniques. Figure 9 plots the running
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time results. Listing 3 presents the serial version of a counting program that lasts

168 ms. Listing 4 presents the first OpenMP parallel version of the counting

program that uses locks for protecting the shared counter count. In this case, the

program runs 6286 ms which exhibit the very high overhead incurred by the

parallelism using locks. The program version using critical-section for protecting

the shared counter (Listing 5) does not achieve much better result (6079 ms).

Replacing the OpenMP critical directive with atomic directive (Listing 6) improves

the performance dramatically (1206 ms). Now that the synchronization overhead is

reduced to a minimum, the remaining overhead is mainly due to the cache coher-

ency management.

Listing 3—Serial Counting of odd numbers.

#define N 100000000
int a[N], count¼0;
void serial ()
{
int i ;
for (i¼0; i<N; iþþ)
if (a[i] % 2){
countþþ; // count odd numbers

}
}

}

The impact of the cache coherency management is reduced by using distributed

counters (Listing 7). Each thread employs a private counter (counter [0] and

counter [1]) and their values are summed at the end of the counting. Now the

total counting takes 120 ms, which is a speedup of 1.4. The private counters are

located adjacent to each other and thus liable to incur false-sharing situations.

To eliminate these false-sharing situations, the counters are padded by dummy

data that prevents them from sharing the same cache-line (Listing 8). The running

time after eliminating a false-sharing situation is 104 ms, an improvement of

13.3%, thus increasing the speedup to 1.61. The last experiment uses the OpenMP

reduction operation (Listing 9). In this case, OpenMP implicitly creates private

copies of the count variable for each thread. When the counting is over, the

values of the private counters are added into the global variable count. By using

the OpenMP reduction operation, the running time achieved is 98 ms, a speedup

of 1.71. Therefore, it is recommended to use ready-made parallel constructs

and parallel libraries, where possible, because they are optimized for the target

machines.
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Listing 4—Shared counter protected by locks.

#define N 100000000
int a[N], count¼0;
int num_thrds ¼ 2;
void locks (int num_thrds)
{
int i ;
omp_lock_t lck ;
omp_init_lock(&lck) ;
#pragma omp parallel for num_threads (num_thrds)
for (i ¼ 0; i<N; iþþ) /* i is private by default */

if (a[i] % 2){
omp_set_lock(&lck) ;
countþþ;
omp_set_lock(&lck);

}
}

}

Listing 5—Shared counter protected by critical section.

#define N 100000000
int a[N], count¼0;
int num_thrds ¼ 2;
void critical (int num_thrds)
{
int i ;
#pragma omp parallel for num_threads(num_thrds)
for (i ¼ 0; i<N; iþþ) /* i is private by default */

if (a[i] % 2){
#pragma omp critical
countþþ;

}
}

}

Listing 6—Shared counter protected by atomic operation.

#define N 100000000
int a[N], count¼0;
int num_thrds ¼ 2;
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void atomic (int num_thrds)
{
int i ;
#pragma omp parallel for num_threads(num_thrds)
for (i ¼ 0; i<N; iþþ) /* i is private by default */
if (a[i] % 2){
#pragma omp atomic
countþþ;

}
}

}

Listing 7—Distributed counters.

#define N 100000000
int a[N], count¼0, counter [2] ;
int num_thrds ¼ 2;
void distributed_counters(int num_thrds)
{
int i ;
#pragma omp parallel num_threads(num_thrds)
{
int id¼omp_get_thread_num () ;
#pragma omp for
for (i ¼ 0; i<N; iþþ) /* i is private by default */
if (a[i] % 2) {counter[id]þþ;}

}
count ¼ counter[0]þcounter[1] ;

}

Listing 8—Distributed counters with False-Sharing Elimination.

#define N 100000000
struct padding_int
{
int value ;
char dummy [60];

} counters [2];
int a[N], count¼0;
int num_thrds ¼ 2;
void distributed_counters_without_fs(int num_thrds)
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{
int i ;
#pragma omp parallel num_threads(num_thrds)
{

int id¼omp_get_thread_num () ;
#pragma omp for
for (i ¼ 0; i<N; iþþ) /* i is private by default */
if (a [i] % 2) {counters [id]. valueþþ;}

}
count ¼ count [0]. valueþcount [1]. value ;

}

Listing 9—Shared counter protected by reduction operation.

#define N 100000000
int a[N], count¼0;
int num_thrds ¼ 2;
void reduction (int num_thrds)
{
int i ;
#pragma omp parallel for reduction (þ:count) num_threads

(num_thrds)
for (i ¼ 0; i<N; iþþ) /* i is private by default */
if (a[i] % 2) {countþþ;}
}

}

3. Parallel Software Issues

I won’t be surprised at all if the whole multithreading idea turns out to be a flop. . .
I think it’s a pipe dream. . . I also admit that I haven’t got many bright ideas about what

I wish hardware designers would provide instead of multicore, now that they’ve begun

to hit a wall with respect to sequential computation.

Donald E. Knuth, 2008 [50]

Manycore programming introduces new software programming issues that were

absent from the sequential programming. This section presents the most bothersome

and error-prone issues that the programmer has to cope with. These issues demand

high programming skills by the programmer and have a significant impact on the

performance portability, predictability, programmability, and the correctness of

parallel applications.
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3.1 Data Dependency

Parallelizing compilers that convert a given sequential program into an equiva-

lent parallel program in an automatic manner were research-intensive topic during

the last three decades. Unfortunately, the performance gain that can be achieved

by automatic parallelization of modern compilers is only 5–10% on average [51].

Automatic parallelization poses many challenges and requires sophisticated com-

pilation techniques to identify which parts of the sequential program can be

executed in parallel. The main challenge is to find dependences that limit paral-

lelism and then to transform the code into an equivalent code that ensures

effective utilization of parallelism. The transformed program must preserve the

meaning of the original computation and produce the correct results with every

input.

The problem of data dependence analysis is intractable (NP-complete) and is

followed by aggressive transformation such as loop interchange, loop splitting, loop

distribution, vectorization, and parallelization to achieve efficient results across

various parallel architectures. Therefore, these transformations are not usually

found in classic optimizers and most of the tedious work of finding data depen-

dences inside the source code and transform them into parallelizable code remains

on the shoulders of the programmer. Fortunately, there are tools, such as Intel

Threading Checker [52] and Intel Parallel Composer parallel lint feature [53] that

can help the programmer find data dependences in source code and to advice on

possible transformations. The following are the main definitions and terminology

related to dependency theory:

Data Dependence Definition [54]:

There is a data dependence from statement S1 to statement S2 (statement S2

depends on statement S1) if and only if

1. Both statements access the same memory location and at least one of them

stores into it.

2. There is a feasible run-time execution path from S1 to S2.

There are three kinds of data dependences expressed in terms of read-write order

of statements S1, S2:

� True dependence: S2 has a true dependence on S1 iff S2 reads a value written

by S1.

� Antidependence: S2 has an antidependence on S1 iff S2 writes a value read by
S1.

� Output dependence: S2 has an output dependence on S1 iff S2 writes a variable
written by S1.
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Statements S1 and S2 can be executed in parallel iff there are no True, Anti, or

Output dependences between S1 and S2.

Since loops are computational-intensive piece of code they are the first candidates

for parallelization. Therefore, dependences in loops are deserved for formulation,

definition, and treatment of their own:

Loop Dependence Definition [54]:

There exists a dependence from statement S1 to statement S2 in a common nest of

loops if and only if there exist two iteration vectors i and j for the nest, such that

1. i < j or i ¼ j and there is a path from S1 to S2 in the body of the loop,

2. Statement S1 accesses memory location M on iteration i and statement S2

accesses location M on iteration j, and
3. One of these accesses is a write.

If a loop nest contains loop dependence it is called loop-carried dependence
otherwise it is called loop-independent dependence. Bernsteins conditions [55]

treat dependences in loop from the opposite viewpoint and state that two iterations

I1 and I2 can be safely executed in parallel if

1. Iteration I1 does not write into a location that is read by iteration I2.

2. Iteration I2 does not write into a location that is read by iteration I1.

3. Iteration I1 does not write into a location that is also written into by

iteration I2.

The following example illustrates loop-carried dependence:

Listing 10—An example of loop carried dependence.

for (i¼0; i<N�1; iþþ) {
a(i) ¼ b(i) þ 2; // s1
b(iþ1) ¼ a(i)� 6; // s2

}

This loop exhibits the dependence between s1 and s2 because on every iteration

the computed value of array-a is immediately used in s2. There is also dependence

between s2 and s1 because on every loop-iteration, other than the first iteration, the

value of array-b that is used is the one that was computed on the previous iteration.

Identifying these dependences is difficult, since different loop iterations access

different elements of the arrays.

The loop-carried dependence in the loop above prohibits parallelization without

synchronization. Fortunately, there is a simple transformation, called loop distribu-
tion, which can be applied to the loop for creating new opportunities for parallelism

as follows:
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Listing 11—An example of loop distribution transformation.

# pragma omp parallel {
# pragma omp for
for ( i¼0; i< N�1; iþþ){
a(i) ¼ b(i) þ 2; // s1

}
# pragma omp for
for ( i¼0; i < N�1; iþþ){
b(iþ1) ¼ a(i)�6;//s2

}
}

The code above is parallelized by OpenMP after the two statements, s1 and s2,

were distributed between two successive and separated loops that each one can be

parallelized.

Let us examine other cases of dependences and transformation techniques. In the

example below, the loop cannot be parallelized because the antidependence and

output-dependence caused by the assignments to the variable t:

Listing 12—An example of antidependence and output-dependence.

for (i¼0, i < N, iþþ){
t ¼ a(i); // s1
a(i) ¼ b(i); // s2
b( i ) ¼ t; // s3

}

Applying privatization transformation on the variable t does not change the

meaning of the code, but enables to parallelize the code by OpenMP as follows:

Listing 13—An example of privatization transformation.

# pragma omp parallel for private (t)
for (i¼0; i < N; iþþ){
t ¼ a(i); // s1
a(i) ¼ b(i); // s2
b(i) ¼ t; // s3

}

Since loop distribution transformation eliminates loop-carried dependences, it can

be used to convert a sequential loop to multiple parallel loops. However, this transfor-

mation implicitly inserts a synchronization barrier between the separated loops and

thus decreases the granularity of parallelism and creates extra communication and
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synchronization overhead. To minimize these side effects of the loop distribution

transformation, a technique called loop fusion is applied to recombine fine-grained

loops into dependence-free coarse-grained loops as demonstrated below:

Listing 14—An example of loop fusion transformation—before transformation.

for (i¼0; i < N; iþþ){
a(i) ¼ b(i) þ 1; // s1
c(i) ¼ a(i) þ c(i � 1); // s2
d(i) ¼ a( i ) þ 8; // s3

}

In the example above, there is a carried dependence from s2 to itself. Applying

loop distribution transformation creates three separate loops as follows:

Listing 15—An example of loop fusion transformation—after loop distribution.

for ( i¼0; i < N; iþþ){
a(i) ¼ b(i) þ 1; // s1

}
for (i¼0; i < N; iþþ){
c(i) ¼ a(i) þ c(i � 1); // s2

}
for ( i¼0; i < N; iþþ){
d(i) ¼ a(i) þ 8; // s3

}

The first and the third loops above carry no dependence and therefore can be made

parallel. Moreover, it is possible to recombine, or fuse, these loops into a larger loop

without sacrificing parallelism. The final transformation is illustrated below:

Listing 16—An example of loop fusion transformation—after loop fusion.

# pragma omp parallel for
for (i ¼ 0; i < N; iþþ){
a(i) ¼ b(i) þ 1; // s1
d(i) ¼ a(i) þ 8; // s3

}
for (i¼0; i < N; iþþ){
c(i) ¼ a(i) þ c(i � 1); // s2

}

Although the examples and the transformation techniques presented above are

very encouraging, there are many cases where dependences cannot be identified for

certain because they rely on data that are changed dynamically or because there is a

need for a priori information that is known to the user only. The following example
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illustrates a situation where the question of dependency depends on the values of the

array-b that can be changed frequently before entering the loop:

Listing 17—Loop carried dependence that cannot be transformed.

for (i¼0; i<N; iþþ )
a[i] ¼ f(a [ b [i] ]);
3.2 Memory Consistency Model

Manycore systems support cache-coherency mechanisms (see Section 2.2) for

maintaining a consistent view of shared-memory in multilevel cache-memory archi-

tectures. However, imposing cache-coherency alone does not guarantee complete

memory consistency that insures correctness and predictability of the running results

of a multithread application. The reason is that the order of the memory accesses of

one thread (running in one core) may be differently observed by another thread

(running in another core) in each execution of the program, leading to inconsisten-

cies and unexpected results. To overcome this problem there is a need for a well-

defined policy that determines the ordering rules of memory events. Such a policy is

called a memory consistency model.
The following example illustrates how uncontrolled read/write events that are

executed under-the-hood and are not visible to the programmer may lead to events

ordering that yield an unexpected result:

Listing 18—An example of invisible interleaving scenario (1).

Global MinValue ¼ 10; // initialization
Thread-0 (Core 0) Thread-1 (core 1)
MinValue ¼ Min (MinValue, 0); MinValue ¼ Min( MinValue, 1);

The expected outcome from the above simple example is that the value of

MinValue is 0 at the end of this tiny program no matter which thread invokes the

Min function first. Unfortunately, there is a possibility that the order of read/write

events inside the Min function will lead to a counterintuitive result:

Listing 19—An example of invisible interleaving scenario (2).

Global MinValue ¼ 10; // initialization
Thread-0 (Core 0) Thread-1 ( core 1)
Reg1¼MinValue . . .

Reg2¼0 Reg1¼MinValue
If (Reg2<Reg1) MinValue¼Reg2 Reg2¼1
. . . If(Reg2<Reg1)MinValue¼Reg2
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Due to relative timing and speed of the hardware cores, the order of the read/write

events of the program happens to be as presented above. In such a case, the value of

MinValue ends up containing the wrong value of 1 and not the expected correct

minimum value of 0. Such a phenomenon is called a data race condition. Moreover,

the situation is more frustrating in practice because it happens sporadically and thus

makes the debugging of such a problem a very tedious task. To prevent such a

scenario in advance, the intervention of the programmer is a must. One simple

solution is to call the Min function from inside a critical section as in the following

OpenMP example:

Listing 20—An OpenMP solution to the invisible interleaving scenario.

int MinValue ¼ 10;
#pragma omp parallel shared (MinValue) num_threads (2)
{
int id ;
id ¼ omp_get_thread_num ( ) ;
#pragma omp critical
MinValue ¼ Min(MinValue, id) ;

}

The next example illustrates another common optimization scenario of modern

compilers and/or parallel architecture that leads to a surprising result due to the

absence of synchronization between simultaneous read/write events of two indepen-

dent threads:

Listing 21—An example of reordering scenario (1).

Shared-A¼shared-B¼0; // initialization
Thread-0 (Core 0) Thread-1 (core 1)
1: local -2 ¼ shared-A 3: local -1 ¼ shared-B
2: shared-B ¼ 1 4: shared-A ¼ 2

In the example given above, the program uses local variables local-1 and local-

2 and shared variables shared-A and shared-B. The shared variables are initialized

to 0. It may seem that it is impossible for the program end up with the result

local2 ¼¼ 2, local1 ¼¼ 1. Intuitively, either statement 1 or statement 3 should be

executed first. If statement 1 appears first, it should not be able to see the write at

statement 4. If statement 3 appears first, it should not be able to see the write at

statement 2. Surprisingly, it does not work because compilers and architectures are

allowed to reorder the read/write operations of individual threads. The reordering is

allowed if it does not change the execution correctness of the individual threads:
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Listing 22—An example of reordering scenario (2).

Shared-A¼shared-B¼0; // initialization
Thread-0 (Core 0) Thread-1 (core 1)
1: shared-B ¼ 1 3: local-1 ¼ shared-B
2: local-2 ¼ shared-A 4: shared-A ¼ 2

Now, it is easy to see how the result local-2 ¼¼ 2 and local-1 ¼¼ 1 might occur.

Leslie Lamport introduced a strict memory consistency model called sequential
consistency [56]. The sequential consistency model allows interleaving between the

read/write events of individual threads but requires that all individual threads have

to preserve their read/write events in the order they appear in the program. The

interleaving scenario of the first example above (Listing 18) leads to unexpected

result but does not violate the rules of the sequential consistency model. However,

the second example above (Listing 21) violates the rules of sequential consistency

model. The sequential consistency restriction inhibits the compiler and the underly-

ing hardware from performing aggressive optimizations. However, it does not

free the programmer from the responsibility of keeping the code unambiguous by

implying proper synchronizations between threads operations and by avoiding

breaking of necessary data and control dependencies.

Manycore processor and compiler designers are eager to make the whole system

run faster. To do so, they apply aggressive optimizations and use programming

techniques such as buffering and pipelining that violate the restrictions of the

sequential consistency model. Therefore, alternative memory consistency models

that implement weaker ordering constraints have been defined and are called

relaxed memory consistency models [57]. For example, the Intel IA-32 architecture

supports very strong memory consistency model but not as strong as sequential

consistency because it allows read and write operations to be executed out of order.

Therefore, IA-32 is classified as relaxed memory consistency model. Akhter and

Roberts [47] show and explain how and why IA-32 breaks Dekker’s Algorithm [58]

as follows:

Listing 23—Dekker’s Algorithm (1).

x ¼ 0; y ¼ 0; // initialization
Thread-0 (Core 0) Thread-1 (core 1)
x ¼ 1 y ¼ 1
reg1 ¼ y reg2 ¼ x

Under sequential consistency in the Dekker’s Algorithm above either reg1 or reg2

is set to 0, but never both of them, no matter how the instructions of the two threads

are interleaved. However, the IA-32 allows reordering the instructions as follow:
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Listing 24—Dekker’s Algorithm (2).

x¼0; y¼0; // initialization
Thread-0 (Core 0) Thread-1 (core 1)
reg1 ¼ y reg2 ¼ x
x ¼ 1 y ¼ 1

Now, both registers might set to 0 and therefore break the semantic of the algorithm,

that is, to guarantee that at any time at most one of reg1 or reg2 will be set to zero.

Standardization of formal specifications of memory semantics, from the view-

point of the processor and the parallel programming model, is essential for providing

portability of parallel systems and for reducing the complexity of developing

parallel application. However, no matter how strong the memory consistency

model is, the programmer has to be familiar with the memory operation restrictions

of the underlying architecture, the implications of the compiler optimizations on the

program correctness, and the semantic behavior of the synchronization mechanisms

supported by the programming model.
3.3 Data Race Conditions

Multiple threads accessing shared data simultaneously may lead to a timing

dependent error known as data race condition. Data races may be hidden in the

code without interfering or harming the program execution until the moment when

threads are scheduled in a scenario (the condition) that break the program execution.

Moreover, usually data races cannot be detected just by inspecting the source code

as illustrated in the previous section in the case of Min function. Even a simple

operation such as y þ ¼ 2 is usually translated by the compiler to two low-level

operations (tmp ¼ y; y ¼ tmp þ 1;).

The following example demonstrates how different timing scenarios lead to

different results:

Listing 25—Data race illustration (0).

a¼b¼x ¼ 0; // initialization
Thread-0 (Core 0) Thread-1 (core 1)
a ¼ x b ¼ x
x ¼ a þ 1 x ¼ b þ 2

The above is the original code as appeared to the programmer upon inspection of

the source code. The x variable is shared by the two threads and is initialized to 0.

If the two threads execute their instructions in lock-step, then it is impossible to

determine the value of x at the end of the program because the outcome of
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simultaneous write operations to a shared variable is undefined. But if a write to x is
done only by one thread at a time, then there are a few scenarios:

Listing 26—Data race illustration (1).

a¼b¼x¼0; // initialization
Thread-0 (Core 0) Thread-1 (core 1)
a ¼ x

b ¼ x
x ¼ b þ 2

x ¼ a þ 1
>>>>>>> x is equal to 1

Listing 27—Data race illustration (2).

a¼b¼x¼0; // initialization
Thread-0 (Core 0) Thread-1 (core 1)

b ¼ x
a ¼ x
x ¼ a þ 1

x ¼ b þ 2
>>>>>>> x is equal to 2

Listing 28—Data race illustration (3).

a¼b¼x ¼ 0; // initialization
Thread-0 (Core 0) Thread-1 (core 1)
a ¼ x
x ¼ a þ 1

b ¼ x
x ¼ b þ 2

>>>>>>>> x is equal to 3

The three scenarios illustrated above yield three different results. However, none

of these scenarios violate the rules of sequential consistency model. Data race

conditions are usually resolved by using a lock that prevents unwanted thread

interleaving situations.

There are tools, such as the Intel Threading Checker, that may help to detect

hidden data races. However, even the best tool cannot detect every data race

condition because it is intermittent, nondeterministic, nonrepeatable, and timing

dependent problem where the number of the schedule permutations of threads is

huge.
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3.4 Locks and Deadlocks

Manycore programming uses multiple threads to access shared-memory objects.

To avoid unpredictable situations such as race conditions, mutual exclusion techni-

ques are used to impose constraints on the order that threads access a shared-

memory location. An exclusive access to a shared object can be guaranteed by

using locks, also called mutexes. Listing 4 illustrates a simple example of using

OpenMP locks for protecting simultaneous access to a shared variable (count).
There are many types of mutexes, each one used in different kinds of situations

and each one incur different amount of overhead. There are low-level primitive

locking mechanisms (semaphores, condition-variables, and mutexes) and high-level
locking mechanisms (recursive-mutexes, read-write mutexes, spinmutexes, queuing-
mutexes, and monitors). For example, OpenMP supports the locking constructs

lock–unlock, atomic, single, and critical. Lock–unlock and critical constructs are

used for protecting coarse-grained critical sections where atomic is applied to a

single assignment statement for protecting a single shared variable. Figure 10 is a

bar chart of the OpenMP locking construct overhead measured by running the EPCC

microbenchmarks [59] with two threads on three different platforms (Intel Pentium

D, Intel Core 2 Duo, and Intel 2 Quad) [49]. Analysis of the results leads to the

conclusion that it costs less to use the critical directive than to use the lock–unlock
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pair directive and since the overhead of the atomic directive is negligible is recom-

mended for use, where possible, instead of the critical or lock–unlock directives.
Another example is the Intel TBB, which offers enhanced mutexes called mutex,

spin_mutex, queuing_mutex, and atomic. For example, a task invoking a request to

lock on spin_mutex waits (spins) until it can acquire the lock. It is very fast in low-

contention scenarios and incurs very low overhead as shown in Fig. 11. Queuing_
mutex is less desirable locking mechanism because it incurs more overhead though

it offers fairness and avoids starvation by enforcing FIFO policy on the arriving

locking requests [42].

Improper use of locks may cause many problems that are very difficult to detect

without a sophisticated debugging tool. One such situation is known as deadlock. A
deadlock is a situation in which a task A is waiting to acquire a lock on a shared object

r1 locked by a task B, while locking a shared object r2 requested by task B. Since both
tasks are blocked and waiting for release the object held by the other task, and none of

them volunteers to be the first to release its object, the program execution is stuck.

There are four conditions that lead to a deadlock situation:

� Exclusiveness: Exclusive assignment of an object to a task.

� Multilock: Allowing a task to acquire a lock on one object while locking

another object.
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� Ownership: A locked object can be released only by the task that holds it.

� Cycling: A task is willing to acquire a lock on an object held by another task

that willing to acquire a lock on an object held by him.

Deadlocks can be avoided by breaking any one of these conditions.

Listing 29—An example of a deadlock caused by an incorrect locking hierarchy.

#include <stdio.h>

#include <omp.h>
int globalX ¼ 0;
int globalY ¼ 0;
int work0 ()
{
omp_set_lock (&lck0) ;

globalXþþ;
omp_set_lock (&lck1);
globalYþþ;

omp_unset_lock (&lck1);
omp_unset_lock (&lck0);
return 0;

}
Int work1 ()
{
omp_set_lock (&lck1);

globalXþþ;
omp_set_lock (&lck0) ;
globalYþþ;

omp_unset_lock (&lck0) ;
omp_unset_lock (&lck1) ;
return 0;

}
int main (int argc, char *argv [])
{
omp_lock_t lck0 ;

omp_lock_t lck1 ;
omp_init_lock(&lck0) ;
omp_init_lock(&lck1) ;

#pragma omp parallel sections
{
#pragma omp section
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WORK0() ;
#pragma omp section
WORK1() ;

}
printf (‘‘TOTAL ¼ (\%d,\%d)\n’’, globalX, globalY);
omp_destroy_lock(&lck0) ;
omp_destroy_lock(&lck1) ;

}

The above example (Listing 29) illustrates the potential for deadlock because of

an incorrect locking hierarchy. The two threads in this program invoke two functions

(WORK0 and WORK1) that attempt to acquire two locks (lck0 and lck1) in reverse

order for exclusive access of two global variables (globalX, globalY). If both

threads obtain only the first critical section (an access to globalX) deadlock occurs

because the second critical section (an access to globalY) never becomes available.

The deadlock is avoided if one of the threads acquires both critical sections. This

nondeterministic behavior of the threads execution can lead to situations where

potential deadlocks lay dormant in the code for a long time without causing any

damage until the day they suddenly appear for a moment and then disappear again.

For example, Edward Lee reported on a case where a deadlock appeared 4 years

after the application was launched [60].

One way to avoid deadlocks is to impose an ordering (eliminating cycles in the

resource acquisition graph) on the locks and demand that all threads acquire their

locks in the same order. Other techniques to prevent deadlock are timer-attached
mutex and exception-aware mutex. In a timer-attached mutex a timer is attached to

the mutex, thus guaranteeing that the mutex will be released after a predetermined

time if a release operation has not been invoked before. An exception-aware mutex
is a technique that ensures that a mutex gets released when an exception occurs.
4. The Human Factor

A machine is not easy-to-program if it is not easy-to-teach ... education for parallelism

has become a key benchmark. Namely, for parallelism, education is CS research.

Uzi Vishkin, 2009 [61]

A revolution without revolutionaries is like a human without oxygen. The parallel

revolution needs scientists, theoretical and practical, who will lead the computer

science community to the next era of computing. These scientists have to agree on a

bridging model that will guide the computer science practitioners how to build
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manycore architectures together with software systems and algorithms. But first and

foremost, there is a need to educate the next generation of computer scientists and

engineers that will carry the parallel revolution in the years to come. A recent panel

discussion of top scientists regarding the future of manycore computing emphasized

the need for education:

‘‘Education for thinking in parallel as early as possible in one’s career is very

important. It was clear to all that regardless of how manycore programming will end

up looking, CS must take immediate action toward educating a new generation of

people about parallelism. This education scope must soon reach the level of parallel

computing education available during the 1990s, but should not stop at that. To the

extent possible the education for parallelism should be pushed as early as possible in

CS education: to lower division undergraduates and K-12 education.’’ [62].

This section is a discussion about the education and training of parallel computing

and programming and a brief wish list of the most important issues that must not be

overlooked by the parallel computing research community

4.1 Teaching Parallel Programming Today

Many kinds of parallel computing and programming courses are offered by the

academia. Most of them are introductory courses, while courses that focus on

specific domains such as parallel algorithms or parallel databases are almost nonex-

istent. Some courses are limited to specific research parallel programming models

such as BSP [17, 18] and XMT [63], while others are limited to commercial products

such as MPI [64] and OpenMP [7, 8].

The parallel revolution calls for modifying almost any course in the computer

science curriculum. The prefix parallel can be added to any topic: parallel archi-

tectures; parallel OS, parallel algorithms, parallel languages, parallel datastructures,

parallel databases, and so on. However, changing the entire computer science

curriculum at once is a radical step and is not recommended. On the other hand,

lecturers need to prepare their students today for the parallel era. Therefore, it is

recommended that they start with a broad introductory parallel computing course of

representative topics, theoretical and practical, that teach what parallel computing is

all about [65].

We concluded three main wishes from our students expectations. First, the

students wish to have a broad view of parallel computing. Second, the students

want to understand why parallel programming is difficult. And third, they are eager

to try it and wish to have hands-on training. From a survey of the courses offered in

universities and colleges around the world we learned three main things. First, most

of the courses are based on textbooks that do not teach the students how to think in

parallel. Second, the textbooks and the courses avoid discussion of the traps and
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pitfalls of parallel programming. And third, the courses cover only a few subjects

and usually focus on parallel architectures, parallel programming models, and

parallel algorithms.

As for the textbooks, there are many of them, but they all offer very nearly

the same topics. The most popular textbooks do not cover topics such as data-

dependency, load-balancing, and scheduling. They do not mention important areas

such as parallel databases even though all of the commercial databases today are

parallel, and technologies such as data-mining and data-warehouse could not exist

without large-scale parallel machines. There are no textbooks that can be considered

as the ‘‘bibles’’ of parallel computing and the parallel programming in the way that

Hennessy and Patterson’s textbook plays for sequential computer architecture [66],

and Cormen et al.’s textbook plays for sequential algorithms [67].
4.2 A Wish List

Writing a scalable and portable application for manycore systems will be impos-

sible task unless the collaboration between the academic research communities and

the computer industry can provide appropriate development environments and tools

for the mainstream programmer. Language designers, as well as designers of parallel

operating systems, compilers, and computer architectures should keep in mind that

the principal users of their products are programmers and thus they must design

their products from the programmer’s point of view. With this in mind, we offer the

following wish list:

� A bridging model: Parallel programming models should be based on a compu-

tational model that is suitable for developing manycore programs. Such a

model does not need to be the prefect model but it should present a broad

consensus of the community and play a role similar to Von Neumanns model

that plays for the sequential computing.

� Portability: Software should be able to run unchanged, with high performance,

on any general-purpose manycore architecture. However, programming for

portability should get higher priority than programming for high performance.

� Scalability: The performance of manycore systems, hardware and software,

should be able to scale up from a few core to several hundred cores and also be

able to scale down from several hundred cores to a few cores.

� Predictability: The performance of applications on manycore architectures

should be predictable through the use of a simple cost model.

� Ease of Programming: Programming of manycore applications should be

based on a simple and intuitive parallel programmer model. Such a model
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should support high-level abstraction that hides the details of the target

manycore processor architecture from the programmer.

� Standardization: Standards have several purposes besides the obvious and

economically very important one of portability. One such purpose is the setting

of quality standards in, for example, minimum levels of generality, consis-

tency, and naturalness in languages. The Multicore Associations Communica-

tion API (MCAPI) is one such effort [68]. MCAPI is a communications API

for messaging and streaming. It is targeted toward intercore communication in

a multicore chip. Accordingly, a principal design goal of MCAPI is to serve as

a low-latency interface leveraging efficient on-chip interconnects in a multi-

core chip.

� Automatic parallelization: State-of-the-art compilers can achieve less than

10% performance improvement by using automatic parallelization. Three

decades of research in the area of parallelizing compilers have yielded a better

understanding of the stumbling blocks that inhibit efficient automatic paralle-

lization. Achieving superlinear speedup by automatic parallelization seems

unreasonable goal, but compilers should improve their ability to identify code

that can be parallelized and then do the job of parallelizing it without manual

intervention from programmers.

� Debugging tools: Parallel programming is not only hard and tedious demand-

ing different thinking and creativity, but also a very error-prone one.

The lack of multicore programming tools for mainstream developers is perhaps

the biggest challenge the industry faces today. Debugging tools are improving all the

time but lack sophistication. They demand from the programmer a broad knowledge

about the details of the underlying architecture and familiarity with the hardware

counters. Debugging tools should be able to analyze the code and report on bugs and

potential bugs while freeing the programmer from the need to be hardware experts.
5. Conclusions

Hey, the world has changed. The La-Z-Boy approach isn’t going to work anymore. You

can’t just sit there, waiting for your single processor to get a lot faster and your software

to get faster, and then you can add the feature sets. That era is over. If you want things

to go faster, you’re going to have to do parallel computing.

David Patterson, 2007 [43]

Parallel computing is rapidly entering mainstream computing, and multicore

processors can now be found in the heart of supercomputers, desktop computers,
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and laptops. Consequently, applications will increasingly need to be parallelized to

fully exploit the multicore processor throughput gains that are becoming available.

However, the promising potential of future manycore processors will be greatly

diminished if the industry cannot overcome certain hardware and programming

challenges.

This chapter presents the main hardware and software challenges that designers of

manycore architectures, alongside designers of software tools, have to face. How-

ever, there are more issues, such as load balancing, scheduling, thread-safety,

thread-affinity, and performance metrics, that are not covered in this chapter.

Chip makers and system builders have begun efforts to educate developers and

provide them with better tools for multicore programming. But many of the tools

available are still works in progress. Currently, the responsibility to bridge the gap

between hardware and software to write better parallel programs may ultimately lie

with developers. Many programmers are not up to speed on the latest developments

in hardware design. They should study chip architectures to understand how their

code can perform better. This is not a desirable situation. Parallel programming

should be as simple and productive as sequential programming.
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Abstract
This chapter examines the misunderstanding of wireless security from user

behavior perspectives. Many users believe their wireless connections are safe

and they do not realize the serious consequences of possible security breaches.

These problems must be rectified quickly due to expanding use of wireless

facilities.

Corporations also underestimate the potential dangers. IT managers do not

provide enough education and support for users’ wireless connections at home or

public places. IT managers are not paying enough attention to issues and that

pose a serious threat. Urgent action is required in light of the recent high-profile

security breaches due to ignorance and negligent use.

Most threats come from the ignorance of users, the inactive attitudes of

corporations, and the improper implementation of security features by wireless

devices manufacturers. Thus manufacturers need to develop more secure

products by devoting more time to the development of security features and

design of human–computer interface (HCI). As technology alone will never be

able to solve all security problems, enhancement of the coordination between

employers and end-users is required.

In addition to discussing the truths and myths, countermeasures are presented

to rectify these problems. This chapter differs from other security papers in that

the minutiae of technical terms (such as algorithms, details of data frames, etc.)

are avoided as far as possible so it can reach a wider audience.
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1. Introduction

The Her Majesty’s Revenue and Customs (HMRC) department of the British

Government has lost the personal details of 25 million people in a security breach [1].

It caused huge embarrassment and the UK Prime Minister, Mr. Gordon Brown, who

has been forced to apologize. The chairman of HMRC,Mr. Paul Gray, resigned. Up to

7 million families have been warned to be on alert for attempts of fraudulence.

Certainly, it was a shock to members of these families. Many computer security

professionals were also very surprised as this breach did not involve any high-tech

hacking. It was simply a user mistake.

Two computer disks were sent from Her Majesty’s Revenue and Customer

department to National Audit Office in London via internal mail. However, these
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disks never arrived at their destination. Data on the disks include names, addresses,

date of birth, National Insurance numbers, and bank account details. In addition to

putting bank accounts under threat, the missing information could be used to

impersonate the victims to buy goods or take out a loan. These pieces of information

are more valuable than credit card numbers in the black market and can be sold for

high prices.

We expect this kind of organization to be aware of security threats and their

serious consequences as they are processing very sensitive and important data.

An organization of such a size should be able to employ a team of security experts.

Researchers in IT security are very active and papers in this area are abundant [2–4].

We tend to believe security experts in government have adopted all possiblemeasures

and such breaches are highly unlikely. However, this incident has once again proved

the vulnerabilities of highly secured computer systems with ignorant users.

Organizations with fewer resources are even more vulnerable than the above-

mentioned department. The incident is a wakeup call for every organization to

review security measures and policies for their computer users.
1.1 Awareness Level of Users

The strength of the security of a computer system is always measured by its

weakest component. The weakest components in most systems are the end-users,

particularly when they are accessing the corporation’s databases with wireless

facilities at home or in public areas. The reasons are simple:

l Wireless facilities are relatively new for end-users and there is a great deal of

misunderstanding over their security features.

l While computer facilities within the organization are protected by computer

experts, the connections from employees’ homes and public places are not.

l Research papers and books on wireless security are written for technical people.

Most users, including some computer professionals, are not able to understand

these materials.

l Wireless products were not widely available in the consumer markets 10 years

ago. Wireless technology courses were rare (except for Electronics/Electrical

Engineering majors) in universities at that time and thus even computer profes-

sionals who graduated in the past decade have very little knowledge in the

modern wireless technologies.

Many nontechnical users are using the following wireless facilities today:
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l Wireless routers

l Smart phones

l Public Wi-Fi networks

Improper use of the above facilities poses serious threats to both individuals and

corporations. Recent experiments [5–9] indicated the low level of public awareness

of potential dangers. Furthermore, both individuals and corporations underestimate

these dangers and they do not realize the serious consequences. Security threats are

simply ignored. This problem must be rectified quickly due to widespread use of

these wireless devices.

1.2 Organization of This Chapter

Most threats come from ignorance of users, inactive attitudes of corporations, and

improper implementation of security feature from wireless devices vendors. Exam-

ples of possible hacking and damages are presented in the rest of this chapter. These

issues are discussed in a nontechnical way so it can reach a wide range of audience.

Thus, this chapter differs from other security papers in that technical terms (such as

algorithms, details of data frames, etc.) are minimized as far as possible.

The remainder of this chapter is organized as follows. Section 2 presents the

threats of wireless routers and the possible consequence. Wireless communication

standards and terms are introduced to readers as background information. Counter-

measures which can minimize the threats are discussed. Section 3 presents the

security issues associated with ‘‘smart’’ phones as many people are not aware of

these problems. An overview of Bluetooth technology is presented. Other wireless

threats are discussed in further detail and solutions are provided. Section 4 presents

the threats of using public wireless fidelity (Wi-Fi) networks. Section 5 discusses the

illusions of encryption. An overview of encryption is provided. We summarize our

discussion of this chapter in Section 6.
2. Wireless Routers

Wireless routers began to be available about a decade ago. The cost has been

decreasing quickly in the past few years due to mass production. Now they are

inexpensive—most cost less than US $60. It is extremely easy to install a wireless

router. The wireless router provides the following conveniences to the users:

l It is quite common that families have several computers. These computers are

usually in different rooms. To share broadband communication, the installation
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of network cables would be a time-consuming and expensive task, depending on

the distances between rooms. Wireless routers solve this problem easily. Theo-

retically, a typical wireless router can support 256 computers simultaneously.

l Users can move their computers easily around the home, as long as they remain

within the coverage of the wireless signal. They do not need to rearrange

network cables. For example, you have installed your notebook computer in

the bedroom. On a particular day, you are working on an urgent project for the

company. You continue to work with your computer at mid-night but you do

not want to disturb your spouse. You can simply take your notebook computer

to the living room. You will still be able to access the Internet via the wireless

facility and save hours of cable reconnection.
2.1 Functions of Wireless Routers

When a computer tries to access the Internet, it needs to connect to the computer of

an Internet service provider (ISP) first. Usually user needs to log in with a valid

account and password which is provided by the ISP. After the login process, a unique

Internet protocol (IP) address will be assigned to the user’s computer as in Fig. 1. The

user will type the uniform resource locator (URL) of the remote Web server on

his/her Internet browser. This URLwill then be sent to the ISP. The ISP’s computer is

the one that actually contacts the remote Web server according to the URL. The

remote Web server will send the Web page to the ISP first. The ISP will then convey

the Web page to the user as in Fig. 2, the traditional wired communication.

In a wireless connection, the ISP computer works in the same way as in the wired

communication. However, a wireless router is added in between the user’s computer

and the ISP’s computer as in Fig. 3. We can consider the router as a small dedicated

computer. Its function is to convey messages between the user’s computer and the

ISP’s computer. The ISP’s computer does not know whether it is talking to a

computer or a router. It does not know how many computers are using the router as

well. Thus the wireless router is acting as a coordinator between the ISP and the user.
2.1.1 Overview of IEEE802 Standards
Wireless routers use the IEEE802.11 standards to communicate with user’s com-

puters. These standards were developed by the IEEE (Institute of Electronic and

Electrical Engineers) which is a nonprofit making organization. IEEE (often pro-

nounced as eye-triple-E) has developed many different communications standards to

make sure devices from different vendors can communicate with each other.
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The first design began in 1990 and it took 7 years to be completed. It uses the

2.4 GHz radio band for communication. Users do not need a license to use this band

in most countries. This is one of the reasons that this standard has become so

popular. The standard specifies the communication between wireless client and

the access points. It also defines the optional use of encryption. However, there

are some well-known security weaknesses in this standard and the maximum speed

is only 2 Mbps. This version is obsolete now.

To overcome the shortcomings of the first design, IEEE workgroups have devel-

oped new IEEE802.11 standards. They differentiate these newer standards by
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appending a letter behind the 802.11. Although there are large numbers of new

standards, only four standards have products in the market now. They are

IEEE802.11a, IEEE802.11b, IEEE802.11g, and IEEE802.11n.

Before 2003, the most popular standard was the IEEE802.11b. Under this stan-

dard, the data transfer rate is improved to 11 Mbps and the range to 100 m while still

using the 2.4 GHz radio band. Access points and network cards using this standard

are inexpensive. Devices from different vendors are extremely compatible with each

other. Installation is easy and there is widespread use in small offices and homes. As

the standard is slower than 11a and 11g, 11b products have been phasing out of the

market in recent years. However, there are still a large number of 11b devices in use

today.

On the other hand, IEEE802.11a offers much higher speed (up to 54 Mbps).

It uses the 5 GHz radio band so it avoids interference from electronic devices

(such as microwave ovens, cordless phones, etc.). A wireless signal spectrum

is presented in Fig. 4. However, this radio band is not available for unlicensed
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use in all countries. Another problem is that IEEE802.11a devices are not backward

compatible to the slower IEEE802.11b. This problem may be a barrier deterring

organizations which already have IEEE802.11b devices from deploying 802.11a.

IEEE802.11g provides a higher speed (up to 54 Mbps) and it is backward com-

patible to 802.11b. Organizations do not need to replace all existing 802.11b devices

when they add new 802.11g technologies. The first products under this standard

became available in January 2003. It also uses the 2.4 GHz radio band.

The next generation of IEEE802 is 11n which still uses the 2.4 GHz radio band.

It provides higher speed (up to 300 Mbps) and better security. At the time of

writing this chapter, IEEE802.11n is still in a draft form. However, many vendors

are selling ‘‘11n draft’’ routers now in order to gain a better marketing position in

the future. Many people believe that the difference between the final version and the

draft will be little. Most vendors also hope that their ‘‘draft’’ products will be

compatible to the final version by simply updating the firmware on the devices in

the future.

The differences between these four standards are summarized in Table B.I.
2.2 The Myths

The author had a recent discussion with one of his friends. The friend is a

seasoned application programmer and has a master’s degree. He is using a wireless

router at home and believes his wireless connection to be secure. It is not. If an

application programmer puts his faith in myths, we cannot expect anyone with less

computer knowledge to be aware of the security problems.
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In theory, nothing can be 100% safe. For example, if you want to protect your

house from burglary, you can install a good lock on your door. A determined thief can

still break into your house provided he has the right equipment and enough time.

Even if he cannot break the lock, he can break the door. Alternatively he can break the

window, drill a hole on the wall, dig a tunnel, use explosives, etc. However, all these

methods will force him to take a longer time to finish the task. He will make more

noise. Carrying more equipment will increase the chance that he will be detected or

even arrested before or after the task. A rational thief will compare his cost with the

estimated valuables in your house. He might decide that it is not worthwhile to break

into your house provided you have the right degree of security.

Wireless communication is very similar to the above scenario. However, while

many users believe their doors, at least, are locked, the truth is the doors are not even

closed and are actually wide open [2,10,11]. Intruders can simply walk in.

A wireless router user might believe the following:
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l Wireless routers have been in the consumer market for several years. A lot of

people are using them so it must be a mature and safe technology. There are

enough security features in the router so their communications are automati-

cally protected.

l It is time consuming to hack a computer so attackers will go after the computers

of corporations. There is nothing valuable enough in home communications to

attract hackers. Users have little to lose. There will not be any serious con-

sequences even if their transmissions are intercepted by hackers.
2.3 The Truths

Most wireless routers have some security features. However, these features are

optional and usually turned off. As many users do not have the security knowledge,

they do not know how to turn these features on.
2.3.1 Stealing Bandwidth
The installation of a router is quite easy and users can complete it within minutes.

A small installation program will ask the user to type in the account name and

password of their ISP during the initialization process. Users might believe that they

are protected by the password afterwards; indeed, the account name and password

are stored in the router. When users turn on their computers and routers, the router

will log in to the ISP automatically as in Fig. 5. The computers will then communi-

cate with the router directly and access the Internet through the router. The router

will not ask the computer to supply an account name and password again. This

means the hacker’s computer can connect to the router without any knowledge of the

account.

The hacker does not need any hacking tools as nowadays’ operating systems (e.g.,

Microsoft Windows XP) can find any nearby routers and connect to them almost

automatically. Hackers can connect to the Internet and perform illegal operations

such as hacking other computers, spreading viruses, organizing terrorist activities,

etc. He/she does not need to get into the users’ house or plug in any cable. He might

be sitting inside a car [12–14] which is parked on the road near the user’s house.

Hackers might also be the neighbors of users. All he needs is a notebook with a

wireless LAN card. It is extremely difficult for the user to detect this hacking

process. As the hacker does not need to supply any account name, password,

IP address, or any identification to the ISP, it is impossible to trace the hacker

afterwards.
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Hacking can take place automatically if proper software is installed on the

computer. For example, a hacker could leave their computer on in a van while

masquerading as technicians from telephone or electricity companies. They do

not need to stay in the van during the hacking processes. Antennas and amplifiers

can extend the area of wireless coverage. A study [15] shows that it is possible to

attack a target from 20 miles away. This kind of hacking is more difficult to detect

(Fig. 6).

As the router is actually sending/receiving messages for the computers, it is

impossible for the ISP to detect the number of users. This creates headaches for

the users and Governments. When the police come to the doors of the legitimate

users, they will have a hard time explaining what is going on. Governments will also

have problems in identifying the hackers from the ISP’s records. Even if the hacker



Internet

 ISP’s computer

  URL

Web page

  URL

Web pageWireless
router 

Performing illegal activities

Performing illegal activities

 Legitimate user’s
computer 

Attacker’s computer

Attacker’s mobile phone

FIG. 6. Stealing bandwidth.

130 A. W. LOO
is caught on the scene, it will be difficult to collect evidence, prosecute, and convict

him/her in the court as there need be no particular hacking tools (hardware/software)

on his/her computer.

There is another illusion in the initiation process. Many routers have a default

account ‘‘admin’’ (with the same default password ‘‘admin’’). Users can change the

password or create a new account. They might believe this is another level of

protection. Actually this account is used only when the users want to view or revise

the settings in the router. Hackers do not need this piece of information to access the

Internet through the router. This illusion only gives users a false feeling of security.
2.3.2 Eavesdropping
The most well-known problem of wireless communication is that it is susceptible

to anonymous attackers. The attacker can use very simple equipment to intercept the

wireless signals and decode the information being transmitted to the access point.
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Such equipment can be just the devices (e.g., notebook computer and smart phones

as in Fig. 7) which are used to access the network. These devices can be configured

to intercept all traffic on a network so long as the attacker is in the proximity of the

transmitter. Wireless packet analyzers [16,17] for such purposes can easily be

obtained from the Internet.

The use of antennas and amplifiers enables longer distance attacks. Wireless

signals may travel outside a building. Recent studies show that it is feasible to attack

a target from 20 miles away [15]. It is almost impossible to detect and prevent such

attacks.

As a notebook computer or smart phone is so small and there is no physical wired

connection, an attacker can hide anywhere within the coverage area. An attacker can

monitor transmissions from parking lots and nearby areas. Even if the user knows an

attacker is around and he/she is hacking the network, it is still almost impossible to

identify the attacker.
Remote servers

Internet
Attacker’s

mobile phone

Attacker’s
computer

User

Router

FIG. 7. Eavesdropping.
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2.4 The Consequences

Many companies have developed applications with Internet technologies. These

applications offer many advantages. Their employees can access the databases of the

company with an Internet browser such as Internet Explorer or Firefox. There is no

need to install special programs on the end-users’ computers. In the past, updating

application programs on the end-users’ computers was tedious and error prone.

These tasks have been minimized or eliminated as all programs are held on the

servers. Naturally, employees can also access the systems with their home compu-

ters so they can continue to work at home.

Such advantages are accompanied by additional risks. Many systems rely on only

account name and password to authenticate users. If the hacker can get this infor-

mation while the user is accessing corporate databases, every security feature

installed by the corporation will fail and the unauthorized intrusion will go

undetected.

Some corporations protect their login pages with secure socket layer (SSL) or other

similar techniques. Such traditional methods for wired communication can also be

effective for wireless networks. For example, the Web site sends a public key to the

user for encryption for every session. The users are pretty safe if the corporation is

using such techniques. It is useless for hackers even they can intercept the transmis-

sions. Users might believe that further encryption is not necessary. However, users

will also access Web sites which do not require high levels of security. A patient

hacker can obtain hints from these nonsecured communications of the users.

It is common for users to have multiple accounts. For example, after purchasing

new products (such as mobile phones, TV, etc.) many companies allow their

customers to send the warranty information through their Web sites. Customers

need to create an account in order to obtain updated information about their

products. Many Web sites which provide free information will also ask their readers

to create new accounts. As these Web pages do not involve any money or confiden-

tial information, encryption techniques might not be used. Attackers can easily

obtain the account names and passwords of a user if this information is sent over a

wireless connection without proper protection. The attacker can then masquerade as

a legitimate user to attack, for example, the user’s corporation.

In theory, users should use different passwords (and account names) for different

accounts [18]. However, it is similar to asking our younger generation not to have

sex before marriage. In practice, many people use the same password for multiple

purposes as it is extremely difficult to remember all accounts and passwords,

especially when some accounts are not used frequently. If the account name and
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password are intercepted in an unsecured transmission, the hacker can spoof the user

and break into the company’s database.

Even if the users use different passwords, it is still dangerous not to protect

passwords for nonsecured Web sites. By conducting analysis on users’ commu-

nications, hackers can find out the pattern of users in composing the passwords.

It is difficult for humans to remember a combination of characters and numbers

which have no meaning. A common practice is to take words and numbers

which they are familiar with and combine them. Let us look at the following

example.

One user might use the first four characters of his son’s name (e.g., ‘‘davi’’ from

‘‘David’’), combined with year of his son’s birthday (e.g., 1992). To make it a little

more difficult to crack, the user reverses the order and add a special character in the

middle so the final password is 2991@ivad. This password is not bad for the

following reasons:

l It is easy to remember so user does not need to write it down.

l It does not use a complete word from the dictionary so hackers are forced to

spend more time in a ‘‘brute-force’’ attack (trying many different combinations

by varying one character at a time).

l It uses alphabetic, numeric, and special characters so this will maximize the

number of possible combinations.

l The password is long enough (i.e., nine characters in this case).

However, an assiduous hacker will find out the pattern if he can intercept one

password in nonsecure communications. The attacker can then try the user’s corpo-

rate account with his daughter’s name and year of birthday (by adding or subtracting

a small number from the 1992 in the above example). If this does not succeed, the

attacker can try his wife’s name or something similar. In other words, such informa-

tion could help to minimize the number of trials needed to break into a computer

system.

By eavesdropping to user’s communications, hackers can find out the user’s

favorite or frequently used words and Web sites. This kind of information can also

speed up the hacking process. Thus it is important to encrypt all communications

even if there is no confidential information in the Web pages.

Finding executives of a target corporation is also easy. The names of executives

can be found in their companies’ Web sites. Sometimes there are even photos and

brief biographies on the same Web page. Hackers can follow the executives’ cars

and find their residences easily. Armed with this knowledge, the hacker is ready to

carry out his job.
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2.5 Countermeasures

Users will not be able to solve these problems by themselves due to limited

resources and knowledge. Three parties need to work together in order to tackle

these threats and minimize any possible damages. These parties are:

l Corporations

l Manufacturers of wireless devices

l Users
2.5.1 The Corporation’s Responsibilities
Parents will not leave their babies in the jungle and expect them to protect

themselves. Nevertheless, many organizations do not take care of the home Internet

connections of their employees. The widespread use of wireless routers of their

employees is a threat to many computer systems. There are many ways to attack a

wireless communication so it is almost impossible to make it absolutely safe.

There are also basic weaknesses in the current technologies (e.g., WEP [3,19])

which are still being used in many routers. However, we should make the hacker’s

life as difficult as possible. In other words, we must force the hacker to invest more

time, install more hardware or/and software for each attack. This will increase the

hacker’s risk of being caught. Corporations should urgently review their security

measures. Some new measures are easy to implement and we provide a few

examples as follows:

l Corporations should educate their employees so they know the risks and

countermeasures. From time to time, they can offer short seminars (preferably

less than 1 hour) and materials should be explained in layman’s terms.

l Corporations should remind users to be vigilant and report suspected cases to

authorities as soon as possible. For example, a car is parked around the user’s

house for a long time, over many days: if the driver is not his neighbor or a

legitimate visitor, users should try to find out more information.

l The users should be taught to turn on some easy and common security features

of the router. These features can be deployed in a few minutes provided the

router manufacturer builds software with good HCIs. It is not possible to

discuss all features in this chapter, but we will provide a few examples:
– Every LAN card has a MAC address. In layman’s term, it is a global unique

serial number for the LAN card. Users can store the MAC address and ask the

router only to accept computers with the right MAC addresses. Using MAC
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addresses to identify users is not completely foolproof. If the hacker knows

the MAC address, he can install a special program and spoof the address to

the router.

– Communication between computers and routers are transmitted in plain text.

Messages can be intercepted easily. The hacker needs only an ordinary

computer and wireless LAN card to intercept the signal. The countermeasure

is to turn on the security features in the router. Users can specify an

encryption key on the router and the computers. Messages between compu-

ters and routers will then be encrypted. The keys should be changed fre-

quently as there are weaknesses in encryption technology.

– Wireless routers broadcast their service set identifier (SSID) to surrounding

computers. We can consider the SSID to be the ‘‘name’’ of a router. Usually

it is a default name assigned by the manufacturer. Computers need this name

for proper connection to the router. The user should change this name often

and disable the broadcasting of the router. This measure will make the

hacking more time consuming.

– Every router comes with an administrator account that has a default pass-

word. Some users do not bother to change this password. Once hackers log

into routers, they can modify the settings and/or turn off all security mechan-

isms. Users should change the password (and account name) to protect the

settings.
l Most routers installations are easy. However, some routers come with poor

HCIs in the parts which activate the security features. It is difficult for users

to select a good router on their own. Corporations should evaluate routers and

recommend only products with good security features and human–computer

interfaces. If enough corporations are offering these kinds of recommend-

ations, it will force the manufactures to pay more attention to developing

these areas.

l Adoption of digital certificates and virtual private network (VPN) should be

considered as it will provide higher levels of security in the long run.
2.5.2 The Manufacturer’s Responsibilities
There are flaws [3,19,20] in the current security technologies of wireless routers.

Security experts are proposing new standards to overcome these problems. How-

ever, manufacturers of routers can still improve security while they are waiting for

the new standards. Security will never be perfect as hackers can always find new

methods to crack systems anyway. In the mean time, some things can be done

quickly and easily. Examples of improvements include:
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l Router manufacturers should make their products safer by turning on security

features as default settings. User should be warned of the risks if they turn off

these features.

l Manufacturers should incorporate small resident programs which allow the user

to check the numbers of computers connected to the router at any particular

time. These programs could be executed in the user’s computer or the router (if

the router has enough memory).

l Log files should be maintained so users can check whether there is any intruder.

l Wired equivalent privacy (WEP) and Wi-Fi protected access (WPA) are two

common methods to encrypt traffic between the device (e.g., laptop computer)

and the wireless routers. However, most home routers have the instructions to

ignore setting the WEP key when installing, thus adding a level of insecurity.

Users should set their own keys to add some level of security.

There are known weaknesses in the WEP encryption. WPA should be used

[19,21] if it is available. However, many networks need to support old devices

which cannot use new encryption techniques. It is still worth deploying this method.

The current WEP key encryption can be cracked when the hacker collects enough

of a user’s transmissions. The encryption key should be changed frequently. How-

ever, changing keys frequently is easier said than done. As the key resides in both

computer and router, it is tedious and a little bit difficult for nontechnical users to do

this task. It is more time consuming if the user has more than one computer:

l Manufacturers should provide a program which could change the key on both

devices. To make things even easier, the program should be automatically

executed when the user turns on the computer. Instead of asking the user for

the new key, the program can generate random keys and update all devices

periodically. The SSID should be changed in the same way.

l Once a new hacking method is discovered, it (with countermeasures, if any)

should be announced in the manufacturers’ Web site or sent to the users through

e-mail. Updated software and/or firmware (if any) which can combat the new

attack should be available for downloading from the manufacturers’ Web sites.
2.5.3 User Responsibilities
l Users must follow the security procedures of their employers. It is their duty to

safeguard the system by using computers properly.

l Users should invest their time in learning how to use wireless communications

safely, such as by attending seminars offered by their employers.
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l Users should be vigilant at all times. For example, many computer systems

display the last time that users logged in. These records should be checked to

detect intruders.
3. Smart Phones

A security experiment known as BlueBag [22, 23] was conducted in March 2006

to test the vulnerabilities of mobile devices. A computer with a Bluetooth sniffing

program was hidden in a suitcase that was rolled around train stations, shopping

centers, airports, and other public places. The objective was to find out the number

of Bluetooth-enabled mobiles devices that could be infected with viruses wirelessly.

To our dismay, the answer was: a lot.
In less than 23 hours, more than 1400 vulnerable devices were discovered, most

of which were mobile phones. This number reflects the low level of public aware-

ness about the potential dangers. Phone users also underestimate the possible

damage if their mobile phones are compromised.

These kinds of security breaches also have serious consequences for corporations

and telephone companies. However, most security teams in corporations simply

believe that mobile phones are for individual use only. It is thus not their duty to

protect these applications or even to understand the security problems. Hence,

mobile phones may be the next easy target for professional hackers [24].
3.1 Overview of Bluetooth Technology

Bluetooth is named after the King Harald Bluetooth who united Denmark and

Norway. He was known for his skill in getting people to talk to each other. This

technology [25,26] enables two devices to communication wirelessly within a short

distance. Such devices include computers, mobile phones, headsets, keyboards,

printers, etc. The initial objective of Bluetooth was to replace cables with low-

cost, low-power wireless technology. Its functions and standards were further

developed by the Bluetooth Special Interest Group (SIG). Members of this group

include Ericsson, Nokia, IBM, Microsoft, Intel, Toshiba, and other companies. The

Bluetooth-enabled equipment shipments have grown to 800 million in 2007 and its

predicted growth is over 1.8 billion by 2012 [27].

This technology can also be used to replace the inconvenient Infrared. It makes it

easy to synchronize devices and transfer files. However, it is not a competitor of

IEEE802.11 standards as the low-power Bluetooth can operate only within a
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relatively short distance. It simply enables users to eliminate or minimize the

number of cables between computers and peripherals.

Two Bluetooth-enabled devices can communicate with each other directly. For

example, two mobile phones can exchange data in a basement that is not covered by

a telephone company signal. Bluetooth uses a free 2.4 GHz radio band to communi-

cate within a range of up to 10 or 100 m (depending on the model). Examples of

Bluetooth applications include the following:

l A user can answer phone calls with a Bluetooth headset when the phone is in his/

her pocket or briefcase. In some countries, it is illegal to hold a phone while one is

driving. Bluetooth headsets/earphones provide a perfect solution for drivers.

l Computers can transmit data to printers without cable connections.

l PDA/smart phones can synchronize files with PCs.

l Business cards, photos, and ring tones can be exchanged between phones.
3.1.1 Improper Implementation
Bluetooth technology is designed with security issues in mind. Nothing is perfect,

however, so there are weaknesses [25,28] in the standards. Most threats [29–31],

though, come from improper implementation by manufacturers.

For example, one important Bluetooth security feature is the user’s ability to

switch between the ‘‘discoverable’’ and ‘‘hidden’’ modes. Every Bluetooth device

should have a unique address that is 48 bits long. To connect to a Bluetooth device,

this address must be known. It is extremely easy for a PC to scan the addresses of

nearby Bluetooth devices if they are in the ‘‘discoverable’’ mode. Switching the

device to ‘‘hidden’’ mode will provide much better protection from unauthorized

connection.

The default setting of some mobile phones is the ‘‘discoverable’’ mode. Because

most users do not understand Bluetooth technology, they do not switch their phones

to the ‘‘hidden’’ mode. To make matters worse, it is difficult in some phones to find

the right menu to turn the mode to ‘‘hidden,’’ because of poor HCI design. The

wrong default setting exposes users to great risk.

Although the ‘‘hidden’’ mode is not a foolproof method of protection [23,28],

it does mean it will take hackers much longer to hack the devices. One hacking

approach is the brute-force discovery method. An example is the RedFang program

developed by Ollie Whitehouse, which tries to connect to each Bluetooth

device, one by one. As each address is 48 bits long, it seems impossible to test all

of the combinations (i.e., 248), as this would take years. Unfortunately, some
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manufacturers assign the Bluetooth addresses in a predictable way which can

further weaken the security features [25].

The first 3 bytes (24 bits) are assigned to a specific manufacturer, which is free to

allocate the last 3 bytes to its own products. In other words, the first 3 bytes of all of

the products of a certain manufacturer will be identical. If hackers know the

manufacturer of the phone, then the number of possible address will be

16,777,216 (i.e., 224). Unfortunately, some manufacturers assign the last 3 bytes in

a predictable way. For example, a manufacturer might use the first byte (of the

remaining 3 bytes) to identify a particular phone model. The addresses of all phones

of the same model will start with the same 4 bytes, so hackers need to try only the

last 2 bytes. The number of combinations then drops to 65,536 (i.e., 216). This

example shows how improper implementation can weaken the security features.

Although 65,536 is still a large number, hackers can use multiple computers (or a

computer with multiple Bluetooth dongles) to carry out simultaneous attacks, or use

other techniques to speed up the process. The model of a phone can be learned if it

used in a public place once. Some people get used to putting the phones on a table or

hanging them around their necks.

Another weakness is in the pairing process [25,28] that two Bluetooth devices

need to go through before data exchange. Devices need to send an identical PIN to

each other. A key will then be generated and stored in both devices so that later

communication can take place automatically. However, the first step of this pairing

process is done in plain text and is not encrypted. Hackers can intercept the

communication during pairing. These pieces of information will help the hackers

to speed up the hacking process later [25].

Improper implementation in the pairing process includes the use of very short

PINs instead of longer and more secure PINs. Poor HCI design also deters users

from changing the default PINs in certain Bluetooth-enabled devices.

It is also possible to force the devices to repeat the pairing for each round of

communication. This provides the illusion of security, but, in actuality, it provides

attackers with more opportunities to intercept the messages during the pairing

process.
3.1.2 Proof-of-Concept Viruses and Tools
Security researchers have developed viruses and tools to prove the feasibility of

attacks on mobile phones. We introduce several of them, so that readers will have a

better idea of the state of the art in phone virus development:

l Cabir. This is the first Bluetooth virus, and was released in 2003. It can infect

certain makes of phones with Bluetooth technology. The infected phone will
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replicate itself quickly to other phones through Bluetooth communications.

This virus is not dangerous, as it only consumes battery power and does not

cause any other serious damage.

l Commwarrior. In addition to spreading among Bluetooth devices, this virus

will also read users’ phones and send MMS messages containing the Comm-

warrior file. This virus can replicate itself quickly all over the world, as it is not

restricted by the short distances of Bluetooth technology.

l Blooover. The BlueBag project (mentioned at the beginning of this chapter)

needs a computer to carry out attacks. The Blooover (from the phrase ‘‘Blue-

tooth Hoover’’) tool proves that it is also possible to use a smart phone to

perform similar attacks. It is written in Java and runs on a smart phone. Bloo-

over can detect vulnerable phones and carry out other attacks. It can also initiate

phone calls and perform call forwarding.

l BlueSniper ‘‘rifle.’’ Some phone manufacturers underestimate the threats

against Bluetooth, because they believe Bluetooth hacking can only be done

over a short distance. John Hering and his colleagues at Flexilis developed a

device in the shape of a rifle [31]. Using a vision scope and an antenna that

connects to a laptop or PDA, they aimed the rifle at a taxi stand from the 11th

floor of a hotel in Las Vegas. They were able to collect 300 address books from

Bluetooth-enabled devices. In later experiments it was successfully used on a

target 1.1 miles away. This shows that the distance can be extended greatly with

the right equipment. It also proves the possibility of picking out a particular

victim from among a group.

3.2 Illusions

Manufacturers incorporate PDA features into mobile phones to make them

‘‘smart.’’ Indeed, we can consider smart phones to be small computers with the full

functions of phones. Users can read and send e-mail messages, and they can browse

the Internet, read files, and work on spreadsheet applications. Smart phones are much

lighter and smaller than notebooks, making them good tools for business. The number

of smart phones worldwide will reach 500 million by 2012 [32].

As smart phones can perform the tasks of a computer, they are vulnerable to the

same kind of hacking attacks. However, there are many misunderstandings, and

most mobile phone owners tend to believe:

l There are enough security features in the phones.

l Hackers are not interested in phones.

l There is no such thing as a phone virus.

l They have little to lose even if their phones are hacked.
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3.3 Reasons for the Misunderstandings

Many high-profile computer hacking cases have been widely discussed in news-

papers and on television. Yet the hacking of mobile phones is hardly ever mentioned

in the media. Users might believe that the existence of phone viruses is only a rumor,

as they are not aware of the new threats.

In the past, hackers were teenagers and amateurs who wanted to prove their talent

by paralyzing large numbers of computers. Their work attracted a lot of attention,

but they rarely gained any financial benefit. However, the new trend in hacking is

that it has become a full-time job. Hackers quietly steal information from victims’

computers and gain financial rewards. Victims might not discover these intrusions

for a long time, and some of them might never discover the heists. These kinds of

hackers do not want any publicity, as it would increase their chances of being

caught. This creates the illusion that hacking activities are much rarer than they

are in reality.

Furthermore, many corporations are unwilling to reveal security breaches in their

organizations, particularly when these events involve the sensitive data of clients.

Not only would such revelations be public relations disasters, but also they would

also cause further financial losses. Admitting negligence could invite lawsuits from

clients and law enforcement agents [33]. No news is not good news in the world of

computer security.
3.4 Possible Attacks

All hacking problems related to computers could happen via smart phones.

Furthermore, there are unique problems, as phones have more functions. Users

also tend to store more personal data in phones. Examples of these problems include

the following:

l The ability of a phone to call certain numbers, such as the emergency number

911, could be blocked.

l Hackers could retrieve address books, calendars, photos, or other files from a

phone.

l Compromised phones could infect other phones that use Bluetooth or MMS.

l Hackers could send SMS or MMS to other phones without any user interaction.

l Hackers could remotely control a phone to make phone calls or connect to the

Internet.
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3.5 Consequences

These problems seem to be harmless, so most users do not recognize the serious

consequences. Some possible consequences will now be discussed:

l Leaking calendars and address books. Hackers could sell these pieces of

information to a user’s competitors. This is valuable information, as rivals

could find the names of clients (or potential clients). Hackers could also alter

the details of a user’s calendar. As a result, the user could miss important

appointments with his/her clients, while rivals approach them with another

proposal. Losing important clients could be detrimental to the user and his/

her employer.

l Bugging devices. Hackers could instruct the user’s phone to make a phone call

to the attacker’s phone without the user’s consent. They can then eavesdrop on

(or even record) the user’s conversation and the phone then becomes a potent

bugging device.
The user might discover these calls in the phone’s call registry. However, he/

she may believe that the calls were initiated due to the accidental pushing of

certain buttons when the phone was in a pocket or bag. More advanced hackers

can erase the records on the phone. Prudent hackers can even use prepaid phone

cards, so that it is impossible to trace their identities afterwards.

It is also possible for hackers to set up a gateway, so that users’ phone calls

are routed through the hackers’ phones so they can listen to users’ phone

communications.
l Sending SMS. Terrorists can use SMS messages. For example, they could send

false bomb threats to airlines using legitimate users’ phones. This would

consume government resources as the government investigates false leads

while the terrorists carry out the real attacks. There would be no way to trace

the terrorists, and the phone owners could be in serious trouble.

l Causing financial losses. Hackers could send a large number of MMS messages

with a user’s phone. MMS services are still quite expensive for large files, and it

would be a burden for users to pay these phone bills. Updating or downloading

large files with GPRS services would have same effect.

l Revealing passwords. People have many account names and passwords to

remember these days. For example, they may have an e-mail account, a

corporate account, an Internet banking account, supermarket accounts, etc.

Some may also need to remember their ATM PINs, the code to open the gate

of their apartment building, and another code to activate the alarm systems of

their office or home. As mobile phone users almost always carry their phones

with them, they may believe them to be a safe and convenient place to store
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these account numbers and passwords. Attackers, however, can retrieve such

passwords on compromised phones. The disclosure of these pieces of informa-

tion not only endangers the phone users themselves, but also jeopardizes the

security of their employers’ security systems.

l Identity theft. There are black markets in which hackers can buy and sell

personal information [24,34]. The price varies depending on the sensitivity of

the data and the value of the victims. For example, Jeremy Jaynes in the US

managed to earn $24 million before he was arrested [3]. His case involved a

stolen database that included a million personal detail records.

l Attacks on telephone networks. If a virus infects a large number of phones, it

can instruct all of them to make phone calls (or send SMS or MMS messages)

simultaneously at a certain time. This tactic would paralyze a city’s telephone

networks and create chaos.

l Leaking corporation data. Employees can download files from the company’s

computer onto their phones so that they can continue to work at home. Many

high-end mobile phones can also receive e-mail messages. They enable users to

keep in touch with their colleagues and clients. It would be a disaster if the

phones were hacked.
3.6 Phone Virus Development

Developing software for phones is more difficult and complicated than it is for

ordinary computers. As a result, the development usually takes much longer.

Development difficulties include the following:

l The memory of a phone is much smaller than that of a computer, so programs

must be carefully designed to reduce the size. Special tools are usually required

for development. For example, Java programmers need to use J2ME instead of

J2EE, which is used for computers. It takes a while for a computer programmer

to pick up the skills needed for phone development.

l The screen is quite small, so application messages must be succinct.

l It is more time consuming and difficult for users to type in data. Phones usually

have only 10–20 buttons, whereas a normal computer keyboard has more than

100. A good application design must minimize the input keystrokes for users.

l Phones come with many different standards. These include:
– The size of the screen and resolutions

– Memory size

– The number of buttons (and/or interface methods, such as touch-screen,

joystick, etc.)
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– Operating systems (e.g., Symbian, Linux, Palm, Microsoft, Android, etc.)

– Programming languages
l Phones need to use the services of telephone companies in order to function.

Unfortunately, there are many different standards for these services too.

Due to the existence of different standards, software developers must convert

and test their programs for different brands and models. It is a nightmare for

maintenance, too, as there are many versions of the same program for different

platforms.

An efficient virus does not need any human interface, so small screens and

different buttons on phones do not bother hackers. However, the other problems

discussed above do slow down the development of virus programs. Hackers have

learning curves too, which is why the number of phone viruses is relatively small.

However, we will have a very different scenario in the near future for the following

reasons:

l Phones are now being mass-produced in even greater numbers. Manufacturers

are able to make phones with faster CPUs and more memory while maintaining

the same price ranges. For example, the latest models come with 32 GB of

storage. Phone viruses may become more sophisticated and perform subtler

attacks.

l Software developers are aware of the above problems. There are now more

tools for development, testing, and conversion between different models. It also

takes less time to write programs than it did earlier. Ironically, virus writers also

benefit from this progress.

l The number of business applications and phone users is growing every day.

Hackers now have more to gain financially from attacking phones.

l It is easier to cheat phone users than computer users with social engineering

techniques [35]. The media seldom discuss these kinds of dangers, and phone

manufacturers also downplay the possible risks. Low levels of awareness

among users make them easy targets. They get used to downloading ring

tones, wallpaper, games, etc.
Viruses can masquerade as operating system updates or telephone company

services. Due to small phone screens, very little information about the source

and the received file will be displayed. It is very difficult for users to judge

whether a file comes from a trusted source. The success rate of hacking will

thus be higher, and more attackers will switch to hacking phones as it becomes

more cost effective for them.
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3.7 Countermeasures

Countermeasures will not be effective without cooperation between wireless

device manufacturers, corporations, and users. One party’s actions will change the

behavior of the others. We present their responsibilities in the following sections.
3.7.1 Manufacturer Responsibilities
Some manufacturers claim that mobile phones are safe from hacking. Their

strongest arguments are that attacks must be carried out over short distances and

that hackers do not have enough time to hack the phones.

Unfortunately, this is not always true, as is clear in the following examples:

l The communication distance of Bluetooth devices can be easily extended with

inexpensive antenna, as in the BlueSniper experiments.

l A user might go to the same restaurant/fast food chain for breakfast or lunch

every day. An assiduous hacker has plenty of time to carry out an attack.

l An attacker might be a user’s colleague [36]. There are at least 8 h every day

over a prolonged period in which to make the attack.

l Bluetooth is not the only method of spreading viruses. Users with MMS, GPRS,

or ‘‘WAP push’’ might be convinced to install a virus through social engineer-

ing technique. Once a phone is infected, the virus can replicate itself in the

phones of colleagues or family members. In some countries, mobile telephone

services are less expensive than fixed lines. Many people never turn off their

phones because they simply do not have fixed telephone lines at home. Family

members’ phones have months and even years to infect each other.

New specification, Bluetooth version 3, has been finalized to address the above

weaknesses in April 2009. However, it will take at least another year until devices

supporting the new Bluetooth specification are on the market. Till then, all old

devices are vulnerable to the existing attacks. Furthermore, hackers will always find

new ways to attack. However, some measures should be adopted to make devices

safer and more difficult to attack. These measures include the following:

l Manufacturers should allocate more resources to implement security properly.

l Logs of bluetooth pairing activities should be maintained so that users can

detect any intrusion attempts as soon as possible.

l The default security setting should be at the maximum level.

l Manufacturers should pay attention to HCI design so that users can fine-tune

the security settings easily.



146 A. W. LOO
l Security issues should be discussed in the user’s manual.

l Usually, the easiest way to fix a security flaw is to update the phones’ firmware.

Manufacturers should inform registered users as soon as possible when new

firmware is available.
3.7.2 Corporation Responsibilities
Phones viruses will hit corporations and cause substantial damage in the future. It

is only a matter of time. Equipped with powerful smart phones, employees will

discover new ways to improve their jobs. For example, they can download files from

the company’s computer onto their phones so that they can continue to work at

home. This is better than using USB drives, as employees do not even need to take

the phones out of their pockets or briefcases. When they go home, they may forget to

pull the USB drives from their computers, but they seldom leave their phones in the

office. However, it would be a disaster if the phones were lost or hacked. Security

teams need to be prepared for future challenges. Corporations should take a proac-

tive approach. Examples of the countermeasures they could take include the

following:

l Devise a policy for the use of mobile devices by their employees.

l Learn and monitor the latest developments in phones and other related

technology.

l Employees do not have the knowledge to choose phones with good security

features, because there are so many models. Corporations should provide a list

of phones with good security features and HCI design. If enough corporations

do the same thing, it will force manufacturers to spend more resources on

implementing security features correctly.

l Educate employees to select and use their phones properly. They should be

taught to fine-tune the security features. For example, a short seminar could be

offered to employees, and up-to-date guidelines could be issued. The content of

these guidelines may change over time, as technology and hacking techniques

will continue to advance. The guidelines could include the following:
– Switch the Bluetooth security setting to ‘‘hidden’’ mode.

– Activate Bluetooth only when it is needed.

– Do not accept any unsolicited pairing requests.

– Minimize pairing operations in public areas.

– Monitor the numbers and names of the paired devices on the phone to

discover any suspicious connections.
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– Update the phone’s firmware when there is a new version available.

– Pay attention if the phone consumes power at a faster rate than is normal or

there are any other anomalies.
3.7.3 User Responsibilities
It is the duty of phone users to protect themselves and their employers’ data.

In addition to adhering to the above guidelines, it would be useful for users to do the

following:

l Be vigilant and treat a smart phone as a computer. Almost all of the precautionary

measures for computers can be applied to phones.

l Invest in the time to update their knowledge, for example, by attending

employers’ seminars.

l Be aware of social engineering techniques.

l Check the following logs on the phone, if available:
– GPRS usages

– ‘‘Phone call’’ records

– If the usages show any dramatic increase, the user should try to identify the

problems with assistance of experts.
l Verify the sender of suspicious SMS, MMS, and e-mailing messages on the

phone.

l Encrypt data files on the phones.

l Install antivirus software package for mobile phones.
4. Threats of Public Wireless Networks

Wi-Fi is a more consumer friendly term referring to wireless networks which use

the IEEE802.11 family wireless networking protocols (discussed in Section 2.1.1).

Many telephone service companies, Internet services providers, governments, and

commercial firms set up Wi-Fi networks in public places such as airports, train

stations, bus stations, coffee shops, etc.

Users can, for example, check their e-mail messages, surf the Internet, conduct

e-banking transactions, or access the databases of their employer in a public place, as

long as it is covered by these Wi-Fi networks. ‘‘Hot spots’’ are the places where

people can receive the Wi-Fi signals.
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SomeWi-Fi networks are free of charge. For example, some coffee shops provide

free wireless connections for their clients. Some local or national governments

install free networks in order to promote a better image and/or attract tourists.

Some Wi-Fi networks require the users to subscribe to the service before they can

use networks. Many users believe these networks are safe. However, this is not true

as many wireless network operators fail to implement enough security features.

In the early stage of public Wi-Fi networks, users usually accessed the networks

with notebook computers. Nowadays, many high-end smart phones are Wi-Fi

enabled. There are two ways for owners of such smart phones to surf the Internet:

l Use the telephone signal (e.g., GSM) to access the Internet (Fig. 8).

l Use the Wi-Fi networks (Fig. 9).

The telephone signals are encrypted so the communications are protected.

Although this encryption can be cracked, attackers need expensive facilities. It is

also more difficult to obtain these facilities. At the time of writing, these facilities

are usually used by law enforcement agents and not affordable to ordinary attackers.

Instead of using the telephone signals to surf the Internet, smart phone owners can

use the Wi-Fi signals. Doing this provides them the following advantages:

l The Wi-Fi speed is usually higher.

l The charges (if any) for Wi-Fi connection is usually lower.

l Some places (e.g., inside a mall with thick walls) are not covered by telephone

signals.

On the other hand, the Wi-Fi networks are easier to crack if enough security

features are not properly implemented. Smart phones can automatically connected

to unsecured Wi-Fi networks. It is quite difficult for the owners to distinguish

whether they are accessing the Internet with Wi-Fi or telephone signals due to

poor HCI design. Owners might not be able to detect that their phones switch the

connection methods in a particular places. Thus they do not pay attention to security.
Servers of
telephone company

Telephone signals

Internet

FIG. 8. Using telephone signals.
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4.1 War Driving

‘‘War Driving’’ is the act for searching both public and private wireless networks

around a specific area, mapping the population of wireless access points for statisti-

cal purposes. The first officially recognized War Driving was performed by Peter

Shipley in 1999, who presented his work to the hacker community in 2001 [10].

Since then the practice has been conducted in order to gather data to promote

awareness of wireless technology applications.

These statistics can be used to raise awareness of the security problems with

wireless networks [37]. The person who performs War Driving usually takes a

moving vehicle with a wireless equipped computer, such as a notebook computer,

PDA or smart phones. However, if someone performs War Driving for the purposes

stealing Internet access or committing computer crimes, the activity would be

treated as a criminal offence [38].
4.1.1 Tools for Performing War Driving
Wi-Fi equipped computers can use different software packages to perform War

Driving. Wireless security auditor (WSA), a complete wireless network analysis and

auditing program, helps normal users close any vulnerability before hackers try to

break in. Other software packages, such as AirMagnet, Sniffer PDA, and Fluke

Wave Runner, are intended for expert protocol users, and allow the capture of

wireless packets for detailed analysis [39]. Most of these packages can be obtained

from the Internet at no cost.
4.1.2 Survey Results
We summarized the latest War Driving results in Tables A.I–A.III. Although

there is a trend that networks are becoming more secure each year, there are still a

large number of insecure networks. Some experiments have also been conducted
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within commercial areas. The results indicate that ignorance is not limited to

individual users. Insecure networks are also common in many corporations. This

reflects the low level of awareness in both individuals and corporations.
4.2 Possible Attacks

Wireless networks have almost all the security issues of wired networks. Wireless

networks provide many advantages. However, wireless networks cannot replace the

wired connection. Thus both wireless networks and wired networks will continue to

coexist in the foreseeable future. Many messages need to travel through both wired

and wireless networks before they reach their final destinations. In addition to the

old issues, there are some new security threats which are unique to wireless networks

due to the following reasons:

l It is very easy to capture the wireless communications as attackers do not need

to tap to the cables. Even if the wireless communications are encrypted, the

attacker can record the messages and do the analysis at a later time.

l It is more difficult to identify the attackers.

l Attackers need only very simple facilities.

We can consider wireless threats as a superset of the wired problem, as depicted in

Fig. 10.
Wireless threats Wired 

FIG. 10. Threats of wired and wireless networks.
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4.2.1 Bogus Access Point
Attackers can set up bogus access points (Fig. 11) in public places. Bogus access

points can have the same SSID of any popular service provider. Once connected, the

bogus access point can direct the user to legitimate servers. The user might believe

his communications are protected by the service provider. However, all commu-

nications go through the access point so the attacker can intercept the information

easily.

On the other hand, the bogus access point can also direct the user to the attacker’s

server. For example, the attacker’s server can masquerade as the user’s bank. It can

ask the user to supply the account number, password, and other sensitive information.
4.2.2 Jamming
Jamming can break communication between users and the legitimate access point.

The attacker listens to the communication first and collects information on the user.

Next he can break the communication at the right moment by sending strong

wireless signals to the user. He can then impersonate the jammed user to continue

communication as in Fig. 12. The access point and server cannot detect this kind of

interruption if there are insufficient security measures.

It is also possible for an attacker to install an access point and impersonate the

server as shown in Fig. 13. Access points can be purchased at a low cost and easily
User’s computer Bogus access point of
attacker

Internet

Legitimate
servers

Attacker’s
servers

FIG. 11. Bogus access point.
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FIG. 12. User jammed by attacker.
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configured with limited knowledge. Indeed the rogue access point needs only a

stronger signal than the existing access point in order to intercept the user signals.

When the user connects to the attacker’s computer, the attacker can ask the user to

supply his/her password and/or other important information. The attacker can then

use the account and password to attack the network. Similar masquerading attacks

are much more difficult in a wired network. Many vendors of wireless access points

are not providing sufficient security features to protect networks from such attacks.
4.2.3 Man-in-the-Middle Attack
A Man-in-the-Middle (MITM) attack intercepts the message from the network.

The attacker then modifies and/or adds data in the message. This modified message

is injected back into the network to continue its journey. If the attack is successful,
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FIG. 13. Access point jammed by attacker.
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the attacker can impersonate either the user or the server. Such attacks can create

both confidentiality and integrity problems.

This process is more complex than other attacks. The attacker must have good

communications knowledge and also needs to collect information about the network

before he can launch his attack. However, there are some software packages

designed for this task and they are available in the public domain. An attacker can

use these packages to gain unauthorized access to networks (Fig. 14).
5. Illusions of Encryptions

Let us examine the process of sending a letter from a small town of country A to

another small town of country B. The closest post office will be the one which sorts

and distributes it to a central office. This central post office might send it to another

office with an international airport in country A. The letter will go to the post office

of a big city in country B with its own international airport. The letter will then go

through similar sorting and distribution processes in different post offices before it

reaches its destination. Similarly, any Internet communication messages must be

relayed by many servers before they reach their destination. The situation is even

worse, in fact: there are no physical envelopes. People can read the messages easily

unless their proper protection is put in place.
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FIG. 14. Man-in-the-Middle attack.
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Encryption technologies can solve a lot of problems mentioned. Ironically, they

can also cause illusions. Users might believe that everything is protected once they

use encryption techniques. However, modern computer systems consist of many

different parts and functions. There are many different encryption techniques. Most

of the time, one encryption technique can provide protection to some parts only.

In the rest of this section, we will present some basic concepts of encryptions. We

will then discuss what is actually protected.
5.1 Basic Concept of Encryption

To put it simply, encryption is the process of converting original data into

unreadable code. It can then be transmitted to the destination. Once it reaches the

destination, it can be transformed back into the original message. Even if it is

intercepted by a third party, the attacker cannot understand the meaning of the

code. Nowadays, encryption techniques can also be used to authenticate users or

servers, and to verify the integrity of data.
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5.1.1 Single Key Encryptions
Single key (or secret key) encryption consists of two parts—a key and an

algorithm. An algorithm is a series of complex operations. There are over thousand

encryption algorithms. Many security experts are still trying to develop more

efficient algorithms today. Discussion of the details of these algorithms is beyond

the scope of this chapter. Interested readers should refer to Refs [40–42]. We will

only present a simple example so readers can understand the later part of our

discussion.

For example, party A wants to send a message ‘‘dog’’ to party B. Party A can use

the following technique:

l Key: 2

l Operation (algorithm): shift each character to two positions according to the

alphabetical list as in Fig. 15.

After the transformation, party A will send ‘‘fqi’’ to party B. Party B can convert

it back to ‘‘dog’’ if he has the key ‘‘2’’ and knows the operation. Of course this

encryption can be ‘‘cracked’’ within seconds with the aid of computers. In real life,

the key is usually a long string of characters and the operations are more complex.

It will be very time consuming to crack the encryption. This technique is also called

‘‘symmetric key’’ as both parties have the same key for encryption and decryption.

The single key system has the following problems:

l A key must be sent from one party to another before they can communicate with

each other with encryption. The key itself must be sent in a secure way.

Sometimes this is inconvenient or even impossible.

l Key management can be a time-consuming exercise. For example, party A

wants to talk with party B and C. He needs to keep two keys if he does not want

B to understand the conversation between A and C. If someone wants to

communicate with 100 parties, he needs 100 keys. It will be a very heavy

burden for ordinary users.
b c d ge h i j k l m n o p qf

FIG. 15. Shift each character to two positions.



156 A. W. LOO
5.1.2 Two Keys (Public Key) Encryptions
In the two keys system, user has two keys—one private key and one public key.

He can post his public key on a Web page or send it to his friends through unsecured

e-mail messages. However, he must keep the private key secret.

For example, party B uses the public key of party A to encrypt the message and

send it to party A. Party A can then decrypt the incoming message with his private

key as in Fig. 16.
Party B Party A

2. Receive the key Public key of party A
1. Send public key

of party A

3. Encrypt message
with public key

4. Send encryption
    message

Encrypted message

5. Receive encrypted
    message

Decrypt the
encrypted message
with private key

6.

Private key

FIG. 16. Public key and private key.
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The operations are similar to the following translation example. The user has two

dictionaries (i.e., an English-African and African-English dictionary). We are refer-

ring to a particular African language which is used only by a very small and extinct

tribe. He can distribute the English-African dictionary to all his friends. A friend can

use this dictionary to translate an English message to an African message easily.

His friend can send this message to the user through a unsecured network. The user

can translate it back to English as he has an African-English message (i.e., a

dictionary which is arranged in the sequence of African words).

An attacker cannot translate the African message quickly if he has only an

English-African dictionary. He needs to search the whole dictionary in order to

find one African word because it is arranged in the alphabetical order of English.

Thus it will take a much longer time for the attacker to crack the message.

In theory, most encryptions can be cracked. However, it will be useless for the

attacker if he takes 100 years to crack it with the fastest computer. It will not be a

threat to the sender and recipient as both of them will have long passed away! Public

and private key encryption techniques solve the key management problem. How-

ever, single key is usually more computationally efficient. A lot of modern systems

use both techniques.
5.2 Other Applications of Encryption

In addition to encrypting data, this technique can provide the following functions:

1. Authentication

l It can verify the identity of a party. This could be either an individual or

an organization.

l Traditional authentication depends on account name and password to

authenticate its users. However, it is not safe enough for critical systems,

such as banking systems, for the following reasons:
– Users do not choose their passwords wisely (e.g., their birthdays).

– Users do not protect their passwords properly. For example, they

might write them down and stick them on their computer monitors.

l Basically it is a two keys system (Fig. 17). The server sends a challenge

(usually a string of characters). The user’s computer generates a message

(called response) using his private key and ‘‘challenge.’’ The response is

sent to the server. The server then verifies the response with another key.

The challenge/response is different every time. An attacker will not be

able to crack the system even if he can intercept them.
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FIG. 17. Challenge and response.
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2. Digital signatures

l The digital signature technique produces a digital fingerprint which is unique

to a message. It verifies that a message has not been altered in transit.
5.3 Illusions

As discussed earlier, encryption can generate illusions to users because they

believe everything is safe. In many encryption methods, users need to select keys

for the encryption. Weak keys can be cracked quickly and they cannot provide real

protections. Guidelines for good keys/password management include:
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l Do not use a complete word which can be found in a dictionary.

l Do not use the names of your spouse, children, pets, yourself, etc.

l Do not use addresses or telephone numbers.

l Do not write down the keys/passwords.

l Do not reuse keys/passwords for different accounts/devices.

l It should be at least eight characters long.

l It should consist of at least one number, one alphabetical character, and one

special symbol (e.g., #, $, etc.).

l Keys/passwords should be changed periodically.

In addition to password/keys selection, we will examine other illusions one

by one.
5.3.1 Encryption in Routers
Turning on the encryption in the routers only protects the communication between

the user’s computer and the router (Fig. 18). Users’ messages will still go through

the Internet which is unprotected.
Wireless router
with encryption

User’s computer 2

User’s computer 1

IPS’s
computer 1

Web pageWeb page Web page

Remote
Web server

Web page

Web pages

URLURLURLURL

Internet

Protected
by encryption

Not protected

FIG. 18. Encryption in the router.
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5.3.2 Web Server with Secure Socket Layer
Some Web servers use SSL which is basically a public key technique to encrypt

messages (Fig. 19). Most Internet browsers such as Internet Explorer or Firefox can

handle key exchanges and encryptions between the user’s computers and Web

servers automatically. Users do not need to do anything to initiate the encryption.

A particular sign (such as a lock) will be displayed on the certain position of the Web

page. However, a server might not protect all communications. It might only protect

a certain sensitive page such as login pages. Users need to watch the special sign on

every page if he is working on important information. Some companies also have

several servers. Users might be interacting with different servers at different times.

The servers might implement different levels of security.
5.3.3 Virtual Public Network
An employee can access his e-mail or company account in a hot spot if he has a

notebook computer or smart phone. However, because the communication needs to

go through a public network, information can be intercepted by the attacker in the

middle. SSL protects only the communication with the Internet browser as discussed

in Section 5.3.2.

Virtual public network (VPN) is another solution which protects the communica-

tion between two computers. To implement a VPN, a client program needs to be

executed in the user’s computer. Data packets between the user’s computer and the

corporation’s communication will be encrypted.

VPN technology uses the idea of tunneling. VPN tunneling establishes a logical

network connection (Fig. 20). Such connection may include nodes in a public

network. Transmissions between VPN client and server are protected. The security

level is as good as using a private network. That is why we call it virtual private
network. However, communications with other servers will not be protected.
5.3.4 Digital Certificate
Digital certificate is an electronic file which can be used to verify the identity of a

party on the Internet. We can consider it an ‘‘electronic passport.’’ Both individuals

and corporations can be identified by checking the digital certificate. We trust a

passport because we trust that the issuing body (i.e., the government in this case)

does a good job in identifying the passport holder. However, there are some

governments with corrupted officers or poor efficiency. The strength of identifica-

tion depends on the trustworthiness of the issuing government.
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Digital certificate is similar to the passport case. It is issued by an organization

called a certificate authority (CA). However, there are many CAs which can issue

the digital certificates. An attacker can also issue a certificate to himself. In addition

to checking the digital certificate, users must check the issuing body. Unfortunately

users have very limited knowledge on the trustworthiness of CAs. Corporations

should protect a list of trusted CAs to their users.

6. Conclusion

Technology alone will never be able to solve all security problems. Enhancement

of the coordination between employers, end-users, and wireless facilities manufac-

turers is constantly required. Users should understand that it is their obligation to
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protect their employers’ computer systems by understanding the risks and appropri-

ate countermeasures, and that it would be worthwhile investing their time in updat-

ing their knowledge. Employers and manufacturers should make this process as easy

as possible. Indeed, common sense, constant vigilance, and up-to-date knowledge

are the best weapons in the fight against hacking.

It is also important for corporations to set up a clear user policy. In addition to

establishing the policy, they also need to review it frequently and enforce it

effectively.

Every technology has its weaknesses. The risks of using wireless technology are

relatively low compared with other technologies, provided they are used properly.

Most of the existing threats come from the ignorance of users, improper security

implementations by some manufacturers, and the inactive attitude of many corpora-

tions. Better coordination among these three parties, up-to-date knowledge, and

vigilance will substantially reduce the risks.

There is no silver bullet or panacea in the fight against hacking. However, it is

interesting to note the sad, but true, ‘‘Tiger’’ theory: ‘‘to survive in the jungle, one

does not need to run faster than the tiger. All one needs to do is to run faster than the

other people. The tiger is not interested in chasing the fastest runner.’’ If a corpora-

tion has a reasonable level of security measures, rational hackers will attack other,

weaker organizations, because their hacking will be more cost effective. It always

pays to be the leader in the implementation of proper security measures.
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Appendix A
Table A.I

WI-FI SECURITY (WAR DRIVING) SURVEY IN 2006

Consideration factors of Wi-Fi security

Cities

Hong Kong London Paris Hannover

WEP/WPA encryption enabled (%) 61.80 60.00 70.50 45.00

Adoption of WEP encryption (%) 79.31 N/A N/A 89.00

Adoption of WPA/WPA2 encryption (%) 20.69 N/A N/A 11.00

Adoption of factory default SSID (%) 44.33 4.00 1.39 0.60

Hiding of SSID (%) N/A 30.00 33.00 8.00

Adoption of 802.11g (%) 82.77 67.60 85.00 51.20

Sample size 4344 Over 260 1000 300
Table A.II

WI-FI SECURITY (WAR DRIVING) SURVEY IN 2007

Consideration factors of Wi-Fi security

Cities

Hong Kong London Macau Paris

WEP/WPA encryption enabled (%) 72.43 65.00 65.12 90.00

Adoption of WEP encryption (%) 72.49 N/A 85.12 41.00

Adoption of WPA/WPA2 encryption (%) 27.51 N/A 14.88 49.10

Adoption of factory default SSID (%) 30.00 1.50 44.36 5

Hiding of SSID (%) N/A 19.40 N/A N/A

Adoption of 802.11g AP (%) 91.00 81.90 89.36 N/A

Sample size 6662 Over 400 2923 18,313

Table A.III

WI-FI SECURITY (WAR DRIVING) SURVEY IN 2008

Consideration factors of Wi-Fi security

Cities

Hong Kong Xian Macau Santiago

WEP/WPA encryption enabled (%) 78 53.90 77.00 84.00

Adoption of WEP encryption (%) 47 37.90 51.00 61.00

Adoption of WPA/WPA2 encryption (%) 31 16.00 26.00 23.00

Adoption of factory default SSID (%) 32 N/A N/A N/A

Hiding of SSID (%) 8 3.00 N/A 77.00

Adoption of 802.11g (%) 97 N/A N/A N/A

Sample size 7388 2015 Nil Over 1700



Appendix B

Table B.I

DIFFERENCES OF DIFFERENT IEEE802.11 STANDARDS

Features

IEEE Version

IEEE802.11 IEEE802.11a IEEE802.11b IEEE802.11g IEEE802.11n

Speed (Mbps) 2 54 11 54 300

Frequency band (GHz) 2.4 5 2.4 2.4 2.4

Finalized in 1997 1999 1999 2003 Not finalized

yet

Indoor coverage range

(m)

�15 �45 �45 �100

Outdoor coverage range

(m)

�30 �90 �90 �400

Advantages l First

standard

l Avoid interference with

other devices such as

cordless phones and

microwave oven

l Less expensive l Compatible with

IEEE802.11b

devices which are

still widely used

l Compatible

with

IEEE802.11b

and

IEEE802.11g
l Most popular before

2003

l Faster than

IEEE802.11b

l Faster than

IEEE b and g
l Has been around the

longest
l Longer coverage range

than 11a
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Abstract
A brain–computer interface (BCI) uses signals recorded from the brain to

convey the user’s intent. BCIs can be used for communication or can provide

control signals for robotic and prosthetic devices. In studies to date, both

invasive and noninvasive recording methods have proved effective and have

reached comparable levels of performance. The major challenge for both inva-

sive and noninvasive BCI-based robotic control is to achieve the speed, accu-

racy, and reliability necessary for real-world applications. These requirements

vary with the specific application and with the control strategy employed.
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1. Introduction

The electrical activity of the brain produces signals that are detectable on the

scalp, on the cortical surface, or within the brain. Brain–computer interfaces (BCIs)

translate these signals into outputs that communicate a user’s intent without the

participation of peripheral nerves and muscles [1] (see Fig. 1). Because they do not

depend on neuromuscular control, BCIs can provide communication and control

options for people with devastating neuromuscular disorders such as amyotrophic
Device
commands

Signal features
Signal

acquisition
and

processing

Translation
algorithm

BCI System

FIG. 1. Basic design and operation of any BCI system. Signals from the brain are acquired by

ctrodes on the scalp or brain and processed to extract signal features that reflect the user’s intent.

ese features are translated into commands to operate a device. The user must develop and maintain

d correlation between his/her intent and the signal features employed by the BCI; and the BCI must

ect and extract features that the user can control and must translate those features into device

mands (adapted from Ref. [1]).
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lateral sclerosis (ALS), brainstem stroke, cerebral palsy, and spinal cord injury. The

central purpose of BCI research and development is to enable these users to convey

their wishes to caregivers, to use word-processing programs and other software, or

even to control a robotic arm or a neuroprosthesis. More recently, there has been

speculation that BCIs could be useful to people with lesser, or even no, motor

impairments.

It has been known since the pioneering work of Hans Berger over 80 years ago

that the electrical activity of the brain can be recorded noninvasively by electrodes

on the surface of the scalp [2]. Berger observed that a rhythm of about 10 Hz,

reactive to light, was prominent on the posterior scalp. He called it the alpha rhythm.

This and other observations by Berger showed that the electroencephalogram (EEG)

could serve as an index of the gross state of the brain.

Electrodes on the surface of the scalp are at a distance from the source of the

signals in brain tissue and are separated from it by the coverings of the brain, the

skull, subcutaneous tissue, and the scalp. As a result, these signals are considerably

degraded and only the synchronized activity of large numbers of neural elements can

be detected. This limits the resolution with which brain activity can be monitored.

Furthermore, scalp electrodes also pick up activity from sources other than the brain.

These other sources include environmental noise (e.g., 50- or 60-Hz activity from

power lines) and biological noise (e.g., electrical activity from the heart, skeletal

muscles, and eyes). Nevertheless, since the time of Berger, many studies have used

the EEG very effectively to gain insight into brain function. Many of these studies

have used averaging to separate EEG from superimposed electrical noise.

There are two major paradigms used in EEG research. Evoked potentials are

transient waveforms that are phase-locked to an event such as a visual stimulus.

They are typically analyzed by averaging many similar events in the time domain.

The EEG also contains oscillatory features. Although these oscillatory features may

occur in response to specific events, they are usually not phase-locked and are

typically studied by spectral analysis. Historically, most EEG studies have examined

phase-locked evoked potentials. Both of these major paradigms have been studied in

BCI research (see Ref. [1] for review).
2. Brain–Computer Interface Research
and Development

The term brain–computer interface originated with Vidal [3] who devised a BCI

system based on visual evoked potentials [3]. His users viewed a diamond-shaped

red checkerboard illuminated with a xenon flash. By attending to different corners of
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the flashing checkerboard, Vidal’s users could generate right, up, left, or down

commands. This enabled them to move through a maze presented on a graphic

terminal. The EEG was digitized and analyzed by an IBM360 mainframe and the

experimental events were controlled by a XDS Sigma 7 computer. The users first

provided data to train a stepwise linear discriminant function. The discriminant

function was then applied online in real-time to allow navigation of the maze. Thus,

Vidal [3] used signal-processing techniques to realize real-time analysis of the EEG

with minimal averaging. The waveforms shown by Vidal [3] suggest that his BCI

used EEG activity in the time frame of the N100–P200 (i.e., negative and positive

peaks at approximately 100 and 200 ms, respectively) components [4].

Vidal’s achievement was an interesting demonstration or proof of principal.

At the time, it was far from practical given that it depended on a shared mainframe

system with limited processing capacity. Vidal [3] also included in his system online

removal of non-EEG (i.e., ocular) artifacts. Somewhat earlier, Dewan [5] instructed

users to explicitly use eye movements in order to modulate their brain waves.

He showed that subjects could learn to transmit Morse code messages using EEG

activity associated with eye movements. The fact that both the Dewan and Vidal

BCIs depended on eye movements made them somewhat less interesting from

scientific or clinical points of view, since they required actual muscle control

(i.e., eye movements) and simply used EEG to reflect the resulting gaze direction.

Farwell and Donchin [6] reported the first use of an EEG-based spelling device

that used the P300 evoked potential (see Fig. 2A). Their users viewed a 6�6 matrix

of the letters of the alphabet and several other symbols. They focused attention on

the desired selection as the rows and columns of the matrix were repeatedly flashed

to elicit evoked potentials. Whenever the desired selection flashed, it elicited a P300

evoked potential from the brain (i.e., a positive voltage peak at about 300 ms) [4].

By detecting this response, the BCI system was able to recognize which item the

user wanted to select. Farwell and Donchin [6] found that their users were able to

spell the word ‘‘brain’’ with the P300 spelling device. In addition, they did an offline

comparison of detection algorithms and found that the stepwise linear discriminant

analysis was generally best. The fact that the P300 potential reflects attention rather

than simply gaze direction implied that this BCI did not depend on muscle (i.e., eye-

movement) control. Thus, it represented a significant advance. Several groups have

further developed this BCI method (e.g., [7–9]).

Wolpaw et al. [10] reported the first use of sensorimotor rhythms (SMRs)

(i.e., 9–13 Hz activity recorded from central scalp locations associated with motor

function) for cursor control (see Fig. 2B). SMRs are EEG rhythms that are modu-

lated by movement or the imagination of movement and are spontaneous in the sense

that they do not require specific stimuli for their occurrence. People learned to use

SMRs to move a cursor to hit a target located on the top or bottom edge of a video screen.
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FIG. 2. Present-day human BCI systems. (A, B) Noninvasive and (C) invasive. (A) P300 BCI.

A matrix of possible selections is presented on a screen and scalp EEG is recorded while groups of

these selections flash in succession. The BCI system determines which choice evokes a P300 response

(see text). (B) Sensorimotor rhythm (SMR) BCI. Scalp EEG is recorded over sensorimotor cortex. Users

control SMR amplitudes to move a cursor to a target on the screen (see text). (C) Cortical neuronal BCI.

Electrodes implanted in cortex detect action potentials of single neurons. Users control neuronal firing

rates to move a cursor to a target on the screen (see text) (adapted from Ref. [1]).
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Cursor movement was controlled by SMR amplitude (measured by spectral analy-

sis). A distinctive feature of this task is that it required the user to rapidly switch

between two states in order to select a particular target. The rapid bidirectional

nature of the Wolpaw et al. [10] paradigm made it distinct from prior studies that
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produced long-term unidirectional changes in brain rhythms as a new therapeutic

technique (e.g., [11]). A series of subsequent studies showed that the signals that

controlled the cursor were actual EEG activity and also that covert muscle activity

did not mediate this EEG control (e.g., [12, 13]).

These initial SMR results were subsequently replicated by others (e.g., [14, 15])

and extended to multidimensional control [16, 17]. Together, these P300 and SMR

BCI studies showed that noninvasive EEG recording of brain signals can serve as the

basis for communication and can control devices.

More recently, a number of laboratories have explored the possibility of develop-

ing BCIs using single-neuron activity detected by microelectrodes implanted in

cortex (e.g., [18, 19]; see Fig. 2C). Much of this research had been done in

nonhuman primates. However, there have been trials in human users (e.g., [18]).

Other studies have shown that recordings of electrocorticographic (ECoG) activity

from the surface of the brain can also provide signals for a BCI (e.g., [20]). To date

these studies have indicated that invasive recording methods could also serve as the

basis for BCIs. At the same time, important issues concerning their suitability for

long-term human use remain to be resolved.

Communication and control applications are interactive processes that require the

user to observe the results in order to maintain good performance and to correct

mistakes. For this reason, actual BCIs need to run in real-time and to provide real-

time feedback to the user. While many early BCI studies satisfied this requirement

(e.g., [10, 15]), later studies have often been based on offline analyses of prerecorded

data (e.g., [21]). For example, in the Lotte et al. [22] review of studies evaluating

BCI signal classification algorithms, most had used offline analyses. Indeed, the

current popularity of BCI research is probably due in part to the ease with which

offline analyses can be performed on publicly available data sets. While such offline

studies may help to guide actual online BCI investigations, there is no guarantee that

offline results will generalize to online performance. The user’s brain signals are

often affected by the BCI’s outputs, which are in turn determined by the algorithm

that the BCI is using. Thus, it is not possible to predict results exactly from offline

analyses, which cannot take those effects into account.

Muller and Blankertz [14] have advocated a machine-learning approach to BCI in

which a statistical analysis of a calibration measurement is used to train the system.

The goal of this approach is to develop a ‘‘zero-training’’ method that provides

effective performance from the first session. They contrast this approach with one

based on training users to control specific features of brain signals (e.g., [10]).

A system that can be used without extensive training is appealing since it requires

less initial effort on the part of both the BCI user and the system operator. The

operation of such a system is based upon the as yet uncertain premise that the user

can repeatedly and reliably maintain the specified correlations between brain signals
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and intent. Figure 3 presents three different conceptualizations of where adaptation

might take place to establish and maintain good BCI performance. In the first the

BCI adapts to the user, in the second the user adapts to the BCI, and in the third both

user and system adapt to each other.

It is certainly possible to devise a system that does not require training on the part

of the user. From a practical standpoint, the issues are whether such a system is

optimal and whether any benefit from extensive training is worth the time that is

required for the user. Certainly, it is desirable for a BCI system to operate as rapidly

and accurately as possible when first used by the user. However, adaptation on the

part of the user is inevitable. If continued adaptation by the system is part of normal

use then it has no real cost for the user. To the extent that system adaptation requires

knowledge of the users’ intent, it may be necessary to periodically conduct some

kind of calibration run. In this case, there is a cost in terms of user time and effort.

However, disabled individuals who would actually benefit from a BCI system are

not casual users and would presumably be willing to invest time and effort to

optimize operation.

A number of BCI systems are designed to detect the user’s performance of specific

cognitive tasks. Curran et al. [23] suggest that cognitive tasks such as navigation

and auditory imagery might be more useful in driving a BCI than motor imagery.

However, SMR-based BCIs may have several advantages over systems that

depend on complex cognitive operations. For example, the structures involved

in auditory imagery (i.e., the subjective experience of hearing in the absence

of auditory stimulation) are also likely to be driven by auditory sensory input.
The BCI adapts The user adapts The BCI and the user
adapt to each other

User

BCI system

User

BCI system

User

BCI system

FIG. 3. Three approaches to BCI design. The arrows indicate whether the BCI, the user, or both adapt

to optimize and maintain BCI performance (adapted from Ref. [12]).
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Wolpaw andMcFarland [17] report that with extended practice users report that motor

imagery is no longer necessary to operate an SMR-based BCI. As is typical of many

simple motor tasks, performance becomes automatized with extended practice. Auto-

matized performance may be less likely to interfere with mental operations that users

might wish to engage in concurrent with BCI use. For example, composing a

manuscript is much easier if the writer does not need to think extensively about

each individual keystroke. Thus a BCI might be more practical if it does not depend

upon complex cognitive operations.

As noted above, EEG recording may be contaminated by nonbrain activity (e.g.,

line noise, muscle activity, etc.) [24, 25]. Activity recorded from the scalp represents

the superposition of many signals, some of which originate in the brain and some of

which originate elsewhere. These include potentials generated by the retinal dipoles

(i.e., eye movements and eye blinks) and the facial muscles. It is noteworthy that

mental effort is often associated with changes in eye blink rate and muscle activity

(e.g., [26]). BCI users might generate these artifacts without being aware of what

they are doing simply by making facial expressions associated with effort.

Facial muscles can generate signals with energy in the spectral bands used as

features in an SMR-based BCI. Muscle activity can also modulate SMR activity.

For example, a user could move his/her right hand to reduce SMR activity over the

left hemisphere. This sort of mediation of the EEG by peripheral muscle movements

was a concern during the early days of BCI development. As noted earlier, Dewan

[5] trained users to send Morse code messages using occipital alpha rhythms

(i.e., 9–12 Hz activity recorded from the back of the scalp and associated with visual

functions) modulated by voluntary movements of eye muscles. For this reason,

Vaughan et al. [13] recorded EMG from 10 distal limb muscles while BCI users

used SMRs to move a cursor to targets on a video screen. EMG activity was very low

in these well-trained users. Most importantly, the correlations between target posi-

tion and EEG activity could not be accounted for by EMG activity. Similar studies

have been done with BCI users moving a cursor in two dimensions [17]. These

studies show that SMR modulation does not require actual movements or muscle

activity.
3. BCI Movement Control

Movement control applications can be based on either kinematic control or goal

selection. For kinematic control, the BCI specifies the exact movements of

the device continuously and in real time. For goal selection, the BCI simply

indicates the desired outcome, and downstream hardware and software handle the
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continuous kinematic control that achieves the outcome. Goal selection is also

known as inverse kinematic control since the specific control parameters are com-

puted from knowledge of the goal. Goal selection is much less demanding in terms

of the complexity and rate of the control signals the BCI needs to provide. For

example, to control a robotic arm in three-dimensional space, kinematic control

requires that the BCI provide three control signals continuously in real time, while

goal selection simply requires that the BCI specify the final location of the hand part

of the robotic arm. Goal selection might also convey more complex commands, such

as ‘‘make coffee.’’ This would of course require a downstream device with detailed

and continually updated knowledge of the environment. The advantage of goal-

based control is that the BCI itself needs to provide much less information. On the

other hand, kinematic control can provide more flexible control in a wider variety of

circumstances. It is also possible to combine the two approaches (e.g., [27]).

The control requirements of robotic and prosthetic medical devices vary widely.

A wheelchair could be operated with two independent control signals, for example,

one for angular direction and another for speed of movement. At the same time,

extremely high accuracy and reliability is essential if the wheelchair is to be used in

a potentially hazardous environment (e.g., city traffic). In contrast, a prosthetic arm

would need many more degrees of freedom if all of the joints are to be controlled,

but accuracy and reliability may be less critical (e.g., picking up objects).

As discussed earlier, BCIs can be either noninvasive or invasive. Present-day

noninvasive BCIs derive the user’s intent from scalp-recorded electroencephalo-

graphic (EEG) activity. They are clearly able to provide simple communication and

control to people with severe disabilities (e.g., [28–30]). Present-day invasive BCIs

determine the user’s intent from neuronal action potentials or local field potentials

recorded from within the cerebral cortex or from its surface. They have been studied

mainly in nonhuman primates and to a limited extent in people [18–20, 31–37].

These invasive BCIs face significant technical difficulties and entail clinical risks.

Recording electrodes must be implanted in or on the cortex and must function well

for long periods (i.e., many years), and they risk infection and other kinds of damage

to the brain. The impetus to develop invasive BCI methods is based in part on the

common belief [18, 38–42] that only invasive BCIs will be capable of providing

their users with real-time multidimensional sequential control of a robotic arm or a

neuroprosthesis.

Nevertheless, in an early study Wolpaw and McFarland [16] showed that a

noninvasive BCI that uses scalp-recorded EEG activity (i.e., SMRs) can provide

humans with multidimensional movement control. Furthermore, more recent studies

[17, 43] showed that a noninvasive EEG-based BCI that incorporates an adaptive

algorithm and other technical improvements can give humans two-dimensional

movement control and sequential control comparable in movement time, precision,
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and accuracy to that achieved by invasive BCIs in monkeys [32, 36] or humans [18].

Two-dimensional control with SMRs has been achieved by other groups as well

(e.g., [44, 45]). Most recently, McFarland et al. [46] showed that an EEG-based BCI

can provide three-dimensional movement control comparable to that achieved by

invasive methods [19].
4. BCI Operation of Robotic and
Prosthetic Devices

Chapin et al. [33] provided the first demonstration of direct robotic control using

brain signals. They first trained rats to obtain water rewards while action potentials

were recorded from neurons in motor cortex. Subsequently, four of six animals

learned to use these brain signals alone (without actually pressing the bar) to move

a robotic arm in one dimension to obtain water.

Carmena et al. [32] trained monkeys to operate a lever to position a cursor over a

target and then adjust the cursor size so as to obtain juice rewards. During this initial

phase, signals were recorded from neurons in motor cortex. Subsequently, the

animals were able to use these brain signals to perform the task. Carmena et al.

[32] report that the monkeys were able to perform the task even when their arms did

not move. In a subsequent analysis of the Carmena et al. [32] data, Lebedev et al.

[47] reported that as training progressed; the neuronal activity became less repre-

sentative of actual hand movements and more representative of the robotic actuator.

This suggests that the neuronal activity became tuned to the robotic task as a result

of brain plasticity (i.e., adaptive changes in brain function such as learning). This

group also developed a system combining neural signals with sensor-driven reflex-

like reactions [48]. An offline simulation using the original monkey data showed

that the shared control paradigm improved performance over that produced by

neural signals alone.

Taylor et al. [49] compared neutrally controlled cursor and robotic arm move-

ments in two monkeys trained to make reaching movements in virtual three-dimen-

sional space while neuronal activity was recorded from motor cortex. Subsequently,

the animals learned to control the cursor and robotic arm with neural activity alone.

They found that robotic arm movement was slower than cursor movement and that

the animals tended to make sharper turns with cursor movement (due to the

mechanical properties of the robotic arm). This same group subsequently trained a

different pair of monkeys to move a robotic arm in three dimensions, and in addition,

to control a gripper [50]. This allowed the monkeys to perform a self-feeding task.

The authors refer to this as ‘‘embodied prosthetic control.’’
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To date, invasive studies in animals have shown that direct neural control of

prosthetic devices is possible. These studies have been performed in animals with

intact motor systems, and have relied on pretraining with actual movement.

Recently, Hochberg et al. [18] trained a human user with a cortical implant to

open and close a prosthetic hand and to control a simple robotic arm in two

dimensions. This individual had a high spinal cord injury that precluded training

the BCI with signals produced during actual hand movements. Neurons in motor

cortex served as input to linear decoders that controlled the prosthesis or robotic

arm. The authors state that their user was able to control the robotic arm within about

10 min and could use it to grip a piece of candy and deliver it to the hand of a

technician.

Millan et al. [51] used noninvasive EEG signals recorded over sensorimotor areas

to provide two human users with control of a mobile robot. These users imagined

three mental states corresponding to ‘‘turn left,’’ ‘‘turn right,’’ and ‘‘move for-

ward.’’ User commands were determined by a classifier that used spectral features

from the EEG as input and were combined with robot sensor information to allow

navigation. Both users successfully moved the robot through several rooms.

Galan et al. [52] describe a similar system that was used to control a simulation of

the movement of a wheelchair through a virtual environment. This system

incorporated intelligent control of the virtual wheelchair so that it only allowed for

movement that was consistent with environmental information from the wheel-

chair’s sensors. Galan et al. [52] state that their machine-learning approach allows

for autonomous operation over long periods of time without adaptive algorithms.

Excluding the first session, one of their user’s performances varied between 50%

and 100% correct choices during sessions of 10 trials while the other user varied

between 40% and 80% correct choices. Thus, while the system did not require

continuous adaptation, performance was quite variable.

At the Wadsworth Center we have extended our studies using SMRs for multidi-

mensional and mouse-like control of cursor movements [17, 43, 46] to control of a

simple robotic arm [53]. In prior training, the user learned to move the cursor in two

dimensions from the center of the screen to a target at one of 20 possible locations on

the periphery of the screen. Then, the robotic arm was placed in front of the screen

and its movements were substituted for those of the cursor. Performance with the

robotic arm was comparable to that with the cursor both in the percent of trials

completed within the allotted time and in the median time per trial. The median time

was slightly longer for the arm because its movement was slowed to accommodate

its tendency for mechanical oscillations.

Bell et al. [54] described a humanoid robot controlled by the P300 response of a

human operator. The robot was equipped with a video camera that displayed objects

in its environment to the human user. These objects were sequentially and repeatedly
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outlined in the user’s display and the EEG response was used to determine which

object the user wished to select. Based on this information, the robot would pick up

the desired object. Accuracy improved with more repetitions. The authors report that

the robot could select from among four possible choices in 5 s with 95% accuracy.

Pfurtscheller et al. [55] trained a tetraplegic patient to control a hand orthosis

(i.e., a device applied to a human limb to control or enhance movement) with EEG

recorded over sensorimotor cortex. The patient was originally trained to use motor

imagery to produce changes in the EEG. Following this initial training, the patient

could use these EEG signals to control the opening and closing of his normally

paralyzed hand by the orthosis. Muller-Putz et al. [29] trained a different patient with

a spinal cord lesion to control an implanted neuroprosthesis. Again, the patient was

originally trained to use motor imagery to modulate EEG. The patient then used his

EEG to step through several phases of a hand grip.

Collaboration between RIKEN and TOYOTA produced a BCI system based upon

motor imagery that could control a wheelchair [56]. These investigators used left-

hand and right-hand imagery for lateral control and foot imagery for forward

control. In addition, they added EMG from a cheek muscle to provide a reliable

stop signal.

In summary, BCI studies using both invasive and noninvasive recording of brain

activity have been successful in demonstrating the feasibility of controlling robotic

devices. However, for the most part, these studies have only been demonstrations of

the potential use of BCI technology for robotic and prosthetic applications. The

practical application of invasive approaches will require solutions to problems of

long-term recording stability and safety. Noninvasive methods require development

of recording methodology that can meet the needs of everyday use and can be

supported by caregivers who are not skilled technicians. Both methodologies will

need to improve their speed, accuracy, and reliability in order to provide truly useful

robotic or prosthetic control.
5. Current and Future Developments
in BCI Movement Control

To date, most groups using invasive BC methods to control movements have used

direct kinematic control. This is probably due to the basic-science research tradition

from which these researchers come: they have traditionally focused on understand-

ing the neural basis of movement control by studying neuronal correlates of kine-

matic parameters. Noninvasive studies have been more mixed; while some have

developed kinematic control, others have pursued a goal-selection approach.
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Robotic and prosthetic applications do not appear to represent a unique challenge

for BCI technology. Investigators using both invasive methods and noninvasive

methods achieved a smooth transition from paradigms that control cursor movements

to those that control actual mechanical devices. The major problem for BCI applica-

tions is in providing fast, accurate, and reliable control signals. Certainly, develop-

ments in robotics will be useful for systems used by actual patients, but these

developments will not by themselves solve the problems that are specific to

BCI development.

The practical use of kinematic control may require a larger number of indepen-

dent control signals than are currently available from BCI technology. For example,

robotic arms often have seven or more degrees of freedom, and the human hand and

arm have even more. As noted above, invasive methods have achieved three

dimensions of movement control plus grasp control [50] and noninvasive methods

have achieved two dimensions of movement control plus selection (i.e., grasp)

control [43] and three dimensions of movement control [46]. At the same time,

the goal-selection strategy (i.e., reverse kinematic control) is certainly applicable to

robotic applications with current BCI methodology, and may provide a good

alternative for control of complex and sequential movements.

Several commercial endeavors have recently produced inexpensive devices that

are purported to measure EEG. Both Emotiv and Neurosky have developed products

with a limited number of electrodes that do not use conventional gel-based recording

technology [57]. These devices are intended to provide input for video games. It is

not clear to what extent these devices use actual EEG activity as opposed to scalp

muscle activity or other nonbrain signals. Given the well-established prominence of

EMG activity in activity recorded from the head, it seems likely that such signals

account for much of the control produced by these devices.

Both noninvasive and invasive methods could benefit from improvements in

recording methods. Current invasive methods have not yet dealt adequately with

the need for long-term performance stability. The brain’s complex reaction to an

implant is still imperfectly understood and can impair long-term performance.

Current noninvasive (i.e., EEG) electrodes require a certain level of skill in the

person placing them, and require periodic maintenance to maintain sufficiently good

contact with the skin. More convenient and stable electrodes are under development.

Improved methods for extracting key EEG features, for translating those features

into device control, and for training users should also help to improve BCI

performance.

Developments in robotic technology may also facilitate BCI use. Kim et al. [58]

identify several potential areas of interest. These include shared control between the

user and robotic device, impedance control in the robotic device, and soft actuators.

As discussed earlier, shared control involves combining user commands with device
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intelligence (e.g., [48,52]). Kim et al. [58] note that the neuromuscular system

adaptively modulates mechanical impedance in a manner appropriate for the task

at hand. BCI signals could be used to control this aspect of robotic arm operation as

well as positioning. Soft actuators deal with the safety issues inherent in human

interactions while at the same time maintaining adequate performance.

Recent developments in computer hardware have provided compact portable

systems that are extremely powerful. Use of digital electronics has also lead to

reductions in the size and improvements in the performance of EEG amplifiers.

Thus, it is no longer necessary to use a large time-shared mainframe as was the case

for Vidal [3]. Standard laptops can easily handle the vast majority of real-time BCI

protocols. There have also been improvements in signal-processing and machine-

learning algorithms. Coupled with the discovery of new EEG features for BCI use

and the development of new paradigms for user training, these improvements are

gradually increasing the speed and reliability of BCI communication and control.

These developments can be facilitated by the use of a standard BCI-related software

platform such as BCI2000 [59].

BCI2000 is a general-purpose research and development system that can readily

incorporate alone or in combination any brain signals, signal-processing methods,

output devices, and operating protocols. BCI2000 consists of a general standard for

creating interchangeable modules designed according to object-oriented principles

(see Fig. 4). These consist of a source module for signal acquisition, a signal-

processing module, and a user application. Configuration and coordination of
Event markers

Event markersEvent markers

Brain signals Control signals
Signal

processing
User

application

Operator

VisualizationSystem configuration

Source

storage

FIG. 4. BCI2000 design. BCI2000 consists of four modules: operator, source, signal processing, and

application. The operator module handles system configuration and online presentation of results to the

operator or investigator. During operation, information is communicated from source to signal processing

to user application and back to source (adapted from Ref. [59]).
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these three modules is accomplished by a fourth operator module. To date many

different source modules, signal-processing modules, and user applications have

been created for the BCI2000 standard (see http://www.bci2000.org/BCI2000/

Home.html).

A number of specific realizations of the BCI2000 standard are available and

illustrate the utility of this approach. EEG is recorded with a number of different

commercial amplifiers. In some cases, the computer is interfaced with the EEG

amplifiers through analogue-to-digital (A/D) converters such as the Data Transla-

tion DT3000 series PCI boards. In other cases, such as the g.USBamp by g.tec, the

amplifier and A/D converter are a single unit that interfaces via USB ports. Acqui-

sition modules are available for both of these cases, as well as for several others [60].

These acquisition modules work interchangeably with a number of different signal-

processing modules. Oscillatory signals can be quantified by Fourier-based spectral

analysis, autoregressive spectral analysis, or digital filtering. Interchangeable signal-

processing modules are available for each of these methods. Finally, there are

several distinct realizations of the BCI2000 application module, as the specific

task performed by the BCI user may vary. Since the source code is readily available

online (http://www.bci2000.org/BCI2000/Home.html), these modules can be modi-

fied. Alternatively, the documentation describes how to create entirely new modules.

In the latter case, the advantage of the BCI2000 standard is that only the new module

needs to be created since the others will still be completely functional and will

interface with it seamlessly.

The speed and accuracy of current BCI technology limits its utility to users who

have few other options. As such, developments in the next 10 years will probably

focus on this group of users and involve technical issues related to making systems

suitable for home use. This will require BCI systems that are robust and usable by

nonexpert caregivers. Use of BCI devices by individuals without severe motor

impairments will depend upon new scientific developments that are currently unpre-

dictable. Devices that claim to use EEG but probably rely on artifacts (e.g., electrical

signals from muscles or the eyes) will probably continue to appear on the market.
6. Conclusion

How far BCI technology will develop and how useful it will become depend on

the success and focus of future research and development. At present, it is apparent

that BCIs can serve the basic communication needs of people whose severe motor

disabilities prevent them from using conventional augmentative communication

devices.
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Current noninvasive (i.e., EEG) methods require a certain level of skill in the

person placing them, and require periodic maintenance to maintain sufficiently good

contact with the skin. More convenient and stable electrodes are under development.

Improved methods for extracting key EEG features, for translating those features

into device control, and for training users should also help to improve BCI perfor-

mance. Current invasive methods have not yet resolved all the issues associated with

long-term use. Research now underway is attempting to do so. Invasive and nonin-

vasive BCIs have achieved similar levels of multidimensional movement control

and both approaches warrant continued research efforts.

Up to the present, almost all BCI research has taken place in the laboratory.

If BCIs are to become important new communication and control options for people

with motor disabilities, careful and comprehensive clinical research is essential.

Furthermore, if widespread use is to become possible, the practical issues of

economic feasibility and technical support must be satisfactorily addressed.
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Abstract
Software reverse engineering is a subdiscipline of software engineering, striving to

provide support for the comprehension of software systems by creating suitable

representations of the system in another formor higher level of abstraction. In order

to be effective, reverse engineering needs tool support, which provides functional-

ity to extract low-level facts from the systems, to analyze and generate knowledge

about the systems, and to visualize that knowledge so that reverse engineers are able

to comprehend the aspects of the system that they are interested in effectively.

This chapter explores the issue of building tools for reverse engineering. Since

tools are an important part of conducting research in reverse engineering, it is

worthwhile to reflect upon the state of tool building with the goal to advance

upon it—and thus to advance reverse engineering research as a whole. We tackle

this goal by looking at the issue of tools through a set of lenses. The purpose of

each lens is to focus on a critical topic for tool building by surveying the current

state-of-the-art and identifying challenges that need to be addressed.

In this chapter we discuss three lenses, namely (1) requirements for reverse

engineering tools, (2) construction of reverse engineering tools, and (3) evalua-

tion of reverse engineering tools. The first lens identifies a number of generic

quality attributes that reverse engineering tools should strive to meet.
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The second lens approaches tools from the observation that since tool building is

a key activity in research, it should be conducted in an effective and rather

predictable manner. The third lens looks at the role that tools play in supporting

the evaluation of reverse engineering research. While each lens looks at the topic

from a different perspective, taken together they provide a holistic picture of tool

building in the reverse engineering domain.
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1. Introduction and Background
‘‘Week by week his understanding of his world improves, the white spaces on his map

filling up with trails and landmarks.’’

Hari Kunzru, The Impressionist

Broadly speaking, reverse engineering is the process of extracting know-how or

knowledge from a human-made artifact [1]. A human-made artifact refers to an
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object that embodies knowledge or know-how that was previously discovered or

applied by the artifact’s creator. An alternative definition is provided by the

US Supreme court, who defines reverse engineering as ‘‘a fair and honest means

of starting with the known product and working backwards to divine the process

which aided in its development or manufacture’’ [2].

Reverse engineering has a long-standing tradition in many areas, most notably in

traditional manufacturing (e.g., automotive and medical devices [3]), but also in

technology-oriented and information-based industries such as semiconductors, digi-

tal media, telecommunications, electronics, and computer software. The latter area

is the focus of this chapter. In the literature, the term software reverse engineering is
used to emphasize that the target is some kind of software (system). Since we are

only concerned with software we will simply use reverse engineering when it is clear

from the context that we mean software reverse engineering.

In the software domain, Chikofsky and Cross define reverse engineering as ‘‘the

process of analyzing a subject system to [. . .] create representations of the system in

another form or at a higher level of abstraction’’ [4]. Thus, the reverse engineering

process typically starts with lower levels of abstraction (e.g., source code of a high-

level programming language) to create higher levels of understanding (e.g, UML class

or interaction diagrams). Note that this definition emphasizes that reverse engineering

of software produces some kind of knowledge or facts about the software. In contrast,

in the manufacturing area the goal of reverse engineering is often to come up with a

process that allows to duplicate an existing artifact in the absence of technical

drawings, computer models, or other kinds of technical documentation [3].

To thwart a possible misconception, the purpose of software reverse engineering

rarely is to develop competing software [4, 5]. Reverse engineering of ‘‘foreign’’

software is much more likely for the purpose of security assessments, uncovering

cryptographic techniques, and ensuring interoperability. In this respect, there is a

significant difference between reverse engineering in the software and

manufacturing domains. While it can be very challenging to duplicate a manufac-

tured artifact (e.g., a fighter plane), it is trivial to duplicate software via copying it.

The open source community has demonstrated that the functionality of huge soft-

ware systems can be ‘‘duplicated’’ by implementing the software from scratch.

In fact, many software engineers wish that they could do just that—to scrap their

legacy systems and rebuild the same functionality with a cleaner design and differ-

ent technologies. This leads to the most common purpose of software reverse

engineering which is also the focus of this chapter, namely to enable software

owners to gain a better understanding of their own software assets so that they are

in a position to evolve it.

It is safe to assume that reverse engineering has been performed since the very

beginning of software in the form of debugging and disassembly. Academic interest
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into reverse engineering started around the mid-1980s with dispersed publications

appearing in a number of conferences and journals (e.g., see reprints of articles in

Ref. [6])—leading to the emergence of a dedicated community and the first Working

Conference on Reverse Engineering (WCRE) in 1993. While it is fair to speak of a

dedicated community of reverse engineering researchers [7], one should understand

that reverse engineering blends into other research areas such as program compre-

hension (a.k.a. program understanding) [8], reengineering [6], software maintenance

and evolution [9, 10], compiler construction (front-end) [11], software visualization

[12], software metrics [13], software modeling [14, 15], and support for collabora-

tion [16, 17].

1.1 Techniques, Processes, and Tools

Academic research in reverse engineering over at least two decades has yielded

a broad portfolio of different techniques, processes/methods, and tools. Important

techniques include representations of call graphs, impact analysis, identification

of abstract data types, clustering, clone detection (a.k.a. code duplication), archi-

tecture recovery, redocumentation, cliché recognition, and extraction of business

rules. The diversity of reverse engineering techniques is also demonstrated by the

software artifacts that these techniques are targeting [17]. Traditionally, techni-

ques have focused on code of high-level programming languages such as Cobol

and C—and to a lesser degree assembly—as well as databases (so-called data

reverse engineering [18]). There are also dynamic analyses that provide tracing

information about the running system [19]. More recently, reverse engineering has

broadened its range to include web sites, bug tracking and repository information,

and higher level documentation in the form of UML diagrams and natural

language texts.

A reverse engineering process gives important guidance on issues such as identi-

fying relevant stakeholders for a reverse engineering project, setting project goals,

defining workflows, and selecting appropriate tools and techniques. At the micro-

level, reverse engineers follows a workflow that is characterized by three distinct

activities: extraction, analysis, and synthesis/visualization. To illustrate these activ-

ities, we describe how a reverse engineer would obtain a call graph from the subject

system [20].

Extraction: A reverse engineering activity starts with extracting facts from a

software system’s sources (i.e., the artifacts). For a static call graph, only facts

from the source code itself need to be extracted. It is necessary to know the

procedures (or methods) as well as the calls made within the procedures. Further-

more, the position of the calls within the source code (e.g., source file name and line

number) is often of interest.
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Analysis: Certain analyses are performed that use the facts generated in the

extraction step. To obtain a call graph, the analysis has to match procedure calls

with the corresponding procedure definitions. This matching is not necessarily

trivial, for instance, for a call via a function pointer, or a dynamic method call.

With this information it is possible to construct a graph structure that represents the

call graph.

Synthesis: Results of analyses are presented to the user in an appropriate form.

Information typically is presented in a mixture of both textual and graphical form.

A call graph is typically rendered with nodes (representing procedures), arcs (repre-

senting procedure calls), and node labels (giving the name of the procedure).

A reverse engineering tool may show a static rendering of the call graph (e.g.,

Ciao/CIA [21, 22]) or may offer interactive functionality to explore the graph, for

example, via applying layout algorithms (e.g., Rigi [23]).

In the micro-level process, reverse engineers use different comprehension strate-

gies such as bottom-up (i.e., starting from the code and then grouping parts of the

program into higher level abstractions), and top-down (i.e., starting with hypotheses

driven by knowledge of the program’s domain and then mapping them down to the

code) [24]. Some reverse engineers try to understand a program systematically in

order to gain a global understanding, while others take an as-needed approach,

restricting understanding to the parts related to a certain task [25]. The latter

approach can be seen as just-in-time comprehension (JITC) [26, 27]; its concept is

nicely illustrated by Holt’s law of maximal ignorance: ‘‘Don’t learn more than you

need to get the job done’’ [28].

The micro-level process exclusively focuses on the technical perspective and

assumes a single, isolated reverse engineer. This is appropriate for a simple reverse

engineering project such as a well-defined technical problem or an academic

exemplar. In contrast, the macro-level process aims to be more holistic, addressing

not only technical, but also business and policy issues and stakeholders [29]. Thus,

the activities of the micro-level are driven by the macro-level process, which sets

high-level objectives for the overall reverse engineering effort.

Besides techniques and processes, tools are a crucial result of reverse engineering

research. Tools are needed to support and validate novel techniques. Typically,

reverse engineering techniques require tool support because performing them

manually is impractical. Algorithms embodied in a technique may be too complex

or cumbersome to perform manually (e.g., creating a call graph manually via code

inspection). Also, whenever the target software system changes, the technique needs

to be reapplied (e.g., recreating of a call graph whenever the system changes).

As a result, it is expected in the reverse engineering community that a proposed

technique is accompanied by a supporting tool and validation that demonstrates the

technique’s feasibility. While the supporting tool is typically a proof-of-concept
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prototype rather than an industrial-strength tool, it should meet certain key require-

ments such as scalability and usability, or other objective evaluation criteria. The

tool is then evaluated against the requirements or criteria with the help of empirical

studies (Section 4). But tools are not strictly a vehicle to validate techniques—they

are more than that because there is a symbiotic relationship between building of

tools and exploring of research ideas [30].

On the one hand, the construction of tools is an important part of reverse

engineering research. On the other hand, tool construction is neither simple nor

cheap to accomplish [31]. Tool building is costly, requiring significant resources.

This is especially the case if the tool has to be robust enough to be used in

(industrial) user studies. Sometimes a significant part of the resources of an entire

research group are devoted to building, evaluating, and improving a tool.
1.2 Tool Components

The reverse engineering community has developed many reverse engineering

tools—prominent examples include Bauhaus [32, 33], Ciao/CIA [21, 22], Columbus

[34], GUPRO [35], Moose [30], Rigi [23], PBS [36], and SHriMP [37]. Importantly,

most of these reverse engineering tools have a similar software architecture, con-

sisting of several components with standard functionalities (Fig. 1): extractor,

analyzer, visualizer, and repository. The extractor, analyzer, and visualizer compo-

nents reflect the reverse engineering activities of extraction, analysis, and synthesis,

respectively (see Section 1.1). In the following, we give a brief overview of the four

tool component types.
Extractors Visualizers

Artifacts

Analyzers

Repository

FIG. 1. Components of reverse engineering tools.
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1.2.1 Repository
The most central component is the repository. It gets populated with facts

extracted from the target software system. Analyses read information from the

repository and possibly augment it with further information. Information stored in

the repository is presented to the user with visualizers.

Examples of concrete implementations of repositories range from simple text files

to commercial databases. Many reverse engineering tools store data in text files and

define their own exchange format [38]. For example, the Rigi tool defines the Rigi

Standard Format (RSF) [23, 39], which has been adopted by a number of other tools

as well. The Moose tool defines the MSE exchange format [40]. Many tool now also

support the GXL format [41].

The data in a repository conforms to a schema.1 The purpose of a schema is to

impose certain constraints on otherwise unrestricted (data) structures. An important

design consideration for a schema is its granularity—it ‘‘has to be detailed enough to
provide the information needed and coarse grained enough for comfortable

handling’’ [42].

Schemas are often discussed exclusively in the context of repositories. This is

understandable because of the repository’s central role to facilitate data exchange.

However, the remaining three component types also adhere to schemas, but this is

often not recognized because these schemas are typically implicit and internal. For

example, extractors, analyzers, and visualizers often use in-memory data structures

(such as abstract syntax trees or control-flow graphs). For data export, these com-

ponents then have to transform the data from their internal representations in order to

conform with the repository’s schema.
1.2.2 Extractors
Extractors populate the repository with facts obtained from the artifacts that make

up the subject system. The extractor has to provide all the facts that are of interest to

its clients (i.e., subsequent analyses).

Most reverse engineering tools focus on the extraction of static facts from source

code. Static extraction techniques use a number of different approaches. Some

extractors use compiler-technology to parse the source. Many parsers are in fact

based on compiler frontends. For example, Rigi’s Cþþ parser is built on top of

IBM’s Visual Age compiler [43]. However, there are also parsers that have been

built from scratch such as the Columbus Cþþ parser [34].
1 Schemas are also known as meta-models and domain models.
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In contrast to parsing, there are lightweight approaches such as lexical extractors,

which are based on pattern matching of regular expressions. Lexical approaches are

not precise, that is, they can produce fact bases with false positives (i.e., facts that do

not exist in the source) and false negatives (i.e., facts that should have been extracted

from the source) [44]. On the other hand, they are more flexible than parsers [45].

Typically, lexical extractor tools are agnostic to the target language, and reverse

engineers use them to write ad hoc patterns to extract information required for a

particular task. Such lightweight approaches are a natural match for JITC.
1.2.3 Analyzers
Analyzers query the repository and use the obtained facts to synthesize useful

information for reverse engineering tasks. Reverse engineering research has devel-

oped a broad spectrum of automated analyses [46, 47].

Analyses can be distinguished by the kinds of representation that they operate upon:

lexical, syntactic, control flow, data flow, and semantic [48]. Call graphs, for instance,

can be constructed based on lexical matching of function declarations and calls.

However, depending on the target language this approach can produce a significant

number of false positives and false negatives. For example, in C a lexical approach

cannot distinguish between macros and function calls. To reduce such imprecisions,

a syntactic approach can be used. To improve precision of the call targets, pointer

analysis could be used, which requires the construction of a flow graph.

Another approach to classify analyses is with the help of dichotomies [49, 50]—

important ones in the context of reverse engineering are as follows:

Static versus dynamic: Static analyses produce information that is valid for all

possible executions, whereas dynamic analyses results are only valid for a specific

program run. To assist the reverse engineer, both types of analyses are useful. There

are tools that combine both static and dynamic information such as Shimba [51].

Sound versus unsound: Sound analyses produce results that are guaranteed to hold
for all program runs. Unsound analyses make no such guarantees. Thus, dynamic

analyses are always unsound. Unsound analyses are rather common in the reverse

engineering domain. As explained above, many techniques that construct call graphs

are unsound because they make simplifying assumptions, thus yielding a potentially

wrong or else incomplete result. Still, even if the result of an analysis is unsound,

it may give valuable information to a reverse engineer.

Speed versus precision: Static analyses typically trade speed for precision or vice

versa. This trade-off is well exemplified by the field of pointer analysis, which has

produced various different analysis techniques [52]. Speed is often a problem for

analyses that rely on data-flow information, especially if the target systems has

millions of lines of code.
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Multilanguage versus single-language: Many analyses are tailored toward a

specific programming language (e.g., pointer analysis or clustering for C). However,

for a (global) analysis to be truly useful in a heterogeneous environment, language

boundaries must be crossed. In fact, many industrial systems are based on multiple

languages [53].
1.2.4 Visualizers
For software engineers to make the most effective use of the information that is

gathered by extractors and augmented by analyzers, the information has to be

presented in a suitable form by software visualizers. Mili and Steiner define software

visualization as ‘‘a representation of computer programs, associated documentation

and data, that enhances, simplifies and clarifies the mental representation the

software engineer has of the operation of a computer system’’ [54]. Since the

complexity of software makes it difficult to visualize, it is important that tools

choose suitable techniques. Particularly, different kinds of visualizations are more

or less effective, depending on the comprehension task [55]. Some information

needs to be suitably condensed to give a birds-eye view of the subject system

(e.g., call dependencies between files or modules rather than procedures), other

information has to be presented in the most suitable representation for human

consumption (e.g., call dependencies shown in tabular reports or directed graphs).

Many reverse engineering tools use graphs to convey information [56]. The Rigi

environment represents software structures as typed, directed graphs and provides a

graph visualizer/editor to manipulate the graphs [23]. Rigi graphs can have different

colors (to distinguish node and arc types), but all nodes and arcs have the same

shape. Polymetric views utilize height and width of nodes, and width of edges to

convey additional (e.g., metric) information [57]. The SHriMP visualization tool has

a view that represents graphs with a nested layout [58]. Leaf nodes can be opened up

to reveal, for example, a text editor (e.g., to view source) or an HTML viewer (e.g.,

to view Javadoc) [59].

Approaches also differ on how the visualized information can be manipulated.

For example, one can distinguish between different levels of modifiability:

Static information: Static information is read-only such as a textual report or a

static picture of a graph or diagram. Viewers for such information can offer naviga-

tional aids such as hypermedia to navigate between pieces of information [60].

Generation of views from static information: Even if the underlying static infor-

mation cannot be modified, viewers can offer customizable views to selectively

suppress and highlight information. Views can be created by applying filters or layouts.

Rigi, for instance, has filters to suppress the rendering of certain nodes and arcs.
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Enhancement of static information: Some approaches do not allow the user to

change the underlying information, but to enhance it. For example, a viewer might

allow the user to add annotations to read-only entities. Rigi allows the user to group

nodes into a parent node, facilitating the construction of a superimposed hierarchical

tree-structure on the static node structure.

Modification of information: An editor can allow the user to change and manipu-

late the underlying information. Note that changes are typically constrained in some

way in order to ensure the information’s consistency. For example, a graph editor

that allows the user to delete a node, typically also deletes the arcs attached to that

node in order to keep the graph meaningful.
1.3 Exploring Tools Through a Set of Lenses

In a sense, when it comes to tools the ‘‘rubber’’ (i.e., research ideas) ‘‘hits the road’’

(i.e., applying the research ideas). The practicality of a proposed technique can be

shown by embodying the technique in a tool and by applying the tool to real-world

problems. Conversely, if a tool gets adopted and used in industry it is a strong

indication of the usefulness of the tool’s techniques and/or process. A tool or

prototype is a viable strategy to transition research results from academia to industry.

Given that tools are a crucial part of reverse engineering research that strongly

interact with research in reverse engineering techniques and processes, we believe

that more emphasis should be directed toward understanding of and improving upon

tool building and understanding its overall research impact.

Thus, in this chapter, we specifically focus on reverse engineering tools—as

opposed to techniques and processes—and explore their impact on research with

the help of three lenses that address tool requirements, tool construction, and tool

evaluation (Table I).2 Each lens looks at the topic from a different perspective.

Taken together, the lenses provide a holistic picture. For each lens, we describe its

—purpose and raison d’être,
—historical importance,

—current state-of-the-art,

—future directions.

The first lens, tool requirements, identifies a number of generic quality attributes

that reverse engineering tools should strive to meet. The tool construction lens

approaches tools from the observation that since tool building is a key activity in
2 The idea to approach this topic through several lenses was inspired by the metatriangulation

approach as described by Jasperson et al. [61].



Table I

LENSES TO EXPOSE REVERSE ENGINEERING RESEARCH CHALLENGES IN TOOL BUILDING

Lens Explanation Key topics

Tool requirements What are the requirements for useful

and usable reverse engineering

tools?

Quality attributes (scalability, interoper-

ability, customizability, usability,

adoptability), functional requirements

Tool construction How can reverse engineering tools be

constructed in an effective and

efficient manner?

Component-based tool building, model-

based tool building, tool-building

process

Tool evaluation How to evaluate and compare reverse

engineering tools? What theories

should reverse engineering

embrace?

Empirical research, evaluation-driven

tool building, theory-grounded tool

building
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research that is both pervasive and costly, it should be conducted in an effective and

rather predictable manner. The tool evaluation lens discusses how tools support the

evaluation of research.

In this chapter, we put an emphasis on the first lens, exploring tool requirements

in greater detail with the help of an in-depth literature survey. The lenses on tool

construction and evaluation are primarily guided by our own experiences and

observations. Even though we address the lenses in isolation for clarity, one should

be aware that there are interdependencies among them. Where needed, we point out

how lenses influence each other.

The rest of this chapter is organized as follows. In Sections 2, 3, and 4, we discuss

each of the three tool lenses on requirements, construction, and evaluation, respec-

tively. Section 5 concludes and identifies key issues to advance research in reverse

engineering.
2. Tool Requirements Lens
‘‘Tool research should not be entirely focused on new paradigms, but should address

real user needs and expectations.’’

Kenny Wong [62]

In this section, we discuss requirements—mostly quality attributes—of reverse

engineering tools. In order to ensure an objective coverage of the requirements, we

have conducted an extensive review of the reverse engineering literature. To our

knowledge, this is the first attempt of a comprehensive requirements survey in this
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domain. We mainly focus on quality attributes when discussing tool requirements

because they equally apply to a broad range of reverse engineering tools with

varying functionalities. The identified requirements are useful to communicate

assumptions about tool building in the reverse engineering domain. A requirement

that has been reported (independently) by several sources is a good indication that

reverse engineering tools should meet this requirement in order to be useful and

fulfill the expectations of users.

Bass et al. state, ‘‘each domain has its own requirements for availability, modifi-

ability, performance, security, or usability’’ [63]. This is an important observation

because it shows that the particular requirements of a certain domain can be better

understood by starting from generic, domain-neutral requirements. However, each

domain instantiates this generic, high-level requirement differently, depending on

the particular domain’s characteristics. Thus, it is insufficient to simply state the

generic requirements for a domain without further elaborating on them—but that is

what most reverse engineering research does. Furthermore, one cannot expect to

meet all requirements equally well. In the words of Bass et al., ‘‘no quality

can be maximized in a system without sacrificing some other quality or qualities’’

[64, p. 75]. Following this line of thought, a reverse engineering tool or development

approach that is missing or lacking in some of the requirements identified in the

following subsections can still be satisfactory. However, there needs to be a con-

scious decision on requirements that is informed by some kind of trade-off analysis.

Again, currently research is lacking in this respect.

Even though we chose the term requirements, it is not meant to be interpreted in

an overly restrictive sense. In the words of Carney and Wallnau, the term require-

ments ‘‘has connotations that are often overly restrictive’’ and ‘‘the terms ‘prefer-

ence’ and ‘desire’ might be more accurate than ‘requirement.’’’ [65]. Still, since

requirements is firmly established in the literature we will stick to it.

Several researchers have discussed requirements of tools in some detail. In his

dissertation, Wong has distilled 23 high-level and 13 data requirements for software

understanding and reverse engineering tools [62]. Tichelaar discusses six require-

ments for reengineering environments [66]. Some researchers discuss requirements

in the context of a certain kind of tool. For instance, Hamou-Lhadj et al. discuss

requirements for trace analysis tools [67], and van Deursen and Kuipers state

requirements for document generators [68]. Hainaut et al. analyze requirements

for database reverse engineering environments [18]. Other researchers address

requirements of specific tool functionalities. Koschke et al. give 14 requirements

for intermediate representations in the context of reverse engineering [69], and

Ducasse and Tichelaar discuss requirements of exchange formats and schemas [70].

Tool requirements are also exposed by the criteria used in tool assessments,

comparisons, and surveys. For example, there are comparisons of the features of
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reverse engineering tools [71–75], fact extractors [76, 77], design recovery [78], and

software visualizers for static [79, 80] and dynamic code structure [19, 81], and

repository-based data [82]. Some of these comparisons are based on the experiences

of the researchers assessing the tool(s), while others are based on controlled user

studies, structured demonstrations, or questionnaires.

In the remainder of this section, we first discuss the identified quality attributes

(i.e., scalability, interoperability, customizability, usability, and adoptability)

and then give functional requirements for exchange formats; more details can be

found in the first author’s dissertation [83]. When discussing quality attributes we

first give examples of researchers that have postulated the requirement for reverse

engineering tools as a whole. Then, where applicable, we address the implications

that a certain requirement has on tool components (i.e., repository, extractor,

analyzer, and visualizer), and discuss techniques that enable tools to meet these

requirements.
2.1 Scalability
‘‘Software developers frequently confront issues of bigness, a.k.a scale. A harsh

criticism of a solution to a software problem is the comment, ‘but it doesn’t scale.’’’

David West [84]

It is important to realize that reverse engineering tools might be used on subject

systems of significant size. For example, one academic reverse engineering tool has

been used on Microsoft Excel, which was reported to have 1.2 million lines of C

code at the time [85]. A survey among users of software visualization tools has

found that there is equal weight on the visualization of small, medium, and large

target systems [79]. One-third of the visualized systems were large (i.e., more than

one million LOC), one-third were medium (i.e., between one million and 100,000

LOC), and one-third were small (i.e., less than 100,000 LOC). Bellay and Gall have

evaluated four reverse engineering tools (Software Refinery, Imagix 4D, Rigi, and

SNiFFþ) using a 150,000 LOC embedded software system programmed in C and

assembly as a case study [72]. Even though this system is well below a million lines,

they conclude that ‘‘many shortcomings of reverse engineering tools are due to the

size of the case study system.’’ Baxter et al., discussing the requirements that the

Design Maintenance System (DMS) has to meet, make aware of the relationship

between system size and processing time [86]:

‘‘A fundamental problem is the sheer size of large software systems. DMS is capable of

reading literally tens of thousands of source files into a single session to enable analysis



202 H.M. KIENLE AND H.A. MÜLLER
across entire systems. . . . Size translates into computational costs: 1 microsecond per

source line means 2.5 seconds of CPU to do anything to 2.5 million lines.’’

Whereas some tool implementations handle only limited input, serving often as a

proof-of-concept prototype, realistic industrial-strength tools have to handle large

target systems. Favre et al. state that ‘‘very often, a large number of unexpected

problems are discovered when applying good tools at a large scale. This includes not

only the size of the software but also the size of the company’’ [87].

Scalability as a general requirement for reverse engineering tools is discussed by a

number of researchers, for instance:

—Brown states for his CodeNavigator tool that it has been designed to ‘‘provide

information about large-scale software systems’’ [88]. Furthermore, addressing

program understanding tools such as CodeNavigator in general, he observes: ‘‘to

be effective, they must be able to handle systems of significant size’’ [88].

—In the context of legacy systems (which are typically large, highly complex,

and mission-critical), Wong gives the following tool requirement: ‘‘Handle the

scale, complexity, and diversity of large software systems’’ [62].

—Based on their experiences with the Moose reverse engineering environment,

Ducasse et al. state that ‘‘it should be possible to handle a legacy system of any size

without incurring long latency times’’ [89].

—Lethbridge and Anquetil have developed a list of key requirement for software

exploration tools that support JITC. Among the requirements, they state that the

system should ‘‘be able to automatically process a body of source code of very large

size, that is, consisting of at least several million lines of code’’ [90].

—In his dissertation, Tilley says ‘‘it is essential that any approach to reverse

engineering be applicable to large systems. For example, effective approaches to

program understanding must be applicable to huge, multimillion line software

systems’’ [91].
2.1.1 Repositories
The amount of information that needs to be stored in the repository can affect

scalability.3 Cox and Clark say ‘‘a repository is scalable when there are no restricting

limitations on the amount of extracted information or code that is stored’’ [93]. The

amount of extracted information can be quite large. For example, a GXL file

generated with the Columbus tool to represent the Mozilla 1.6 Web browser has a
3 This is especially the case for trace data of dynamic analyses, because a small program can, in

principle, generate an infinite amount of trace data [93].
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size of about 3.5 GB and contains about 4.5 million nodes [94]. The Datrix

representation of Vim 6.2 (220,000 LOC) has 3,008,664 relations and 1,852,326

entities [95]. Reverse engineering environments that use exchange formats as their

repository should ensure that it ‘‘works for multimillion lines of code (e.g., 3–10

MLOC)’’ [41]. Similarly, Wong requires for a scalable data format to ‘‘handle

multimillion line software systems’’ [62]. St-Denis et al. also list scalability

among their requirements for model interchange formats (‘‘can be used for real-

life, e.g., large-scale applications’’) [96]. They discuss the following factors that

may affect scalability: ‘‘the compressibility of the model interchange object, the

possibility of exchanging partial or differential models and the possibility of using

references (e.g., hyperlinks) to information instead of the information itself.’’

Another factor is incremental construction and loading of information to achieve

resource optimization [21, 70]. Hamou-Lhadj et al., discussing the requirements of

trace exploration tools, state that input/output performance is critical since traces can

become very large and users do not tolerate systems with a poor response time [67].

They also note that ‘‘a general XML format, such as GXL, often requires more

processing than a tuned special format. Performance of parsing XML poses an

obstacle, especially for large data sets.’’

Analogous to repository scalability, there is a scalability requirement for the in-

memory data structures of reverse engineering components. Ducasse and Tichelaar

state that ‘‘the greater the level of detail, the higher the memory consumption and

load time of information from databases or files and the slower the response times of

tools that use the information’’ [70]. For example, the internal representation of

Software Refinery’s C extractor is about 35 times the size of the source code [97].
2.1.2 Extractors
Since the extractor has to read in and process all relevant sources of the target

system, scalability is an important concern. In the context of web service mining,

Sneed says that tools ‘‘have to be very fast, since they will be scanning through

several million lines of code to identify which portions of that code are potential

web services’’ [98]. A related scalability concern is the question ‘‘how

many models do you need to extract?’’ since each model might require a unique

extractor [70].

As already mentioned in Section 1.2, there is a broad spectrum of extractor

techniques with different performance trade-offs. For example, van Deursen and

Kuipers observe that ‘‘lexical analysis is very efficient. This allows us to analyze

large numbers of files in a short time, and also allows us to experiment with different

lexical patterns: If a pattern does not yield the correct answer, the analysis can be
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easily changed and rerun’’ [68]. Ferenc et al., discussing the Columbus tool, state

‘‘parsing speed’’ as a requirement for Cþþ extractors [34]. Bellay and Gall also give

‘‘parse speed’’ among their reverse engineering tool evaluation criteria [72]. They

also give incremental parsing as a criterion, which ‘‘provides the ability to parse only

the parts that changed, thereby reducing the parse time.’’ For performance reasons,

extractors are often divided into scanner and parser [86].
2.1.3 Analyses
Researchers seem to discuss the scalability or performance of analyses only if

there is a potential problem with the run-time of an analysis. For batch-style

analyses, there is a problem if the analysis cannot be executed in a longer time-

frame such as a nightly run. In contrast, an analysis’ run-time of an interactive tool

should be almost instantaneous in the best case. Compared to the other tool compo-

nents, researchers have stated few general requirements for analyses. An explanation

might be that the scalability of analyses is mainly dependent on the time complexity

of particular algorithms.

Moise and Wong discuss their experiences with the Rigi tool in an industrial case

study. They have developed three specific analyses (written in Tcl) for clustering the

subject system according to different criteria. They report for their analyses that

‘‘performance is becoming a serious issue with decomposition times running poten-

tially into hours’’ [99]. Researchers have also discussed scalability and performance

issues in the context of trace data compression [19, 67].

An important technique to make analyses more scalable is to ‘‘support incremen-

tal analyses’’ [62]. Nierstrasz et al. [30] state for their tool that

‘‘one key technique that allows Moose to deal with large volumes of data is lazy

evaluation combined with caching. For example, although Moose provides for an

extensive set of metrics, not all of them are needed for all analyses. Even the relevant

metrics are typically not needed for all entities in the system. Thus, instead of

computing all metrics for all entities at once, our infrastructure allows for lazy

computation of the metrics.’’

Flexible analyses can trade precision for scalability. For example, Fiutem et al.

state for their Architecture Recovery Tool (ART): ‘‘To achieve scalability to large

industrial size systems, special attention was also devoted to the speed of conver-

gence of the iterative fixpoint method by conceiving a flexible analyzer that allows

fine tuning of the trade-off between execution time performance and flow informa-

tion precision’’ [100].
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2.1.4 Visualizers
A visualizer’s rendering speed has to scale up to large amounts of data. This is

especially the case for interactive systems that allow direct manipulation of graphs

or diagrams. In a user study of visualization tools ‘‘users stopped the generation of

call graphs because they felt it was taking too long’’ [101]. Storey et al., reporting on

a user study with the SHriMP visualizer, found the following: ‘‘The single most

important problem with SHriMP views was the slow response of the interface. Since

SHriMP views are based on direct manipulation, users expecting immediacy were

disturbed by the slow response’’ [102]. Czeranski et al. made the experience that

‘‘the Bauhaus GUI, which is based on Rigi, has a few unpleasant properties. It is

relatively slow, which can cause noticeable waiting periods for large graphs, and

hence sometimes disrupts the fluent use of the tool’’ [103]. There is also the issue of

lacking performance: ‘‘For scalability we must consider if the tool supports large

software projects. If the technique does not appear to scale, it may be the implemen-

tation which does not scale rather than the technique’’ [82].

Armstrong and Trudeau state in their tool evaluation that ‘‘fast graph loading and

drawing is essential to the usability of any visualization tool’’ [74]. Bellay and Gall

use ‘‘speed of generation’’ of textual and graphical reports as an assessment criterion

and experienced that ‘‘graphical views often need an unacceptable amount of time to

be generated because of the layout algorithms’’ [72]. Contrary to Bellay and Gall’s

findings, Moise andWong note that their ‘‘case study showed that Rigi can deal with

large graphs’’ [99]. In their survey, Bassil and Keller include ‘‘tool performance

(execution speed of the tool)’’ as a practical aspect of software visualization tools

[79, p. 5].
2.1.5 Discussion
Most researchers discuss scalability in the context of computational performance

and efficiency. However, it is typically discussed without giving explicit or quanti-

tative metrics to measure them. The following is a fairly typical example: ‘‘The

overall repository software is responsive and quite usable. However, in a few places

the performance is slower than we would have liked. For example, large pick lists

(>500 elements) take a few moments to load’’ [104].

Considering the large number of publications about reverse engineering tools,

there is a surprising low number of more or less quantitative measures about tools’

performance such as the following ones:

—‘‘CodeCrawler can visualize at this time ca. 1 million entities. Note that we

keep all the entities in memory’’ [57].
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—ISVis can analyze ‘‘program event traces numbering over 1,000,000 events’’

[92].

—‘‘Mozilla compiled on our Linux system 4 in about 35 minutes, while the

Acacia extraction took three and a half hours and the translation into TA took

another three hours’’ [105].

Furthermore, as the above examples suggest, each researcher reports measure-

ments based on different criteria and metrics; even tool evaluations tend to not use

objective measurements for comparisons among tools [72, 74].

It appears that researchers are also neglecting—or purposely withholding—per-

formance measures. For example, in the domain of trace exploration tools, Hamou-

Lhadj and Lethbridge made the following observation [19]:

‘‘In order to visualize and analyze large program executions, an efficient representation

of the event space is needed. Unfortunately, most of the tools mentioned above do not

even discuss this aspect, which makes us have doubts regarding their scalability. It is

also important to note that most of the experiments that are conducted by the authors of

these tools are based on very small execution traces.’’

There is an increased awareness in the software engineering community that

approaches need to scale to industrial demands [106]. As a next step, the develop-

ment of accepted criteria for the evaluation of tools such as benchmarks [77, 107]

would be helpful to make performance and scalability measurements more

meaningful.

2.2 Interoperability
‘‘Building tools is expensive, in terms of both time and resources. An infrastructure for

tool interoperability allows tool designers and users to re-purpose tools, which helps to

amortize this cost.’’

Ferenc et al. [108]

Interoperability is the ‘‘ability of a collection of communicating entities to (a)

share specified information and (b) operate on that information according to an

agreed operational semantics’’ [109]. In other words, tools that interoperate are able

‘‘to pass information and control among themselves’’ [110].

In a small survey about negative aspects of reverse engineering tools, 6 software

engineers out of 19 (31%) complained that tools are not integrated and/or are

incompatible with each other [90]—this was also the most frequent complaint!

Reverse engineering researchers have recognized the need for interoperability.

Woods et al. [111] observe that

—‘‘many tools have been written with closed architectures that hide useful

internal products.’’
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—‘‘many external products are not produced in a useful form for further compu-

tation.’’ They further conclude that ‘‘the bottom-line is that existing program

understanding tools and environments have not been designed to interoperate.’’

Making tools interoperable yields a number of potential benefits. Interoperability

enables code reuse in general because it becomes easier for a tool to utilize the

functionalities of another one. As a result, reusing of existing functionality can

‘‘prevent repetitive ‘wheel-creation’’’ [112]. Zelkowitz and Cuthill view interopera-

bility as a way to improve automation in software engineering: ‘‘Tool integration . . .
is crucial to effectively provide automated support for activities. In order to auto-

mate activities with a tool set, there must be a seamless way to pass information and

control among the tools’’ [113]. Furthermore, interoperability reduces the time and

effort to (opportunistically) assemble a tool set that supports a particular reverse

engineering task or process, because ‘‘no one tool performs well in all tasks’’ [81].

For instance, the developers of the Dali tool say, that ‘‘one of our emphases has been

to provide an open, lightweight environment so that tools can be integrated

opportunistically’’ [114].

A number of researchers address interoperability as a general tool requirement;

for instance:

—Interoperability is among the tool requirements given by Lethbridge and

Anquetil. They require from tools to ‘‘wherever possible, be able to interoperate

with other software engineering tools’’ [90].

—Tichelaar, discussing requirements for reengineering environments, states that

‘‘a reengineering effort is typically a cooperation of a group of specialized tools.

Therefore, a reengineering environment needs to be able to integrate with external

tools, either by exchanging information or ideally by supporting run-time integra-

tion’’ [66]. Similarly, Ducasse et al. say, ‘‘the environment should be able to operate

with external tools like graph drawing tools, diagrammers (e.g., Rational Rose) and

parsers’’ [89].

—Wong addresses interoperability in the context of tool integration [62]: ‘‘Tool

integration is necessary to combine diverse techniques effectively to meet software

understanding needs.’’

—Interoperability is among the 12 requirements that Hainaut et al. identify for

tools that aid in the reverse engineering of database systems: ‘‘A CARE tool must

easily communicate with the other development tools (e.g., via integration hooks or

communications with a common repository)’’ [18].

—The designers of the Augur tool say, ‘‘we would like Augur to be broadly

usable in real engineering practice. This means that it must be interoperable with a

range of existing tools and infrastructures,’’ and further ‘‘Augur’s design emphasizes

interoperability and extensibility so that it may be incorporated into existing devel-

opment efforts without significant overhead’’ [115].
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For tools to interoperate, they have to agree on a suitable interoperability mecha-

nism in some form or another. As a consequence, research papers often directly

address the question of how to achieve interoperability, without explicit stating it as

a requirement first.
2.2.1 Techniques
One ambitious approach that has been proposed to achieve interoperability among

tools are the Common Object-based Reengineering Unified Model (CORUM) [111]

and CORUM II [112] frameworks. These proposals strive to provide a common

framework, or middleware architecture, for reverse engineering tools, encompassing

standard APIs and schemas for ASTs, CFGs, call graphs, symbol tables, metrics

information, execution traces, and so on.

A less ambitious approach compared to the CORUM frameworks is the commu-

nity’s efforts to define a common exchange format. Exchange formats enable

interoperability between tools. A particular tool can utilize an exchange format to

make information available to another tool. Panas et al. say ‘‘in order to have a

properly working combination of two or more tools that have been developed

independently, they must be able to exchange information. For this purpose we

need a common data representation that is general enough to support a variety of

data’’ [116]. Exchange formats use simple files as a (temporary) repository for

information transfer. In this case, the coupling between tools that exchange infor-

mation is loose; an information producer need not to know its information con-

sumers. Examples of exchange formats in the reverse engineering domain are RSF,

TA, GraX, CDIF, and GXL; there are also a number of general-purpose data

exchange and encoding formats such as ASN.1, SGML, and XML [38].

A file-based exchange format is a rather primitive form of data interoperability

because there is no coordination mechanism for concurrent access. Thus, it is the

responsibility of the tool user to assure data-consistency and to initiate data transfer

from one tool to another. An example of a more sophisticated solution is a repository

common to all tools (e.g., in the form of a database management system) such as

proposed by the CORUM framework. Whereas a central repository has many

benefits (e.g., data consistency), it is also a heavyweight solution. Brown cautions,

‘‘the common data repository is often a large, complex resource that must be

controlled, managed, and maintained. This can occupy a great deal of time,

money, and effort’’ [117]. Similarly, Wong concludes from the RevEngE project,

which used the object-oriented Telos software repository, ‘‘there are significant

difficulties in using and maintaining advanced integration technologies’’ [62].
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2.2.2 Schema
Exchange formats and common repositories are effective at communicating the

structure (or syntax) of data. However, even if tools are able to read the data, it is of

little use if they do not know how to interpret it. Schemas are a vehicle to convey

semantic information about the data (i.e., its meaning and use). Interoperability

among tools is much more effective if they agree on a certain schema [118]. Godfrey

puts it this way: ‘‘we feel that the particular syntax to define an exchange format is a

small issue . . . We consider the semantic model (design of the schemas) to be the

most important issue’’ [105]. Whereas syntax is domain-neutral, the schema models

a particular domain or reflects an intended use. Thus, a single schema will not

suffice. For example, there are schemas with different granularities to represent

source code: fine-grained (e.g., a detailed Cþþ AST [108]), coarse-grained

(e.g., the PBS high-level schema to model abstract architectures [119]), and in

between (e.g., the Dagstuhl Middle Model [120]). Researchers try to establish

standard schemas for other domains as well, for instance, execution traces: ‘‘There

is also a need for a common [schema] for representing the execution traces of object-

oriented systems in order to permit interoperability among tools’’ [19]. In practice,

the diversity of tools makes it difficult to agree on schemas. Moise and Wong make

the following observation:

‘‘Often, an existing schema may not fit as-is to the particular software being analyzed

or the tools being used. Consequently, schema reuse is not a simple task, and a

proliferation of new schemas has resulted’’ [118].

All schemas have in common that they have weak semantics [121], that is,

meaning is derived from the names of schema entities and possibly informal

documentation. For example, an entity called line number is presumably used on a

source code fragment that exists at the given line number in a particular file.

However, even if this assumption is correct, it is still not clear if line numbers are

counted starting from zero or one, if the line number applies to raw or preprocessed

source, if the line number denotes where the fragment begins or ends, and so on.
2.2.3 API
Exchange formats specify the structure of the data and how it is stored on disk.

However, how to actually read/write the exchange format and how to represent it in

memory is not part of its specification [122]. Thus, tools often implement their own

readers and writers. These readers and writers have their own proprietary interface,

reflecting the specific needs of a particular tool. Furthermore, the features of the

programming language influence the nature and functionality of the API [40, 122].
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As a consequence, tools rarely can share an interface and its implementation.

Interoperability can be achieved if tools agree on a standardized API to read,

write, and manipulate data. A popular example of APIs that enable interoperability

for relational data is Open Database Connectivity (ODBC) and Java Database

Connectivity (JDBC). The GSEE software exploration tool supports JDBC for data

import [123].

Dedicated frameworks for reverse engineering offer an infrastructure for tool

integration via common data or control flows. Tools can implement certain inter-

faces to plug into the infrastructure. The CORUM frameworks are an effort to define

common APIs for the reverse engineering domain. However, these efforts have not

caught on in the reverse engineering community. Generally, the more sophisticated

the interoperability mechanism, the more standardization and agreement among

tools is necessary. Jin observes, ‘‘although the use of APIs significantly improves

the speed and ease of interaction among tools, they still need to know how they can

interact with each other. A tool must be aware of the requests it can make of another

tool it interfaces with’’ [124]. This form of tool interaction can be achieved by

extending the API with message passing mechanisms based on a message bus (e.g.,

ToolBus), or point-to-point connections.

One can attempt to draw an analogy between exchange formats (e.g., RSF) and

APIs (e.g., ODBC) on how they achieve interoperability. Both abstract from the

tools’ execution environments. For example, RSF is stored in ASCII files, abstract-

ing away different file systems. Similarly, ODBC abstracts from a concrete rela-

tional database. All data adheres to the same structure, or syntax: With RSF, data is

represented in tuples, in ODBC data is represented in tables. The underlying model

in RSF is a typed, directed, attributed graph; in ODBC it is relational algebra. Both

approaches allow schema introspection: RSF has an (optional) schema description

file; ODBC has catalog functions.
2.2.4 Discussion
Interoperability and integration of tools has been extensively addressed by

researchers in the context of CASE tools and software development environments.

Meyers identifies a number of requirements for tool integration: (1) it should be easy

to write new tools for use in a development environment, (2) a new tool should be

easy to add to the environment without the need to modify other existing tools that

are already part of the environment, and (3) there should be no need for different

tools to perform the same task (e.g., no more than one parser for a particular

language) [125]. He also discusses several approaches to system integration that

have been already discussed here: shared file system (i.e., tools exchange data based



THE TOOLS PERSPECTIVE ON SOFTWARE REVERSE ENGINEERING 211
on exchange formats), selective broadcasting (i.e., message passing among tools),

simple databases (i.e., tools use a common database as repository), and canonical

representations (i.e., tools share a common schema).

One approach pursued by the reverse engineering community to achieve interop-

erability is to agree on a common exchange format. This is exemplified by the thrust

to establish GXL. There are also concrete proposals for schemas in a number of

areas (e.g., Cþþ ASTs, mid-level architectural information, and trace extraction),

but no proposal has achieved widespread use yet. The community has also consid-

ered more ambitious interoperability mechanisms such as a common repository and

APIs. For instance, Sim acknowledges the usefulness of a standard exchange format,

but argues to move toward a common API:

‘‘Data interchange in the form of a standard exchange format (SEF) is only a first step

towards tool interoperability. Inter-tool communication using files is slow and cum-

bersome; a better approach would be an application program interface, or API, that

allowed tools to communicate with each other directly.... Such an API is a logical next

step that builds on the current drive towards a SEF’’ [126].

However, there is no indication that the reverse engineering community is

devoting significant effort to realize this proposal. This is perhaps not surprising,

considering that discussion on standard schemas has just begun. In a sense, agree-

ment on an API is comparable to a simultaneous agreement of a standard exchange

format along with a number of the most important schemas. Furthermore, exchange

formats have their own benefits and it is not clear that APIs are necessarily a move in

the right direction.

There is another approach to interoperability that has been mostly ignored so far

by the reverse engineering community, namely service-oriented architectures

(SOAs). SOA aims to integrate heterogeneous software systems with the use of

middleware and services. Software systems expose their functionalities as services,

communicating with each other via some kind of middleware. Reverse engineering

tools could offer functionalities as web services, and thus allow other tools to

discover and call their services in a standardized form. Tool services would allow

the development of new reverse engineering functionality via service composition,

possibly even on demand. To our knowledge work in this direction is limited so far.

Ghezzi and Gall are proposing an approach based on web services [127]. They

envision software analysis web services (which are wrappers of already existing

tools) that are registered in an analysis catalog (which is organized with the help of a

taxonomy). There is an analysis broker that enables users to manage the catalog and

to compose services. To facilitate interoperability they propose to use ontologies

encoded in OWL to represent inputs to and results of tools.
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2.3 Customizability
‘‘It has been repeatedly shown that no matter how much designers and programmers try

to anticipate and provide for users’ needs, the effort will always fall short.’’

Scott Tilley [91]

Customizability is another important requirement for reverse engineering tools.4

As the introductory quote by Tilley suggests, reverse engineering activities are quite

diverse and depend on many factors. As a result, reverse engineers have to continu-

ously adapt their tools to meet changing needs. Thus, it is insufficient for a reverse

engineering tool to be general (i.e., it can be used without change in different

contexts), it has to be flexible as well (i.e., it can be easily adapted to a new

context) [128].

Michaud looks at software customization by asking what is customized, how is it

customized, who performs it, and when does it occur [129]. In terms of what is

customized one can distinguish between data, presentation, and control customiza-

tion. In terms of how software is customized one can distinguish between source

code customization and other forms that do not require to write code such as option

screens, wizards, and configuration files. Customizations can be performed by the

tool designers, a dedicated person who customizes the tool to suit a group of users,

and the tool users themselves. Customization mechanisms are put in place during

tool development by the original tool designers. These mechanisms are then used

when installing the tool and during run-time.

In the context of data reverse engineering, Davis observes that ‘‘tools need [to be]

customized to each project’’ [130]. Customizability also enables to meet needs that

cannot be foreseen by tool developers, for instance, if a tool is applied in a new

context or domain. Best states, ‘‘if the designer does not create an architecture that

lends to extensibility, opportunities to use the tool in other domains can be missed’’

[131]. Tilley characterizes such customizable tools as domain-retargetable [91].

Conversely, a tool that is not customizable is probably too rigid to meet the changing

needs of reverse engineers except in a few well-understood circumstances. Marko-

sian et al. say for reengineering tools, ‘‘in our experience, lack of customizability is
the single most common limiting factor in using tools for software analysis and

transformation’’ [132].

Many tool developers, including commercial ones that produce mass-market

software, see customizability as an important requirement to satisfy their customers.
4 Since most researchers do not distinguish between customizability and extensibility, we use both

terms interchangeably. A concept related to customizability is end-user programmability, which allows

users of an application to tailor it programmatically to their needs [92].
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In the following, we give examples of researchers that discuss extensibility as a

general tool requirement:

—Buss and Henshaw discuss their experiences with the reverse engineering of

IBM’s SQL/DS system. Among the lessons learned, they state that ‘‘any reverse

engineering toolkit must be extensible to meet your problem domain needs,’’ and

‘‘since reverse engineering is an open-ended, context-dependent activity, it is

imperative that its toolkits be similarly open-ended, flexible, extensible, and versa-

tile’’ [133].

—In his dissertation about domain-retargetable reverse engineering, Tilley states,

‘‘a successful reverse engineering environment should provide a mechanism through

which users can extend the system’s functionality’’ [91].

—Bellay and Gall’s evaluation framework for reverse engineering tools contains

a toolset extensibility criterion: ‘‘Tool extensibility is an important feature of many

types of tools. This is also the case for reverse engineering tools, in which additional

functionality often needs to be integrated to meet the specific constraints of a reverse

engineering activity’’ [72]. The framework further distinguishes between extensibil-

ity of parsers, user interfaces, and tool functionality.

—Hainaut et al. give ‘‘functional extensibility’’ for CASE tools as a requirement,

motivating it with ‘‘no CASE tool can satisfy the needs of all users in any possible

situation’’ [18].

—Reiss has developed a tool, CLIME, to aid software maintenance by formulat-

ing constraints on development artifacts such as source code, UML design diagrams,

comments, and test cases. Such a tool should be ‘‘adaptable to new design techni-

ques and approaches’’ and as a result ‘‘must be open and extensible’’ [134].

Typically, tools enable customization of their functionalities via configuration

files, built-in scripting support, or programmable interfaces [129].
2.3.1 Repositories
A repository consists of a schema and the data stored according to the schema.

Each repository provides a rudimentary form of extensibility, because the data that is

stored in the repository is not fixed, but customized by the applications that uses the

repository. Thus, a more meaningful form of repository customizability is to look at

the customizability of a repository’s schema. In fact, customizability of a reverse

engineering tool is often realized with an extensible schema. The developers of the

Moose reengineering tool state, ‘‘the extensibility of Moose is inherent to the

extensibility of its [schema]’’ [89].

A number of researchers agree that an exchange format ‘‘should be extensible,

allowing users to define new schemas for the facts stored in the format as needed’’

[119, 126]. More specifically, Ducasse et al. require that ‘‘an environment for
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reverse engineering and reengineering should be extensible in many aspects: . . . the
[schema] should be able to represent and manipulate entities other than the ones

directly extracted from the source code (e.g., measurements, associations, relation-

ships, etc.)’’ [89]. Among the requirements that Ferenc et al. have identified for a

Cþþ schema is the need for schemas to ‘‘be modular and easily extensible’’ [34].

Similarly, Riva states that an exchange format ‘‘should be easy to extend by the

users themselves without the knowledge of complicated procedures’’ [135]. One of

Wong’s requirements for a reverse engineering repository is to ‘‘support dynami-

cally evolvable schemas’’ [62]. He further elaborates, ‘‘this flexibility to evolve

schemas dynamically and incrementally is especially important in software under-

standing. New needs and concepts often arise over time.’’ Event traces are an

example of data obtained with a dynamic analysis. The ISVis tools supports the

extension of trace data with new event types without having to change the tool itself:

‘‘As far as ISVis is concerned, events have types, and the exact nature of the type is

unimportant to the pattern matching ISVis provides’’ [92].

One can distinguish between the following forms of schema extensibility:

Fixed: Fixed schemas model a certain domain, which is not expected to change.

For example, the Bauhaus Resource Graph models the design level of procedural

languages [33]. A number of analyses and visualizations have been implemented

based on this schema. Consequently, changes in the schema are expected to cause

changes in the Bauhaus tool.

Ad hoc: This approach allows to add information in an unstructured way, typically

in the form of annotations or extensions (which can range from free comments in

natural language to formal assertions) [69]. For example, software engineering

environments allow tool-specific decorations of abstract syntax trees [125], and

UML allows to attach string tags to entities. Tool is then expected to ignore

annotations that they do not know.

Domain-extensible: Domain-extensible schemas provide a core schema describ-

ing certain common domain features [136]. The core schema can then be extended.

The FAMIX schema of the Moose tool provides a language-independent represen-

tation of object-oriented features, the core model, which can be extended with

language-specific information [89]. Similarly to FAMIX, the Dagstuhl Middle

Model allows extensibility via subclassing [120].

Domain-retargetable: Domain-retargetable schemas are domain-neutral per se,
allowing the specification of any domain. For instance, the TA exchange format has

been used to define schemas for architecture recovery at various levels of abstraction

[90, 119, 137]. RSF has schemas to represent higher level software architectures,

Cþþ, Java, web sites, C, COBOL, PL/AS, LaTeX, and so on. The Rigi tool is a

generic graph viewer that can visualize data that adheres to any RSF schema.
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2.3.2 Extractors
There are few customizable extractors for reverse engineering. An early example

of a customizable parser is Software Refinery’s DIALECT. Newcomb and

Markosian report their experiences with the migration of a COBOL payroll system

[138]. They give a simple customization example of DIALECT:5 ‘‘the OS/VS

compiler used for the payroll system allowed some periods at the end of sentences

to be omitted; this syntax had not previously been handled by REFINE/COBOL.’’

TXL is a source code analysis and transformation tool that allows grammar

customizations via so-called agile parsing [139]. In TXL, there is a base grammar

for the input language that can be customized with grammar overrides (e.g., to

support a particular dialect or analysis task). A typical idiom in TXL programs is to

first include the base grammar and then to change selected nonterminals with

redefine statements. For example, the left side of Fig. 2 shows a definition of a

statement nonterminal for a toy imperative language. In order to introduce a block

construct to this toy language, a redefine can be used that extends the nonterminal

with a block_statement alternative (right side of Fig. 2).

Whereas parsers typically target only a single language and offer very limited

customizations (e.g., via command-line switches), lexical analyzers do not target a

particular language and can be extensively customized via pattern specifications.

Cox and Clark make the following observation about their lexical extractor:
5 Customizations of parsers is difficult to accomplish because it is necessary to understand the

particular parsing technique (e.g., LALR or LL) as well as the grammar itself. Since DIALECT is a

LALR(1) parser, it probably needs expert knowledge to actually customize it.

FIG. 2. Example of a grammar override in TXL.
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‘‘Lexical tools are often faster to develop than parser-based tools and, when developed

using hierarchical pattern sets, can be easily extended or adapted for novel situations.

Extension is performed through the addition of new lexical levels or additional patterns

in an existing level’’ [140].
2.3.3 Analyzers
Most program analyses are fixed in the sense that the reverse engineer cannot turn

any knobs to influence the outcome of the analysis (e.g., one cannot trade speed for

precision, or vice versa). For instance, there are many clone detection analyses, but

few of them can be easily customized to control what constitutes a code clone and

what does not. However, flexible analyses can be valuable because it allows the

reverse engineer to instruct an analysis to focus its effort on information that is most

relevant to a particular reverse engineering task [50].

Jackson and Rinard believe that software analyses should give the engineers more

control, for instance, to customize the precision of an analysis: ‘‘Engineers need

different degrees of precision in different situations, at different points in the

program, and for different data structures. Applying a single analysis uniformly

across the entire program is therefore counterproductive’’ [49].

The IntensiVE tools offer a specification language to express structural con-

straints of Java source code (e.g., to check for design patterns or coding conventions)

[141]. Constraints are written in a declarative Prolog-style language, called SOUL,

that has predefined predicates that match Java language concepts (e.g., MethodDe-

claration and CatchClause). The unification semantics of SOUL can be customized

to follow different rules. Figure 3 shows how the unification of predicates can be

customized. Atkinson and Griswold have developed a whole-program analysis tool

that allows the user to control the precision of its analysis as well as its termination

criteria [142]. This avoids wasted resources caused by analyses that are more general

than a certain reverse engineering activity actually requires.
2.3.4 Visualizers
In Bassil and Keller’s survey on software visualization tools, 45% of the respon-

dents rated the ‘‘possibility to customize visualization’’ as ‘‘absolutely essential’’

[79]. The developers of the Sextant software comprehension tool say, ‘‘we conclude

that software exploration tools should be extensible to accommodate for domain-

specific navigation elements and relationships as needed’’ [143]. Reiss states that

‘‘since we cannot anticipate all visualizations initially, it should be easy to add new

graphical objects to the system’’ [144]. Among the requirements that Favre states for



FIG. 3. Customizing SOUL’s unification behavior in the IntensiVE tool.
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his GSEE software exploration environment is the need for ‘‘customizable

exploration’’ [123].

Reiss has analyzed why software understanding tools are often not used and

concludes that ‘‘the primary reason was that they failed to address the actual issues

that arise in software understanding. In particular, they provided fixed views of a

fixed set of information and were not flexible enough’’ [145]. Even though

customizations seem important, Wang et al. say that ‘‘existing visualization tools

typically do not allow easy extension by new visualization techniques’’ [146]. They

have developed the EVolve software visualization framework, which ‘‘is extensible

in the sense that it is very easy to integrate new data sources and new kinds of

visualizations.’’ A new visualization is realized by extending the EVolve Java

framework, which already provides abstractions for bar charts, tables, dot-plots,

and so on. Storey et al.’s visualization evaluation framework addresses customiz-

ability of tool interactions:

‘‘Effective interaction to suit particular user needs will normally require a high degree

of customization. . . . Saving customizations and sharing customizations across team

members may also be important’’ [82].

Storey et al. have evaluated 12 different visualization tools, concluding that

Advizor and Xia/Creole have high customizability; VRCS, Palantir, and Jazz have

low customizability; and the rest having no support for customizability. Based on

this study it appears that there is a number of tools that support customizability, but

this feature is not yet pervasive.
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Visualization tools support a number of customization mechanisms. In the

following we discuss typical ones with examples:

Extensibility hooks: Tools can provide hooks that make it easier to add function-

ality programmatically. In order to add functionality one has to write code in the

tool’s implementation language. Tool provides basic hooks via subclassing, design

patterns, and APIs. There are also more advanced schemes where tools are imple-

mented as frameworks and have plug-in architectures (Section 3.1).

For example, the EDGE graph editor allows to customize nodes and edges via

subclassing from base classes that support default behavior [147]. EDGE also provides

callbacks that are invoked for actions such as reading a graph, drawing a node, and

deleting an edge. Similarly, Graphviz has an API that allows to manipulate the in-

memory representation of graphs as described in Dot [148]. EVolve is a visualization

framework implemented in Java. In order to support a new visualization, the Visuali-

zation class needs to be subclassed and the class’ abstract methods must be implemen-

ted [146]. The GSEE tool is implemented as an object-oriented framework dedicated to

software exploration and a set of customizable tools that instantiate the framework.

Scripting: Tools can offer a scripting layer to simplify end-user programming.

AT&T’s graphviz provides an interactive editor, Dotty, which can be customized

with a dedicated scripting language, called Lefty [148]. The Rigi graph editor can be

scripted with Tcl/Tk [23]. This makes it easy tomodify Rigi’s user interface to provide

new user interactions and to change existing ones (e.g., via adding or modifying drop-

down menus and pop-up forms). However, Rigi’s graph visualization cannot be easily

changed (e.g., the shapes of nodes are fixed). The implementors of the Dali architecture

reconstruction tool chose the Rigi tool for its extensibility via scripting:

‘‘We needed to use a tool that provided both domain specific functionality—to do the

necessary graph editing and manipulation—and extensibility, to integrate with the rest

of the functionality of Dali. We are currently using Rigi for this purpose, since it

provides both the ability to manipulate software models as graphs and extensibility via

a control language based on Tcl’’ [114].

Soft Vision is an open visualization toolkit whose functionality is very similar to

Rigi’s. The toolkit has a layered architecture consisting of a Cþþ core to improve

performance and a Tcl/Tk layer [149]. The Cþþ core exposes an API to the

scripting layer. Customization is accomplished either via the Cþþ API or Tcl

scripting. The authors made the experience that ‘‘for most visualization scenarios

imagined by our users, writing (or adapting) a few small Tcl scripts of under 50 lines

was enough. This was definitely not the case with other reverse engineering systems

we worked with’’ [149].

Mondrian is a visualization framework that can be scripted with Smalltalk [150].

Since the scripting provides intuitive abstractions new visualization can be defined



view := ViewRenderer new.
view nodes: model classes

using: (Rectangle withBorder width: #NOA; height: #NOM;
liniarColor: #LOC within: model classes).

view edges: model inheritances
using: (Line from: #superclass to: #subclass).

view layout: TreeLayout new.
view open.

FIG. 4. Scripting a view with Mondrian [150].
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with a few lines of code. To give an intuition of Mondrian’s capabilities, Fig. 4

shows as sample script and the resulting graph that it generates.

Declarative specifications: Declarative specifications can take various forms,

ranging from domain-specific languages to setting option interactively with the

tool’s user interface. Dot has a specification language to define a graph and

to control its rendering. Similarly, EDGE has a description language to specify

properties of the graph [147].

The following gives an example:

Graph.x-spacing: 30

Graph.layout.algorithm: ReduceCrossings

Node.borderwidth: 2

Node.label.font: TimesRoman8

Edge.arrow.style: solid

Edge.routing: straight

Configuration files and UI-based customizations can be seen as a rudimentary

form of declarative specification.

In the best case, tools offer various customization strategies. For example, the

Rigi tool has a startup file to configure fonts, icons, text editor, etc. As mentioned

before, more advanced customizations can be performed via Tcl/Tk scripting.

However, Rigi’s architecture provides no direct support to easily customize its

underlying C/Cþþ implementation.

Having various strategies at their disposal allows users to make trade-offs

decisions. For example, programmatic customization is very powerful, but has a
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steep learning curve. In contrast, scripting offers better rapid prototyping, but may

lack needed performance. And so on.
2.3.5 Discussion
Whereas our survey suggests that researchers see tool customizability as an

important requirement, many tools are lacking in this respect, especially extractors

and analyzers. In fact, customizability of extractors and analyzers is often forced by

scalability problems. For example, dynamic traces easily can become too huge to be

efficiently stored, retrieved, and investigated. As a result, trace extractors can be

customized for extracting only information at a certain level of granularity (e.g.,

functions, blocks, or statements), certain event types (e.g., function return or object

creation), or parts of the execution (e.g., code of certain classes or packages) [19].

There is also the approach to have a fixed extractor or analysis with the idea to have

its result then customized in a separate processing step (e.g., by a subsequent

analysis and/or visualization).

There are also analyses that are generic (i.e., they can operate independently of the

actual data or schemas) and thus do not need to be customized.6 A typical example

of such an analysis is a graph layout or a textual differencing algorithm. While such

generic analyses have the advantage that they are applicable across all schemas, they

have the disadvantage that they cannot exploit the domain knowledge encapsulated

by a particular schema.

A tool’s schema offers a key opportunity to achieve customizability. Indeed, Sim

et al. offer the thesis that ‘‘tools supporting program comprehension and software

maintenance require flexible conceptual models that can be modified as the user or

task requires’’ [151]. Equally importantly, schemas should allow introspection

during run-time. This has been already realized by reverse engineering repositories.

Similarly to the schemas of repositories, tools should reify conceptual properties

such that they can be queried and perhaps even modified during run-time. This could

lead to tools that can be customized to the task at hand during run-time (rather than

during a dedicated customization step that is performed off-line). A step in this

direction is the Fame library, which enables run-time meta-modeling [40].

Last, tools are currently focusing exclusively on customization, disregarding

personalization. In contrast to customization, which is controlled by the user,
6 These analyses typically exploit the fact that all schemas adhere to a commonmeta-schema (or meta-

meta-model). For example, all RSF schemas are composed of nodes, arcs, and attributes, even though

concrete schemas differ by the actual types of these entities.
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personalization is initiated by the tool itself. It seems worthwhile to try to apply

research results of personalization of systems such as web applications to tools.
2.4 Usability
‘‘Nice tool, but it takes some time to get used to it.’’

user feedback for the sv3D visualization tool [152]

Usability can be defined as the ease of use of a system for a particular class of

users carrying out specific tasks in a specific environment [153]. This definition

emphasizes that usability depends on the context of use as well as the user.

Usability encompasses a set of other quality attributes or characteristics such as

[153, 154]:

Learnability: The system should be easy to learn so that the user can rapidly begin

working with the system.

Efficiency: The system should be efficient to use, enabling a user who has learned

the system to attain a high level of productivity.

Memorability: The system should be easy to recall, allowing the casual user to

return to the system without having to relearn everything.

Satisfaction: The system should be pleasant and comfortable to use.

Among the goals of software engineering are the construction of systems that

users find both useful and usable. The same is true for the construction of reverse

engineering tools. Meeting the usability requirement of users has several benefits

[154]. It improves the product, resulting in productive and satisfied users; increases

the reputation of the product and the developer, potentially increasing the product’s

use; and decreases costly redevelopment caused by user complaints.

Researchers in the reverse engineering field have pointed out the importance of

usability as follows:

—In a position statement for a WCRE panel, Müller et al. state, ‘‘reverse

engineering tool developers not only need to understand the technology side but

also need to take the business requirements and the application usability more and

more into account’’ [155].

—Walenstein says in his dissertation about cognitive support in software engi-

neering tools: ‘‘The first rule of tool design is to make it useful; making it usable is

necessarily second, even though it is a close second’’ [156].

—Discussing tool design and evaluation, Wong assures that ‘‘for program

understanding tools, careful design and usability testing of the user interface is

important’’ [62].
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—In a talk entitled Creating Software Engineering Tools That Are Usable,
Useful, and Actually Used Singer states: ‘‘Simply put, if a tool isn’t usable it

won’t be used’’ [157].

—Maccari and Riva have conducted an empirical evaluation of CASE tool usage

at Nokia [158]. The respondents rated the modeling requirement to ‘‘be intuitive and

easy to use’’ as highly useful (i.e., the median value of the responses was above four

on a five-point scale). However, based on their experience with existing CASE tools

such as Rational Rose, the respondents replied that this requirement is ‘‘insuffi-

ciently well implemented.’’

—In a survey, participants rated the importance of requirements for software

visualization tools [79]. The requirement ‘‘ease of using the tool (e.g., no cumber-

some functionality)’’ was selected as the second-most important practical aspect,

which 72% rated as very important (i.e., the highest value on a four-point scale) [79,

p. 8]. However, the authors of the survey believe that ‘‘unfortunately, we found a

disturbing gap between the high importance attached to the two aspects ease of use

and quality of the user interface, and the ratings of these qualities in the software

visualization tools in practical use’’ [79].

Tool developers often are not aware of the importance of usability or do not know

how to achieve it. However, in order to systematically identify and improve a tool’s

usability problems, it is necessary to change tool developers’ attitudes toward

usability [159]. There are two approaches how one can design for usability [154]:

product-oriented and process-oriented.
2.4.1 Product-Oriented Usability
Product-oriented approaches consider usability to be a product characteristic that

can be captured with design knowledge embodied in interface guidelines, design

heuristics, and usability patterns. For instance, Toleman and Welsh report on the

evaluation of a language-based editor’s interface based on 437 guidelines [160].

This catalog covers functional areas such as data entry, data display, sequence

control, and user guidance [161].

The evaluation of the usability of reverse engineering tools is often focused on the

user interface. Toleman and Welsh say, ‘‘user interface design guidelines are an

important resource that can and should be consulted by software tool designers’’

[160]. In Bassil and Keller’s survey, 69% believe that ‘‘quality of user interface

(intuitive widgets)’’ is a very important requirement [79, p. 12]. Reiss, who has

implemented many software engineering tools, believes that ‘‘having a good user

interface is essential to providing a usable tool’’ [162]. He provides a rationalization

for the user interface choices of the CLIME tool, but does not support his decisions

with background literature. For the BLOOM software visualizer, Reiss emphasizes
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that both usefulness and usability are important: ‘‘While it is important to provide a

wide range of different analyses and to permit these to be combined in order to do

realistic software understanding, it is equally important to offer users an intuitive

and easily used interface that lets them select and specify what information is

relevant to their particular problem’’ [145].

Storey’s cognitive framework emphasizes usefulness aspects for comprehension

tools, but also has a design element that requires to ‘‘reduce UI cognitive overhead’’

[163]. Storey et al. further elaborate on this design element, stating that ‘‘poorly

designed interfaces will of course induce extra overhead. Available functionality

should be visible and relevant and should not impede the more cognitively

challenging task of understanding a program’’ [164].

Design heuristics suggest properties and principles that are believed to have a

positive effect on usability. Heuristics address issues such as consistency, task match,

memory-load, and error handling. Bass et al. have collected 26 general usability

scenarios [165]. A scenario describes an interaction that a user has with the system

under consideration from a usability point of view. Examples of scenarios are

Aggregating Data (i.e., systems should allow users to select and act upon arbitrary

combinations of data), Aggregating Commands (i.e., systems should provide a batch

or macro capability to allow users to record, aggregate, and replay commands),

Providing Good Help (i.e., systems’ help procedures should be context dependent

and sufficiently complete to assist users in solving problems), Supporting Interna-

tional Use (i.e., systems should be easily configurable for deployment in multiple

cultures), Modifying Interfaces (i.e., system designers should ensure that their user

interfaces can be easily modified), and Verifying Resources (i.e., systems should

verify that all necessary resources are available before beginning an operation).

To our knowledge, there is no catalog of design heuristics for the reverse

engineering domain. However, researchers sometimes relate their experiences,

providing tidbits of ad hoc usability advice. Examples of such tidbits, grouped by

usability characteristics, are:

Learnability: Respondents in Bassil and Keller’s survey view learnability as

relatively less important; less than half see ‘‘ease of learning and installation of

the tool’’ as a very important aspect [79, p. 7].7 In contrast, Reiss emphasizes that

software developers ‘‘will use new tools, languages, resources, etc., if (and this is a

big if) the cost of learning that tool does not exceed its expected rewards and the tool
7 Unfortunately, this item in the survey combines two distinct attributes: learnability and ease of

installation. The authors decided to group these together because both attributes can be considered as a

necessary up-front investment to get productive with the tool (private e-mail correspondence with Rudi

Keller).
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has been and can easily shown to provide real benefits’’ [166]. For search tools that

are based on pattern matching, Bull et al. require ‘‘an easy to specify pattern’’ [167].

This requirement trades improved query learnability (as well as simplicity and

specification time) for less expressive power [168].

Easy installation: A tool should be easy to install. Reiss says that ‘‘it is rare to find

a software visualization tool that an uninformed programmer can take off the shelf

and use on their particular system immediately’’ [166]. Generally, the more difficult

the installation, the less likely that the tool will be tried out. Thus, in the best case a

tool requires zero installation. A promising approach is to make tool functionality

available via the web browser. D’Ambros et al. say that ‘‘if a tool is available as a

web application then there is no installation and the cost for people to ‘give it a try’ is

minimal’’ [169]. The REportal reverse engineering tool is implemented as a Web

portal. Users can upload the source code that they want to analyze and then run

analyses; thus ‘‘users are not required to install any software on their computers in

order to use the portal services’’ [170].

Efficiency: According to Reiss, a tool’s usage should ‘‘have low overhead and be

unintrusive’’ [134]. Especially, it should not interfere with existing tools or work

practices. Reverse engineers often manually inspect, create, and modify the data

represented with an exchange format. To simplify this activity, these formats should

be human readable and composable (Section 2.6).

Memorability: The scripting interface of a tool should not overwhelm the user

with too many commands. For instance, Moise and Wong made the experience that

‘‘the Rigi command library was difficult to learn and awkward to use with the sheer

number of commands’’ [99].

Satisfaction: In order to keep reverse engineers motivated, tools should be

enjoyable to use. Especially, ‘‘do not automate-away enjoyable activities and

leave only boring ones’’ [171]. Tools should be designed to ‘‘keep control of the

analysis and maintenance in the hands of the [users]’’ [172]. Otherwise, the user may

feel threatened and devalued by the tool.
2.4.2 Process-Oriented Usability
Process-oriented approaches such as user-centered design consider usability as a

design goal that can be achieved with a collection of techniques involving the end

users (e.g., task analysis, interviews, and user observations). Singer answers the

question of ‘‘How do you make a tool usable?’’ with the recommendation to

‘‘conduct pilot tests on [the] target user group,’’ and to ‘‘bring it to users early and

often’’ [157].

The SHriMP tool has a history of user studies, which also had the goal to improve

the tool’s usability. For instance, a pilot study (involving 12 users who were
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videotaped using think-aloud) has lead to recommendations for interface improve-

ments to SHriMP (and Rigi) [102, 163]. These recommendations were then used to

redesign SHriMP’s interface [163]. The redesign involved, for instance, a more

effective navigation of the visualized graphs combining contextþdetail with

panþzoom, alternative methods of source code browsing, and the introduction of

modes to reduce the cognitive overhead of the users during navigation. The new

interface was then evaluated with another user study (which used videotaping and

think-aloud, but also a questionnaire and an informal interview) [163, 173]. Besides

SHriMP, the TkSee tool is also an example of a reverse engineering tool that has

employed user studies (see below).

Awkward usage scenarios or work patterns can also give hints on how to improve

usability. For instance, observing the work of professional software engineers,

Singer and Lethbridge found that they did ‘‘jumping back and forth between tools,

primarily Unix command line (performing grep) to editor and back. This jumping

involved the use of cut and paste to transfer data and was frequently awkward’’

[174]. This scenario points toward a better integration and interoperability of tools to

improve usability.
2.4.3 Usability in TkSee
The design and evolution of the TkSee search tool is an example of a tool-building

effort that has combined both product-oriented and process-oriented approaches in

the form of guidelines and user studies to improve the tool’s usability. A product-

oriented approach was followed by evaluation of TkSee based on Nielsen’s usability

guidelines [175]. Three evaluators identified 114 usability problems. The types of

problems found were poor or missing feedback (e.g., what has happened following

an interaction), possible confusion about tool behavior, possible misinterpretation

(e.g., meaning of labels or menu items), poor labeling, lack of labeling, lack of

consistency, poor graphical design, unnecessary features, lack of needed features,

lack of robustness (e.g., tool crashes or hangs), incorrect behavior, and nonoptimal

interaction.

The usability analysis of TkSee showed that it is important to have several

evaluators with different backgrounds. One of the evaluators had a background in

usability, but no background about the problem domain (i.e., program comprehen-

sion). This person tended to find general usability problems related to feedback,

labeling, and graphical design, etc. In contrast, another evaluator that was already

knowledgeable about TkSee and the problem domain tended to point out missing

features and incorrect behavior. TkSee was also evaluated with a user analysis

involving videotaping and think-aloud usability testing [175]. Eight participants

found 72 problems, of which 53% had already been identified before by the



Hierarchy. Different relationships
represented by indentation

Text area, showing source code and
highlighting the item selected on the
hierarchy at the left

Type (purple) of the variable
above

Variable (green) found in the
file above

Problem report (green P)
related to file above

Line of code from grep (purple
binoculars) found in routine
above

Routine (brown) found in the
file above

File (blue). At zero indentation,
meaning it was part of the
original search

Improvement: Menus and
icons relating to a specific
pane are found directly above
that pane

Bookmark: Indentation indicates that it was
created while viewing another. Since it is
selected, its contents is shown below

Improvement: More compact
area for history of bookmarks

Improvement: Ability to open
the displayed file in an editor
of the user’s choice
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evaluators. This shows that both product-oriented and process-oriented approaches

are complimentary and that both should be used to evaluate a tool’s usability.

Figure 5 shows a screenshot of TkSee after its redesign, identifying some changes

that were made as a result of the usability evaluation.
2.4.4 Discussion
In 1991, Grudin observed that ‘‘resistance to unfriendly systems is growing. There

is growing competitive pressure for usability in the marketplace, particularly in

mature application domains’’ [176]. Almost two decades after this statement, it is

questionable whether usability of software has improved drastically. Whereas the

problem of usability seems to have more visibility, it is still difficult to overcome

due to other, competing pressures such as feature creep and time to market.

Usability is recognized as a problem by researchers, but it is often addressed in an

ad hoc manner. Tool developers rarely discuss how they established the usability of

their design. Toleman and Welsh testify, ‘‘in general, the design rationales for
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software tools that are available rarely indicate the basis for the design of the user

interface’’ [160]. There is the underlying problem that researchers in reverse engi-

neering have neither made an attempt to define nor clarified what they mean by

usability. As a result, usability is often judged subjectively by the tool developers.

Toleman and Welsh criticize that ‘‘software tool designers consider themselves

typical users of the tools that they build and tend to subjectively evaluate their

products rather than objectively evaluate them using established usability methods’’

[160]. Too often, usability is only superficially addressed. Lanza and Ducasse

address the usability of their CodeCrawler visualization tool by saying that ‘‘our

tool has been downloaded over 2000 times and, although we have not performed a

user survey yet, from personal and e-mail discussions with the users, we

have learned that after a short learning time they know what they can get out of

each view’’ [57]. Whereas these indications are encouraging for CodeCrawler

indeed, they cannot replace a more formal usability assessment (such as exemplified

by SHriMP and TkSee). In contrast, the developers of the Sextant software

exploration tool go one step further by first stating five functional requirements

(i.e., integrated comprehension, cross-artifact support, explicit representation,

extensibility, and traceability), and then arguing how Sextant meets these require-

ments [177].

Storey’s cognitive dimensions framework is mostly focused on improving

the usefulness of a program comprehension tool, but not its usability. Green and

Petre introduce a framework to assess the usability of programming environments

[178]. As a start, researchers should apply existing usability framework while

developing usability guidelines specifically for the reverse engineering domain.
2.5 Adoptability
‘‘Technologists tend to think that if they build a good thing, people will find their way

to it and adopt it on their own, based on its inherent goodness...Wrong.’’

Lauren Heinz [179]

For almost all new ideas, practices, technologies, tools, and other innovations8 in

general, there is the concern of how to get them adopted. As the above quote

suggests, adoption of innovations cannot be taken for granted, regardless of the

perceived benefits by its proponents. This painful experience has been repeatedly

made by different innovators in diverse areas. An example of a famous adoption
8 Roger defines an innovation as ‘‘an idea, practice, or object that is perceived as new by an individual

or other unit of adoption’’ [181, p. 11].
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problem in the software engineering area are CASE tools. Even though CASE tools

were promoted as significantly increasing software development effectiveness in

terms of productivity and quality, many developers did not use these tools or

abandoned them later on—leading to questions such as ‘‘why are CASE tools not

used?’’ [181].

The attempt to move toward a common exchange format for reverse engineering

is an interesting example of the adoption of a new standard within a research

community. The goal of a common exchange format is to simplify tool interopera-

bility. However, to achieve this vision, a diverse group of stakeholder have to agree

to adopt a standard first. Establishing a standard exchange format or schema is

difficult because existing tools have to be modified for compliance, which may not

be economical [108]. But without a critical mass, an exchange format does not make

the transition to a standard exchange format. Adoption of a new format can be

encouraged by addressing the functional and nonfunctional requirements of its

users.9 In other words, the exchange format should be an ‘‘early and clear win for

adopters’’ [182].

Perhaps the most import theory that is able to explain adoption is diffusion of

innovations [180]. The theory’s roots are in sociology, but there are hundreds of

publications that have applied it to study the adoption of innovations in a vast

number of fields. Diffusion of innovations has identified the following character-

istics as most significant [180, p. 15]:

Relative advantage (þ): Relative advantage is the degree to which an innovation

is perceived to be better than what it supersedes. The immediacy of the rewards of

adopting an innovation is also important and explains why preventive innovations

have an especially low adoption rate.

Relative advantage can mean that reverse engineers notice that a certain tool

allows them to perform certain tasks with more ease, in less time, or with higher job

satisfaction.

Compatibility (þ): Compatibility denotes the consistency with existing values,

past experiences, and needs. Generally, innovations are understood by putting them

in relation with the familiar and the old-fashioned.

Favre et al. make the observation that ‘‘users are more likely to adopt a tool that

works in the same environment they use on a daily basis. This means that SE tools

should be integrated to the existing set of tools’’ [87]. For example, Buss and
9 Whereas it is clear that the users of an exchange format are researchers in the reverse engineering

field, it is difficult to assess the requirements of this rather diverse community. Proposals for standard

schemas face the same problem; a group of researchers proposing a schema for C/Cþþ note, ‘‘there is one

fundamental issue that we have not yet resolved: who are the end users of this schema and what are their

requirements?’’ [109].
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Henshaw report on a platform conflict of their tool; as a result ‘‘the product

maintainers are uncomfortable with the unfamiliar environment on which the anal-

ysis is run’’ [183]. The tool designers of sgrep try to improve adoption by making

their tool compatible with a popular existing search tool, grep. They state, ‘‘sgrep is

designed to be used in place of grep, so it is important that many of the design

decisions found in grep, transfer over to sgrep’’ [167]. Since grep is a command-line

tool, sgrep follows this pattern: ‘‘Although graphical user interfaces are often easier

to use for novice users, we believe that familiarity is more important than ease of
use, for the kinds of tasks we envision for sgrep’’ (emphasis added).

Complexity (�): Complexity is the difficulty of understanding and using an

innovation.

Adoption of a tool can be increased by making it easier to use, or by providing

training sessions and appropriate documentation. Complexity can also be reduced by

identifying and eliminating unnecessary tool features.

Trialability (þ): Trialability denotes the degree to which an innovation can be

experimented with, without committing to it.

The authors of a work practice study involving the TkSee tool believe that an

important factor in the adoption of the tool by developers was that ‘‘we allowed them

to continue their existing work practices (e.g., use of grep), rather than forcing them to

adopt a radical new paradigm’’ [174].Also, the TkSee search tool can be easily tried out

because reverse engineers can readily switch betweenTkSee and other search tools that

they were using before. A tool is easier to try out if it is easy to install (Section 2.4).

Observability (þ): Observability is the degree to which the results of an innova-

tion are visible to others.

For instance, if a tool is visibly used for other developers, it can have a beneficial

impact on adoption. Kollmann relates an experience he made in an industrial

project: ‘‘It can be observed that once a certain number of people have made positive

experiences with [an innovation], the propagation is often carried out considerably

faster. People seem to trust the experiences others have made and are easier

convinced to come aboard, resulting in a kind of snowball effect’’ [184].

These characteristics help to explain the rate of adoption. Adoptions that are

positively related (‘‘þ’’) with the above characteristics will be adopted more rapidly

than other innovations. Besides these characteristics, there are other factors that

determine adoption, for instance, communication channels, nature of the social

system, activities of change agents, and individual/collective decision-making.

Developers of reverse engineering tools have mostly ignored the question of

whether their tools are actually adopted by software developers and maintainers.

For program understanding tools, Mayrhauser and Vans have observed expectations

that users better adapt to a tool if they want to use it: ‘‘we still see attitudes reflected

in tool builders’ minds that if we just teach programmers to understand code the way
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they ought to (i.e., the way their tools work), the understanding problem will be

solved’’ [185]. Thus, instead of lowering adoption barriers and increasing the users’

incentives to adopt, this attitude expects users to pick up a tool in spite of the raised

adoption hurdles.

In the last few years, however, the reverse engineering community has started to

pay more attention to this question. This trend is exemplified by the following

sources:

—In 1996, Rugaber and Wills already point out that there is an adoption problem

of reverse engineering tools: ‘‘Reengineering research has had notably little effect

on actual software reengineering practice. Most of the published papers in the field

present techniques supported by prototype tools; few of which have actually been

used on real projects’’ [186].

—Eight years later, the organizers of the Fourth International Workshop on Adop-
tion-Centric Software Engineering come to a similar conclusion: ‘‘Research tools in

software engineering often fail to be adopted and deployed in industry’’ [187].

—Lethbridge makes the general observation that ‘‘one of the beliefs that moti-

vates software engineering tools builders is, ‘if we build it, they will come.’

Unfortunately, they often don’t come and we wonder why’’ [188]. Similarly,

Wong stresses that it is not enough to devise a new technique or tool and ‘‘simply

expect practitioners to pick it up and adopt it’’ [62].

—Software exploration tools use graphical presentation to visualize information

about a software system. Even though researchers perceive these tools as valuable

for reverse engineering and maintenance tasks, Storey reports that ‘‘despite the large

number of software visualization tools, few of these tools are used in practice’’

[164]. Storey et al. use the adoption problem as motivation to propose a framework

of cognitive design elements to guide tool design.

—In a roadmap paper for reverse engineering research for the first decade after

the year 2000, Müller et al. state that they believe ‘‘perhaps the biggest challenge to

increase effectiveness of reverse engineering tools is wider adoption; tools can’t be

effective if they aren’t used’’ [46].

—In his dissertation, Wong demands from researchers to ‘‘address the practical

issues underlying reverse engineering tool adoption’’ [62]. Discussing lessons

learned from his Reverse Engineering Notebook, he says, ‘‘make adoption issues

an integral part of reverse engineering tool research and design’’ [62].
2.5.1 Tool Adoption Research
There are few researchers who see the adoption of their tools as a first-class

requirement for their research endeavor. One notable exception is the Adoption-

Centric Reverse Engineering (ACRE) project, which explores the adoption problem
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of reverse engineering tools. It has initiated a series of four workshop on Adoption-

Centric Software Engineering (ACSE 2001–2004) [187]. ACRE addresses the

adoption problem with two lenses, cognitive support and interoperability. Since

most research tools only support a few selected program understanding or mainte-

nance tasks, reverse engineers typically have to integrate them with other tools to

use them effectively. ACRE proposes to investigate the use of data, control, and

presentation integration technologies such as XML protocols, the GXL exchange

format, Web browsers, ECMAScript, SVG, Eclipse, and web services to make tools

more interoperable and thus more adoptable. The other lens, cognitive support,

refers to the means by which tools assist the cognitive work of their users (i.e.,

thinking and reasoning) [156]. Examples of everyday tools that provide some form

of cognitive support are shopping lists, address books, and pocket calculators.

Without them, certain tasks would have to be performed with an increased cognitive

load (e.g., in terms of memorization and computation).

Lethbridge considers adoption using three factors: costs, benefits, and risks of tool

use [188]. Potential adopters often do not perform a formal analysis of these factor,

relying on their ‘‘gut feeling’’ instead. Examples of costs of use are (c1) purchasing of

the tool, (c2) purchasing of extra hardware or support software, (c3) time to install and

configure the tool, and (c4) time to learn the tool. Examples of benefits of use are (b1)

time saved by the tool, and (b2) value of the increased quality of work done. Examples

of risks are (r1) costs are higher than expected, (r2) benefits are less than expected, (r3)

unintended negative side effects (e.g., data corruption), (r4) discontinued tool support,

and (r5) difficulty to revert to previous work environment. Discussing the factors,

Lethbridge says that ‘‘in addition to perceiving costs and benefits differently, adopters

will more intensively perceive the risks, and the more risks they perceive, the more

their perceived benefits must exceed their costs of adoption to take place’’ [188]. In

contrast, tool researchers tend to focus on costs and benefits, ignoring or down-playing

the risks. Lethbridge’s factors can be used to assess tool-adoption scenarios. For

instance, adopting a reverse engineering tool that is build on top of an office suite

(as envisioned by ACRE) should have low purchasing costs assuming the office suite

is already used (c1 and c2), a simple installation process if the tool is provided as a

plug-in (c3), and favorable learning curve resulting in saved time (c4 and b1). On the

other hand, updating the office suite might render the plug-in inoperative (r4) and users

might become trapped in a certain data format (r5).

Tilley et al. have looked at the adoption of research-off-the-shelf (ROTS) soft-

ware [189]. They say,

‘‘in our opinion, adoption is one of themost important, yet perhaps least appreciated, areas

of interest in academic computer science circles. . . . Indeed, it can be argued that ‘transi-
tionability’ as a quality attribute should receive more emphasis in most software projects’’
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In applied fields such as software engineering, ‘‘it may be a measure of success for

the results of an academic project to be adopted by an industrial partner and used on

a regular basis.’’ However, whereas adoption is a desirable (long-term) goal for a

research project, it is not a necessary criterion for success. This is caused by the

academic reward structure, which emphasizes publications rather than workable

tools. As a result, the adoption of ROTS software is complicated by lacking

‘‘completeness (e.g., a partial solution due to an implicit focus on getting ‘just

enough’ done to illustrate the feasibility of a solution, rather than going the ‘last

mile’ to bring the prototype to market).’’ This is especially the case if the software is

the result of a one-person effort produced as part of a Master’s thesis or dissertation.

Additional complications for adoption are ‘‘understandability (e.g., a lack of high-

quality documentation)’’ and ‘‘robustness (e.g., an implementation that is not quite

ready for prime time).’’ Huang et al. also look at the relationship between academia

and industry: ‘‘Both parties know that they have a symbiotic relationship with one

another, yet they seem unable to truly understand what each other needs’’ [190].

Industry has a potential interest in research results that can mature and then be

integrated into existing processes to improve software development. To encourage

interest from industry, researcher have to solve relevant problems and not to work on

problems that are ‘‘removed from the current needs of potential users.’’

Also, adoption of tools and techniques by industry could be encouraged with

third-party case studies and quantitative data, but these are rarely available for

ROTS software [191].
2.5.2 Adoption Factors
Researchers have suggested many potential factors that affect tool adoption,

summarized as follows:

Tool: Researchers have mostly focused on factors that can be attributed to the tool

itself. To get adopted, tools have to be both useful and usable. Storey says,

‘‘although there are many software exploration tools in existence, few of them are

successful in industry. This is because many of these tools do not support the right

tasks’’ [163]. Bull et al. state, ‘‘in any field, ease of use and adaptability to the tasks

at hand are what causes a tool to be adopted’’ [167]. Wong believes that ‘‘light-

weight tools that are specialized or adaptable to do a few things very well may be

needed for easier technology insertion’’ [192]. He also says, ‘‘by making tools

programmable, they can more easily be incorporated into other toolsets, thus easing

an adoption issue of tool compatibility’’ [62]. Tilley et al. suggest that research tools

might be more adoptable if they were more understandable, robust, and complete

[189]. Devanbu points to inadequate performance of research tools, which are often

not intended for large-scale applications [193]. In contrast to most research tools that
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require some effort and expertise for installation, popular tools are easily installed or

even already preinstalled [194].

User: For adoption, besides the characteristics of the tool, characteristics of the

tool users play an important role. When starting to use a tool, users often want

positive feedback very quickly. Tilley makes the point that ‘‘it is an unfortunate fact

that many developers will give a tool only a short window of opportunity to succeed.

If they cannot get the tool up and running in 10 min and see real results, without

looking at the manual, they will often abandon the tool’’ [195]. Many users would

not even consider a very small trial period no matter of the potential benefits that it

promises—if users are happy with their existing tools they do not see the need of

trying (yet) another one. Devanbu [193] says,

‘‘developers are pressured by schedules, and keenly aware of the need to meet cost,

schedule or quality requirements. This engenders a conservative bias towards simple,

and/or familiar tools, even if somewhat outdated. Builders of complex tools with steep

learning curves (even ones promising significant gains) face the daunting hurdle of

convincing busy developers to invest training time’’

The TkSee tool has collected some experiences with developers at Mitel. Less

than half of the developers at Mitel used the tool for significant work over a 2-year

period. For users who did not adopt, Lethbridge and Herrera found that ‘‘at some

point during their learning attempts, many users had concluded that further learning

was not worth additional investment of their very limited time’’ [175]. Interestingly,

user that did not adopt tended to state reasons that revealed misconception of the

TkSee tool ‘‘either because it had not proved rapidly learnable or else because they

had found some aspect of it difficult to understand’’ [175]. TkSee was introduced to

the developers without ‘‘extensive documentation or training.’’ Lethbridge and

Herrera elaborate on this point, ‘‘we feel sure that a more proactive training program

might have helped increase adoption to some extent; however, we do not feel that

more extensive documentation would have helped much—we hardly ever observed

anyone look at the existing documentation’’ [175].

Organization: Often developers do not make the decision to adopt a tool all by

themselves because they are constrained by their organization.10 This is true for

industry, which often mandates certain tools, as well as open source projects that

assume a certain toolset (e.g., GCC, CVS, and Bugzilla).

From an organization’s perspective, ‘‘adopting a different toolset or environment

discards the hard-earned employees’ experience’’ [196]. Furthermore, ‘‘changing
10 Rogers defines an organization as ‘‘a stable system of individuals who work together to achieve

common goals through a hierarchy of ranks and a division of labor’’ [181, p. 375].
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tools requires changing processes, which is also an expensive undertaking. As a

result, the state of tool adoption in industry is rather static and conservative’’ [196].

Devanbu also stresses that tools have to integrate smoothly into an existing process:

‘‘Software tools work best if their operation is well tuned to existing processes.

Thus, a tool that generates paper output may not be helpful in an email-based

culture’’ [193]. Similarly, Wong says ‘‘software understanding techniques and

tools need to be packaged effectively and made compatible with existing processes,

users, and tools’’ [62].

In a social system such as an organization, the adoption of innovations can be

promoted by change agents or innovation champions [180, p. 398]. If such an entity

is missing the innovation probably will not get adopted. Lethbridge and Singer have

rediscovered this approach for tool adoption of TkSee: ‘‘We had significant diffi-

culty introducing new tools. One technique that seems to hold promise is to train a

single individual (in our case somebody new to the organization) and have him or

her act as a consultant for others’’ [197].

Whereas the diffusion of innovations theory has developed characteristics that

hold across innovations and social systems, there might be also the need to consider

domain-specific characteristics. Cordy reports his experiences with the technical,

social, cultural, and economical drivers of the Canadian finance industry and

financial data processing in general, which he gained during 6 years of project

work with Legasys Corporation [172]. In Cordy’s experience, resistance to tool

adoption is strong because of unhappy past experiences with many inadequate and

premature CASE tools. As a result of the pressure of quick, low-risk enhancements

of financial applications, for maintainers ‘‘only the source is real’’ [172]. Thus,

reverse engineering tools have to present results in terms of source, and not abstract

diagrams. Also, robust extractors are needed because ‘‘having no answer is

completely unacceptable, and programmers will rapidly drop any analyzer that

fails to yield answers due to parse errors.’’ The decision to adopt a tool is not

made by upper management, but individually by the maintenance programmers and

their group manager. In order to convince programmers to adopt a maintenance tool,

it is important that they do not feel threatened by it; the workflow of the tool should

be such that ‘‘all control is left in the hands of the programmer.’’ Cordy says, ‘‘this

philosophy of assist, don’t replace, is the only one that can succeed in the social and

management environment of these organizations.’’ Cordy believes that ‘‘by studying

the maintenance culture of each industrial community, by treating their way of doing

things with respect, and by working to understand how our techniques can best be fit

into their existing working environment, we can both increase chances of adoption

and enhance our own success’’ [172].

Cost: The adoption of an innovation can be explained by the cost that it causes the
users and their organization. Glass [198] says that
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‘‘learning a new tool or technique actually lowers programmer productivity and product

quality initially. The eventual benefit is achieved only after this learning curve is

overcome. Therefore, it is worth adopting new tools and techniques, but only (a) if

their value is seen realistically and (b) if patience is used in measuring benefits.’’

Patterson makes the point that research software is free of charge, but this does not

mean that adoption and use of it has no cost—there is a difference between cost of

purchase and the cost of ownership [199]. An example of the cost of ownership is

tool administration: ‘‘Once installed, some complex tools require a great amount of

administration. . . . The amount of work and the skills required could be a serious

barrier to the adoption of complex tools’’ [87].

Tilley and Distante say, ‘‘ultimately, people will only adopt a technique if they see

significant benefit in its use that far outweigh the costs associated with learning and

using the technique in the first place’’ [200]. Storey et al. state that ‘‘the adoption of

any tool has a cost associated with it. Economic cost is a key concern, in addition to

other costs such as the cost of installing the tool, learning how to use it, and the costs

incurred during its usage’’ [82]. In their tool survey, Bassil and Keller did ask for the

importance of the ‘‘cost of the tool’’ [79, p. 1]. Interestingly, 50% of the respondents

from academia rated this aspect as ‘‘very important,’’ compared to only 32% of

respondents from industry.
2.5.3 Discussion
There are many factors that influence the adoption of a tool—and many of these

cannot be influenced by the tool developers directly. Rifkin reaches a similar

conclusion when he says that ‘‘as designers of processes and tools that we want

adopted by others, we should understand that there is only so much power in the

technical content of our processes and tools’’ [201]. However, tool developers

should make an effort by leveraging the factors that they are able to influence to

increase the likelihood of tool adoption.

In order to increase the incentives of academic researchers who conduct applied

research to focus more on the adoption of their proposed tools and techniques, it is

necessary to change the academic reward structure. Researchers already have an

incentive to raise adoption to a first-class requirement because an adopted tool has

indirectly proven its usefulness [202]. However, as Storey points out, the opposite is

not necessarily true: ‘‘A lack of adoption is not enough to indicate that a tool is not

useful as there are many barriers to adoption (e.g., seemingly trivial usability issues

can impede usage of a tool)’’ [203].

Researchers in the software engineering area have drawn from existing work to

understand and improve adoption of tools, technologies, and methods. ACRE draws
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from ideas of cognitive science to understand, measure, and evaluate the cognitive

support of tools [204]. Storey et al. include cognitive support in their evaluation

framework of software visualization tools [82]. Sun and Wong apply cognitive

theories of human perception, especially Gestalt theory, to evaluate the SHriMP

tool and to suggest improvements for it [205]. Lethbridge et al. incorporates

elements of the technology acceptance model and diffusion of innovation theory

to explain tool adoption. Tilley et al. look at the adoption of research tools through

the lenses of Moore’s Crossing the Chasm and Christensen’s The Innovator’s
Dilemma [189]. Examples of other applicable theories and models are cognitive

fit, consumer behavior theory, technology transfer, SEI’s Technology Transition

Practices, and technology readiness level.

Besides reverse engineering, other computer science areas have discussed adop-

tion of their tools and techniques (e.g., product lines [206], open source [207],

groupware [208], and functional programming [209]). There are many more exam-

ples, including workshops on technology transfer and adoption (e.g., [210]), and

journal special issues (e.g., [211]). It is encouraging that a growing number of

researchers have started to realize that adoption is an important challenge that

needs to be addressed. Unfortunately, these efforts are still immature. Suggestions

to improve adoption are often based on guesswork without providing an underlying

theory, or apply existing theories without empirical data.

2.6 Requirements of Exchange Formats

The discussion, so far, has centered on quality attributes. However, the functional

requirements of tools are equally important. Indeed, tool builders have to evaluate the

functional requirements of their tools carefully, because a tool can be only useful to its

users if it provides the functionality that the users need to fulfill their tasks. In fact, the

second-largest complaint in Lethbridge’s survey was missing or wrong mix of tool

features (15%) [90]. As a result, Lethbridge and Anquetil require tools to ‘‘incorpo-

rate all frequently-used facilities and advantages of tools that software engineers

already commonly use’’ [90]. But what are these frequently used facilities?

In contrast to quality attributes which are more component-agnostic, functional

requirements are typically tied to a particular component of the reverse engineering

tool (Fig. 1). As an example, we will here discuss the functional requirements for

exchange formats, which is an approach to realize the tool’s repository component.

In other work, we have explored requirements for software visualization tools in

more detail [212].

The research community has discussed extensively the functional and nonfunc-

tional requirements for exchange formats. This discussion was started by the reali-

zation that a common exchange format would be beneficial for the whole
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community.11 In the following, we briefly summarize the requirements for exchange

formats reported in the literature:

Graph model: Wong recommends to ‘‘use a graph model with multiple node

types, arc types, and attached attributes’’ [62]. Examples of exchange formats that

adhere to this model are RSF, TA, MSE, and GXL.

Version control: One of Wong’s data requirements is to ‘‘provide version control

over schemas and fact bases’’ [62]. An exchange format does not need to provide

version control, but should also not unduly complicate the use of it.

Textual form: An exchange format should be textual. This simplifies processing

and makes the format human-readable [96, 214]. Riva notes that ‘‘a human readable

format allows us to navigate the data with simple text editors and eventually repair

corrupted files’’ [135].

File-based: There are researchers who say data should be stored as files. Riva

made the experience with FAMIX that it is convenient when ‘‘all the extracted data

are contained in one single file that is easy to archive and transfer’’ [135].

Formality: An exchange format should be well defined and formally documented

to ‘‘eliminate the possibility of conflicting interpretations of the specification for

encoding and decoding model data [96].

Composability: The fact bases of an exchange format should be composable [62].

For example, two RSF files can be simply appended to form a new, syntactically

valid RSF file. A related requirement is that the exchange format ‘‘should be

incremental, so that it is possible to add one subsystem at a time’’ [41, 119]. Flat

formats such as RSF are easier to compose than nested ones such as XML [70].

Granularity: The exchange format should ‘‘work for several levels of abstraction’’

such as fine-grained AST-level and coarse-grained architectural-level [119]. Simi-

larly, Koschke et al. state that an intermediate representation ‘‘should support

different levels of granularity from fine-grained to coarse-grained’’ [69]. Kamp

says, ‘‘the repository should support the use of the level of granularity appropriate
to the current program comprehension task’’ [42].

Neutrality: The exchange format should be neutral with respect to the stored

information and the platform. For example, it should ‘‘work for several source

languages’’ and ‘‘work for static and dynamic dependencies’’ [41, 119]. For

St-Denis et al., ‘‘the neutrality requirement ensures that the model interchange

format is independent of user-specific modeling constructs in order to allow a

maximum number of model users to share model information’’ [96].
11 Examples of discussion forums are WoSEF (held at ICSE 2000) [214], a WCRE 2000 working

session on exchange formats, and Dagstuhl Seminar 01041 on Interoperability of Reengineering Tools
(held in January 2001).
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Incremental loading: Ducasse and Tichelaar state that ‘‘incremental loading of

information is about the ability to load new entities or additional information for

entities that already exist in a model. The reasons for considering incremental

loading are resource optimization and the merging of information from different

sources’’ [70].

Naming: Entities in the source model have to be represented in a suitable form in

the exchange format. This mapping should be unambiguous (e.g., variables with the

same name but in different scopes should be distinguishable from each other [62]).

This can be accomplished with unique (but artificial) identifiers or a unique naming

scheme [70]. In the FAMIX model, ‘‘all the entities have a unique name that is built

using precise rules’’ [135].

Querying: Tichelaar et al. state that ‘‘a large portion of reengineering is devoted to
the search for information. Therefore it should be easy to query the exchange format.

Especially, processing by ‘standard’ file utilities (e.g., grep, sed) and scripting

languages (such as Perl, Python) should be easy’’ [214]. Many exchange formats

are associated with dedicated query languages, which have their own requirements

[215].

Popularity: Even though not a technical issue, popularity and enthusiastic sup-

porters are an important requirement since an exchange format has to facilitate data

exchange between many and diverse (skeptical) stakeholders [41, 96, 119]. In this

context, it can be desirable that the exchange format supports industry standards or is

a standard itself [214].

Koschke and Sim point out that there are different stakeholders for an exchange

format such as tool users and tool builders [213]. The requirements of different

stakeholders are not necessarily the same. For instance, a tool user might favor a

format that is human-readable, whereas a tool builder is primarily interested in a

format that can be parsed easily and efficiently. On the one hand, formality is highly

desirable to reduce ambiguity. On the other hand, according to Bosworth ‘‘simple,

relaxed, sloppily extensible text formats and protocols often work better than

complex and efficient binary ones. Because there are no barriers to entry, these

are ideal. A bottom-up initiative can quickly form around them and reach a tipping

point in terms of adoption’’ [216]. Perhaps not surprising, the reverse engineering

community has primarily focused on technical issues of exchange formats, neglect-

ing to discuss overarching issues such as rationale and economic impacts [217].
2.6.1 Schema
The schema is an important part of the exchange format; consequently, research-

ers have stated dedicated requirements for it. Several of Wong’s data requirements

are targeted at schemas. According to him, a schema should ‘‘support aggregation,
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inheritance, hierarchy, and constraints’’ [62]. Another important requirement is

extensibility. Wong believes that the schema should be ‘‘dynamically extensible’’

[62]. Extensibility can be achieved with inheritance of schema entities, which is

supported by several exchange formats (e.g., TA and FAMIX). Inheritance facil-

itates extensibility because it allows to add new schema entities in a defined manner

[70]. Extensibility is highly desirable to support multilanguage tools. Ferenc et al.

say, ‘‘the schema should be independent of any parsing technology’’ [108] and Riva

argues for a ‘‘separation between data and presentation’’ [135]. A lesson learned

from the Moose tool is to ‘‘make your [schema] explicit’’ [30]. Wong also says that

the exchange format should ‘‘support introspection of schemas’’ [62]. This means

that a tool should be able to query the schema itself and not just the data. To facilitate

introspection, a meta-schema is needed (which is either formally or informally

defined). Ducasse and Tichelaar introduce meta–meta-models as an axis in their

tool design space [70]. They state that while an existing meta-schema has the benefit

that it is already predefined and agreed upon by all tool users, it is less flexible and

constrains extensibility.12
2.6.2 Other Domains
Besides reverse engineering, interchange formats are used in many different

domains ranging from networking (e.g., ASN.1) and graphics (e.g., JPEG) to

business processes (e.g., PSL) and biosciences (e.g., HDF5). It is an interesting

question whether different domains have mostly disjoint or mostly overlapping

requirements for exchange formats. If the latter is the case, then different domains

can learn from each others’ requirements and experiences. There is also the ques-

tions if a general exchange format such as XML could replace domain-specific ones.

GraphML is a generic XML-based format to represent graphs and as such its key

goal is to ‘‘represent arbitrary graphs with arbitrary additional data’’ [218].

GraphML’s designers state as requirements simplicity, generality, extensibility,

and robustness. Mendling has looked at exchange format requirements of different

domains and found that ‘‘the challenges are quite similar across different domains’’

[217]. Indeed, most of the requirements that he identified apply to the reverse

engineering domain: readability, ease of implementation, support of standards,

platform independence, efficiency, and free availability. For the schema, he found

simplicity in the sense that it is easy to understand, completeness (i.e., to be able to
12 For example, Rigi’s schema is constrained by the fact that it must contain a level arc to model

hierarchical graphs. Rigi’s meta-schema is constrained because it allows only nodes, arcs, and attributes

with a fixed semantics.
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represent all relevant concepts of the domain), generality (i.e., to be applicable in all

scenarios that are relevant in the domain), unambiguous, and extensible.

Given the overlap of requirements one may ask why the reverse engineering

community has pursued the definition of a dedicated exchange format rather than

using an existing one. In fact, researchers have leveraged existing formats such

CDIF and XML.13 However, while general exchange formats typically offer gener-

ality—because they have been designed with an eye on this particular require-

ments—and often also extensibility, they are suffering in terms of simplicity and

readability. Also, they often lack with respect to ease of implementation, which is a

concern if no standard library is available.
2.7 Discussion

Elicitation and documentation of requirements is an important activity during

software development. However, requirements are often short-cut or deemphasized

when developing reverse engineering tools [220]. For example, researchers often

rely on ‘‘an intuitive notion of what features are beneficial’’ when developing a

software visualizer [24]. The notion of the tool requirements are thus mostly in the

minds of the researchers.

While requirements elicitation is a moving target in a research setting, there can

be great value in reifying the tool requirements and their rationale, and tracking

changes in the requirements as the tool evolves. One approach to ensure that

requirements feature more prominently in tool construction is to employ a dedicated

process for tool building, which explicitly address the elicitation and evolution of

requirements (Section 3). Tool requirements can also inform tool evaluation

(Section 4). For example, one can pick suitable requirements for measuring and

comparing tools.

Explicitly articulated tool requirements can play an important role in driving

research, especially if a community can agree on a set of desirable and/or idealized

requirements whose achievement can serve as a visionary goal. For example, Wong

states that addressing all of this 23 tool requirements represents ‘‘a significant

research challenge,’’ and recommends to ‘‘summarize and distill lessons learned

from reverse engineering experience to derive requirements for the next generation

of tools’’ [62]. Similarly, Hamou-Lhadj et al. have identified requirements for trace

exploration tools and in doing so ‘‘have uncovered a number of requirements that

raise very interesting research challenges’’ [67]. The discussed quality attributes
13 Before the advent of XML, researchers have also proposed to use HTML’s meta tags to encode

reverse engineering information [220].
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reflect the current state of tool requirements and thus can serve as a starting point for

future research directions.

In a sense, requirements can drive research from the bottom-up by informing and

constraining the tool that gets developed. This approach can complement the more

prominent approach of top-down research, which first constructs a tool—based on

more or less vague hypotheses or notions—and then tries to find evidence that the

tool is useful indeed.

However, most sources of the requirements that we found are based on personal

experiences and observations that are inferred, gathered, and reported in an unsys-

tematic manner. In our literature survey, we found that requirements are often

discussed without citing related work or disclosing where else the requirement

may have come from, or mentioned without giving a detailed explanation or

rationalization. Also, researchers do not discuss the applicable scope of a stated

requirement. For instance, is the requirement believed to apply to all software

systems, to the domain of software or reverse engineering, to certain kinds of

tools, or to one tool in particular? Lastly, a requirement is often discussed in

isolation, without addressing dependencies or trade-offs with other requirements.

Perhaps surprisingly, only Lethbridge and Anquetil explicitly separate their require-

ments into functional and nonfunctional ones [90]. Such a distinction makes it easier

to judge the scope and applicability of requirements. Furthermore, they explicitly

identify requirements that their tool does not address (yet), thus making their tool’s

limitations more explicit.

In addition to the requirements gathered in an ad hoc manner, more formal

techniques are needed that are grounded in studying of actual users in a realistic

setting; this trend can be already observed in software visualization research [16,

221].

Whereas tool requirements seem relatively stable, they are not fixed. Changes in

development and maintenance processes and in the characteristics of software need

to be reflected in the requirements for reverse engineering tools. Thus, researchers

should continuously reevaluate their assumptions. For example, a previously

neglected requirement that is starting to receive more attention by researchers is

collaboration and multiuser support [17]. This need was already articulated in 1990

for software development tools [221], and reiterated later on for the reverse engi-

neering domain (e.g., Rugaber in 1996 [48] and Storey in 2005 [203]). In contrast,

Bellay and Gall argue that multiuser support in reverse engineering tools is ‘‘not of

such importance as in development tools because the application normally does not

change and only one person may reverse engineer it’’ [72]. However, this view

seems dated considering the large amount of commercial and open source software

that is developed and maintained in a distributed, collaborative work-style. Indeed,

Koschke states that ‘‘large maintenance and reverse engineering projects require
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team-work and, hence, visualizations need to support multiple users that may work

at the same system at the same time at possibly different locations’’ [222].

The emerging importance of this requirement is also reflected in Storey et al.’s

software visualizer framework, which has a dimension to distinguish the team size

that a particular tool targets [82]. Examples of tools that support teams in (near) real-

time are the Jazz collaborative development environment [223] and the Churrasco

collaborative software evolution analysis tool [224]. There are also commercial

IDEs emerging that emphasize collaboration such as IBM’s Jazz (jazz.net).
3. Tool Construction Lens

The building of tools is an important part of many research efforts, especially in

the reverse engineering domain. The tangible results of reverse engineering research

is often embodied in tools, for instance, as a reference or proof-of-concept

implementation.

Even though tool building is a popular technique to validate research, it is neither

simple nor cheap to accomplish. Tool building is costly, requiring significant

resources. This is especially the case if the tool has to be robust enough to be used

in (industrial) user studies. Nierstrasz et al., who have developed the well-known

Moose tool [30], say that

‘‘in the end, the research process is not about building tools, but about exploring ideas.

In the context of reengineering research, however, one must build tools to explore

ideas. Crafting a tool requires engineering expertise and effort, which consumes

valuable research resources.’’

Sometimes a significant part of the resources of an entire research group are

devoted to building, evaluating, and improving a tool. Given the significant cost

associated with tool building, researchers should explore how tools can be con-

structed in effective and efficient manner. Wasted resources for tool building trans-

late to less research output, slower iteration and communication of research, and

reduced opportunities for adoption and transition of tools and techniques to industry.

Traditional tool building that constructs everything from scratch offers the most

flexibility since almost all functionality is implemented from scratch and under the

full control of the developer. On the downside, this approach is costly (e.g., in terms

of longer development time) and can result in idiosyncratic tools that are difficult to

learn and use. On the other hand, as for any software development project, there

is the desire in tool construction to reuse. This point is articulated by Shaw as

follows [225]:
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‘‘Most applications devote less than 10% of their code to the overt function of the

system; the other 90% goes into system or administrative code: input and output; user

interfaces, text editing, basic graphics, and standard dialogs; communication; data

validation and audit trails; basic definitions for the domain such as mathematical or

statistical libraries; and so on. It would be very desirable to compose the 90% from

standard parts.’’

There is a desire among researchers to build upon existing functionality and

infrastructure. Participants of a tool building workshop for reverse engineering

articulated that they ‘‘were tired of writing parsers/analyzers and wanted to avoid

writing another one, in particular a Cþþ parser’’ [213]. This desire is driven by the

realization that in tool building comparably little effort is spent on the research

contribution, and that a significant effort is needed for the supporting infrastructure.

Researchers would rather work on core activities that advance research than being

tied up in lower level plumbing.

There are many different forms of reuse ranging from design and code scavenging

to very high-level languages [226]. However, one can distinguish between two

major techniques to achieve reuse: compositional and generative reuse. These two

reuse techniques correspond to component-based (Section 3.2) and model-driven

(Section 3.3) tool development, respectively. Before turning to these two techni-

ques, we discuss an overarching issue, namely architectures for reverse and software

engineering tools (Section 3.1).
3.1 Tool Architecture

The importance of architecture on software systems is firmly established [64]—

tool construction is no exception in this respect. Importantly, tool architecture

interacts with tool requirements (Section 2). The required quality attributes of a

system often drive the decision to select a particular architecture or architectural

style [63]. Conversely, the chosen architecture of a software system has a profound

impact on its quality attributes [227].

When building a tool, fundamental questions of the architecture are how to

separate the tool’s overall functionality into functional units, and how to interface

these units with each other. For example, Fig. 1 shows a generic, high-level reverse

engineering architecture, consisting of four components: extractors, analyzers,

visualizers, and a repository. This architecture exposes the conceptual, or logical,
structure of the software, in which the components (or units) are abstractions of the

systems’ functional requirements and are related by the shares-data-with

relation [64].
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One can also look at the introduced conceptual architecture as a reference model
for reverse engineering tools [64, p. 25]. A reference model emerges through

increasing consensus of a research community and thus indicates a maturation of

the research domain. The domain of compilers provides an example of a widely

known reference model with the following functional units [11]: lexical analyzer,

syntax analyzer, semantic analyzer, intermediate code generator, code optimizer,

code generator, symbol-table manager, and error handler. Reference models in

reverse engineering are important because they provide a frame of reference to

guide researchers in understanding and implementing tools in the reverse engineer-

ing domain.

The concrete architecture of a reverse engineering tool does not necessarily

coincide with the conceptual tool architecture presented above. At one extreme,

one could imagine a monolithic architecture that groups extraction, analysis, and

visualization into a single component (without any interfaces). In practice, one can

distinguish three different architectural approaches for tool building [87, 110, 228]:

Data-driven: In this approach, the tool’s (functional) units are rather loosely

coupled and communicate via an agreed-upon data model. Data communication

can be accomplished with a repository or an exchange/document format.

A typical example of a data-driven integration framework is the Unix pipe
mechanism, which composes new programs from existing ones (also called filters)
by connecting the textual output of one program to the input of another.14 In this

case, the components are executable programs and the data model are textual

streams grouped into lines and lines grouped into fields via special characters such

as whitespaces or colons.

Ciao/CIA is an example of a reverse engineering tool that follows this approach,

which the authors call repository-based reverse engineering [22]. A typical use of

Ciao is a pipeline that consists of a sequence of query commands followed by a

visualization command. Figure 6 shows the typical constituents of such a pipeline

[230, p. 188].

Control-driven: In this approach, tool components are more tightly coupled

because they are based on an infrastructure that allows them to pass messages

among each other (e.g., via a message server). The underlying communication

infrastructure can be provided by the operating system or by more sophisticated

wiring standards such as CORBA, COM, or JavaBeans.
14 Salus summarizes the philosophy of Unix as follows: (1) write programs that do one thing and do it

well; (2) write programs to work together; and (3) write programs that handle text streams, because that is

a universal interface [230, p. 53].
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For example, the SHriMP tool’s core architecture now consists of a number of

JavaBean components (Fig. 7) [231]. All components know the abstract concepts of

the data model, consisting of entities and relationships. Most important are the

Persistent Storage, Data, and Display components. The Persistent Storage Bean

reads and writes data (i.e., entities and relations) to and from a repository. It passes

the data to a Data Bean, which constructs the data’s in-memory representation. The

Data Bean’s interface allows the data to be queried and manipulated. SHriMP

already provides implementations of Persistent Storage Beans that read and write

RSF and GXL. A generic Data Bean implementation is also provided. Entities and

relationships in the Data Bean are visualized as nodes and arcs of a directed,

hierarchical graph in the Display Bean. Examples of other components are Search

Bean (to search through information associated with entities and relationships) and

Filter Bean (to determine whether certain entities and relationships should be

hidden). All components are independent from each other and can be replaced

with other compatible beans.

A variant of the control-driven approach restricts communication patterns by

having a single master component that controls a number of slave components.

An example is the use of Emacs as a central component that invokes other services

such as compiler, make, lint, and debugger. Many IDEs have been developed on top

of Emacs; in fact, XEmacs (then called Lucid Emacs) was created to realize Lucid’s

Energize C/Cþþ development environment.
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Presentation-driven: This approach refers to a seamless interoperation at the user-

interface level. Components are tightly integrated and have a common look-and-

feel. Examples of technologies are compound documents such as OLE and

OpenDoc. In order to achieve such tight integration some kind of dedicated

infrastructure is necessary.

IDEs are a prime example of presentation-driven development tools. Since these

IDEs are often customizable based on a plug-in mechanism (e.g., Eclipse, IBM

VisualAge, and Microsoft Visual Studio), many reverse engineering tools are

implemented as IDE integrations. However, there are also examples of presenta-

tion-driven reverse engineering tools that are not based on IDEs (e.g., SolidFX [232]

and Columbus) or leverage Web browsers for the user interface (e.g., Churrasco and

SPO [169]).

VizzAnalyzer is a plug-in-based tool framework that allows to write analyses and

visualization plug-ins [116]. The plug-ins are communicating by manipulating a

graph data structure. Figure 8 shows the framework’s architecture with two analysis

plug-ins (Recorder and Analyzer) and two visualization plug-ins (yEd and Vizz3d).

Two of these plug-ins enable to add plug-ins themselves (e.g., to support new

layouts for Vizz3d).

The three approaches introduced above are usually inclusive. The presentation-

driven approach needs functionality to pass control and data in order to achieve

seamless integration of components; and the control-driven approach needs to pass

data along.

In practice, tools combine the above approaches. Reverse engineering tools often

decouple the extractor component from the rest of the tool with a data-driven

approach involving an exchange format.15 Analyses and visualization are often

tightly integrated with a control-driven and/or presentation-driven approach.

The SolidFX tool is based on presentation-driven integration and thus has the

look-and-feel of an IDE [232]. The individual components for fact extraction,

analysis, and visualization communicate via a central fact database. In order to

accommodate third-party tools, SolidFX offers control-integration with a query API

to the fact database and data-integration based on various formats (XML for ASTs,

XMI for UML diagrams, SQL for metrics, Dot and VCG for graphs). Interestingly,

SolidFX’s developers previously used the same components of their tool in a loosely
15 Historically, reverse engineering tools developed in the late 1980s and early 1990s, supported only

a single programming language (e.g., MasterScope for Lisp, FAST for Fortran, and Cscope for C [22]).

Since these tools consisted of a single extractor, there was often a tight coupling between the extractor and

the rest of the system [22, 234]. This rather tight coupling was inflexible and made it difficult or

impossible to support additional languages.



... ...

Core

Analyses Visualizations

Recoder Analyzer yEd Vizz3d

Analyzer

Algorithms

Vizz3d

Layouts Metaphors

VizzAnalyzer - framework

GML GXL ...

FIG. 8. Two-level plug-in architecture of the VizzAnalyzer Framework [116].

THE TOOLS PERSPECTIVE ON SOFTWARE REVERSE ENGINEERING 247
coupled manner without having a presentation-driven IDE. They relate their experi-

ences of these two different architectures as follows:

‘‘For the parsing phase, the [IDE] was not much more effective—a simple text

makefile-like project was sufficient. However, for the exploration phase, the [IDE]

and its tight tool integration were massively more productive than using the same tools

standalone, connected by little scripts and data files’’

Telea and Voinea [232].

3.2 Component-Based Tool Development
‘‘Programs these days are like any other assemblage—films, language, music, art,

architecture, writing, academic papers even—a careful collection of preexisting and

new components.’’

Biddle, Martin, and Noble [234]

Component-based development (CBD) is a widely applied and highly successful

approach for developing software systems [235]. Consequently, researchers have

started to adopt the idea of CBD for developing their research tools. In the following,

we refer to this approach to tool building—which reuses existing, prepackaged

functionality—as component-based tool development (CBTD). As opposed to
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traditional tool building, which is characterized by a high degree of custom code and

little reuse, CBTD leverages software components as building blocks. For example,

Fig. 9 shows the reuse of components in the CIA tool [230, p. 178]. External

components are shown as diamonds, while tool-internal components are shown as

ovals.

A key driver for CBTD is the reuse of existing code in the form of components.

If a component is carefully selected, its existing functionality can cover a significant

part of the tool functionality. As a result, significantly less code needs to be written

and subsequently maintained. Reiss has implemented a software development

environment, Desert, based on FrameMaker. He reports that for Desert’s editor,

‘‘FrameMaker provides many of the baseline features we needed,’’ specifically

‘‘it displays both pictures and text’’ and ‘‘it can display high-quality program

views’’ [236]. Similarly, the authors of SLEUTH say that ‘‘FrameMaker provides

an effective starting point for our prototype. Many of the basic features necessary for

document creation and editing are provided, allowing effort to be concentrated on

more specialized features’’ [237].
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In principle, all kinds of components are candidates for CBTD. Thus, the defini-

tion of a component in the context of CBTD should be rather broad such as the one

provided by Czarnecki and Eisenecker, who define (software) components as

‘‘building blocks from which different software systems can be composed’’ [238].

Examples of applicable components for CBTD are

—IDEs (e.g., Eclipse, Microsoft Visual Studio, IBM Visual Age, TogetherSoft

Together).

—Commercial off-the-shelf products (e.g., Microsoft Office and Internet

Explorer) and their open-source counterparts (e.g., OpenOffice and Firefox).16

—Components based on Sun’s JavaBeans and Java Enterprise Beans (EJB), and

Microsoft’s Component Object Model (COM) and Distributed COM (DCOM).

—Object-oriented frameworks to realize GUIs (e.g., Java’s Abstract Windows

Toolkit (AWT) and Swing, Eclipse’s Standard Widget Toolkit (SWT), and the

Microsoft Foundation Classes (MFC)).

—Unix tools (e.g., awk, sed, and grep), text editors (e.g., Emacs), and scripting

languages (e.g., Perl).

—Libraries for domains such as standard data structures (e.g., Cþþ Standard

Template Library (STL)), graph data structures (e.g., LEDA), as well as library

collections (e.g., from AT&T [230]).

The fact that CBTD is widely applied is exemplified by many tools that leverage

components to implement functionalities for fact extraction and visualization [83,

235]. Table II gives examples of software and reverse engineering tools that base

their visualizations on components. This list represent only a smaller sample, but

illustrates the broad range of components that have been leveraged. Finding suitable

components for implementing a tool is important because the characteristics of the

component will determine the whole tool building effort.

The use of components fundamentally changes the development of tools and has

unique benefits and drawbacks. This fact is often not realized by tool builders.

Important questions for CBTD that have to be addressed by researchers are: What

are good candidate components for CBTD given a tool’s application domain, its

required functionality, its desired quality attributes, and its envisioned users? What

impact has a certain component on the overall tool architecture, on the ramp-up time

and implementation effort for the tool, and on the further maintenance and evolution

of the tool? What characteristics of the components and the architecture minimize

risks and maximize effects? And so on.
16 Both commercial and open-source products are summarized as off-the-self (OTS) products.



Table II

EXAMPLES OF COMPONENTS TO BUILD GRAPH-BASED VISUALIZERS [235]

Component type Host component Tool-building examples

OTS products Office/Visio REVisio [239]

Huang et al. [240]

Nimeta [241]

VDE [242]

Galileo/Nova [244–246]

FrameMaker SLEUTH [237]

Desert [246]

Web browsers REPortal [170]

Software Bookshelf [36]

TypeExplorer [68]

IDEs Eclipse SHriMP [247]

MARPLE [248]

Rational Rose Rose/Architect [249]

UML/Analyzer [250]

Berenbach [251]

Together JaVis [252]

GoVisual [253]

Tools AT&T Graphviz Reflexion model viewer [85]

ReWeb [254]

CANTO [255]

SVG SVG graph editor [256]

SPO [257]

Libraries OpenGL Extravis [258]

CodeCity [259]

SolidFX [232]
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The use of components also has an impact on the tool’s quality attributes. In the

following, we briefly give examples how CBTD can impact the five quality attri-

butes introduced in Section 2:

Scalability: Scalability is especially a concern for visualizations. Generally,

components such as Visio and PowerPoint are able to handle the rendering of dozens

of graphical objects. This is sufficient for small to medium software graphs. How-

ever, the rendering of larger graphs can cause problems in terms of screen updating

and rendering speed. For example, the developers of the Nova tool state that their

tool’s ‘‘response time is largely dependent on package performance. . . . We spent

significant effort understanding Visio’s drawing speed and exploring ways to use

Visio that would give us better drawing performance’’ [243]. Also, different

components and different versions of the same components can differ in their

performance characteristics. For example, in Visio 4.1 the drawing speed of objects
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increases quadratically with the number of shapes already present on the page; in

contrast, Visio 5.0’s behavior is linear [243].

Interoperability: Components can have a wide range of interoperability mechan-

isms and make implicit assumptions about the way they interact with other

components. Thus, it is unlikely that two independently developed components

that do not adhere to the same component model will interoperate seamlessly

out-of-the-box. This phenomenon is known as architectural mismatch [260].

Interoperability is less of an issue if the tool is based on a single component

only. Also, architectural mismatch is less of a problem for data integration

compared to control and presentation integration. Wrappers and bridges can be

used to integrate heterogeneous components; however, this solution can turn out to

be brittle. The SHriMP tool is using an AWT-SWT bridge to integrate with

Eclipse, but this approach has several undesirable effects (e.g., risk of deadlocks

and lost keyboard events) [261].

Customization: Customizations of components are limited by the functionality

that the API and/or scripting language provides. Based on their customization

experiences with several commercial components, Egyed and Balzer say that

‘‘sadly, ‘real world’ COTS tools are often only partially accessible and customiz-

able, greatly limiting their reuse’’ [262]. Reiss reports the following limitation in the

FrameMaker API: ‘‘While FrameMaker notified the API that a command was over,

it did not provide any information about what the command did or what was

changed’’ [246]. As a consequence, customizations of components without the use

of source code modifications always run the risk that certain desirable tool function-

alities cannot be realized at all, or with less fidelity. Nova’s developers had to cope

with undocumented restrictions of Microsoft Office components: ‘‘Due to [the] lack

of package documentation, we discovered certain limitations of the packages only

after working with them extensively. In some cases, the limitations were quite

serious’’ [243]. For example, they found out that ‘‘the maximum number of shapes

Visio 4.0 could store on a single drawing page was approximately 5400.’’

Usability: Familiarity of the target users with a certain product improves usability

and helps adoptability. Reiss explains the decision to use FrameMaker as a compo-

nent with the fact that ‘‘we wanted an editor that programmers would actually use.

This meant that the base editor must be familiar to them, preferably one they were

using already’’ [236]. Furthermore, popular components can reduce the need for

documentation: ‘‘Because such components are also popular stand-alone applica-

tions, users are often already familiar with them, and much of the application

documentation applies when the application is used as a component’’ [244]. Tool

implementors can also leverage the existing infrastructure of the help system to

seamlessly provide documentation for their tool. For example, Microsoft Office’s

Assistant can be customized in Visual Basic to provide tool-specific help.
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Adoptability: The market share of components can improve a tool’s adoptability.

The popularity of PowerPoint was an important factor for the developers of VDE:

‘‘Visio is a commercial product with many similarities to PowerPoint . . . It might

provide a better technical fit to our needs, but lacks PowerPoint’s enormous user

base’’ [242].
3.3 Model-Driven Tool Development
‘‘Truly model-driven development uses automated transformations in a manner similar

to the way a pure coding approach uses compilers.’’

Kelly and Tolvanen [263]

CBTD reuses existing components, integrating and customizing them so that they

fit together. In contrast, model-driven tool development (MDTD) generates code

from a domain-specific, higher level specification [238, 264]. Thus, MDTD can be

seen as a form of generative reuse. The reusable assets in these techniques are less

intuitive and less palpable compared to compositional reuse because they consist of

patterns for code generation and transformations.

The idea of MDTD derives from generative development approaches such as

domain-specific modeling (DSM), model-driven development (MDD), generative

programming, and Microsoft’s software factories [15]. Traditionally, software

development is code-driven. As a result, the code and its models—if models do

exist in the first place—are disconnected in the sense that there is limited traceability

and synchronization [263]. In contrast, model-driven software development

employs models as the primary vehicle to express software. From the models a

code generator produces executable code. The code generator (or model trans-

former) embodies the reusable part that can be (re)applied to different models.

Typically, the code generator will not generate the complete application’s code,

but rather fill in missing pieces in an existing code base (e.g., instantiation of an

object-oriented framework). As a result, models are executable in the same sense

that source code is an executable specification.

Rugaber and Stirewalt propose to apply the model-driven approach to the reverse

engineering process [265]. Reverse engineering of a system would produce models

that can act as formal specifications of the system under study. From these models,

supported by a code generator, ‘‘another version of the original system’’ can be

produced.

Examples of generative techniques and concepts that can be applied for MDTD are

—Traditional scanner and parser generators such as lex and yacc.

—Meta-compilation systems for generating language-based tools such as LISA

and JastAdd (both based on attribute grammars).
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—Meta-CASE tools, which provide facilities for specifying and generating CASE

and software development environments (e.g., IPSEN, MetaEditþ, and the Generic

Modeling Environment (GME)).

—Application generators such as Neighbors’ Draco and Batory’s GenVoca

systems [264].

—Executable meta-modeling (e.g., Kermeta) and modeling frameworks (e.g.,

Eclipse EMF/JET).

—Meta-programming, and source transformation and rewrite systems (e.g.,

DMS, Stratego, ASFþSDF, Rascal, and TXL).

—Fourth-generation languages (4GLs) such as (relational) query languages and

report generators.

—Generative programming techniques such as Cþþ template metaprogramming

and aspect-oriented programming [238].

In practice, there is an overlap between the capabilities of the above techniques

and the techniques are not clearly delineated. What they have in common is a

domain-specific (modeling) language. These languages allow to specify the solution

using problem domain concepts. They are often declarative (allowing the user to

express what is to be done rather than how it is to be done) and based on different

underlying paradigms or concepts (e.g., grammars, algebraic specifications, and

first-order logic).

While CBTD is widely applied, to our knowledge there are only few examples of

MDTD in the reverse engineering domain. Favre emphasizes the importance that

meta-models have in software construction [266]. Each software artifact (e.g.,

source code, test case, bug tracking entry, database record, and XML document)

is, in fact, a model that conforms to a meta-model. The meta-model is not necessar-

ily explicit, but may be implicitly encoded in the model’s operation.17 Metaware is a

software that operates at the level of meta-models (e.g., compilers, IDEs, testing

frameworks, databases management, and XSLT). Explicit—or reified—meta-mod-

els that are easily processable by metaware are an important step toward MDTD.

Favre has implemented the GSEE, which is a meta-model-driven tool that interprets a

meta-model specification and customizes the tool accordingly [123, 136].

The Moose reverse engineering environment is based on an executable meta-

model (EMOF 2.0 compliant) implemented in Smalltalk [267, 268]. This approach

allows it to not only specify the meta-model, but also to attach behavior to it in the

form of Smalltalk code. The implementors of Moose justify this approach as
17 To give an example, an XML file may have an explicit meta-model in the form of a DTD or XML

Schema. If an explicit form is missing the schema may be implicitly encoded within the tools that read the

XML file and the tools’ expectation of well-formed input.
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follows: ‘‘we felt the need to meta-describe our environment to enable us to be more

efficient building new tools for our reengineering research. Using meta-modeling

was just a means to introduce more flexibility and extensibility in our tools’’ [267].

The meta-model is implemented in a dedicated framework, called Fame, and

leverages Smalltalk’s reflection capabilites, class extension, and pragmas. With

Fame, functionality such as serialization and UI behavior can be realized in a generic

manner by operating on the meta-level. Note that Fame is based on an interpretative

approach (i.e., no code is generated from the model).

In contrast, the developers of the REforDI tool use ‘‘reusable frameworks, formal

specifications, and generators to reduce the implementation effort’’ of their tools

[269]. They explicitly motivate this decision with the observation that ‘‘hand-coding

of re-engineering tools is a painstaking business.’’ The REforDI tool uses TXL and

PROGRES specifications for design and code transformation as well as graphical,

interactive functionality of the tool. According to the authors, the tool requires less

than 1000 lines of handwritten C code. However, they caution that ‘‘the concept of

graph grammars and the PROGRES language might be a bit difficult to learn for

newcomers’’ [269].

Another example of MDTD is model-driven visualization (MDV) [270, 271].

MDV’s vision is to leverage model-driven design for creating software visualization

so that ‘‘researchers and tool designers will be able to spend more time designing and

evaluating their tools and less time building them’’ [270].MDV’s reference architecture

is depicted in Fig. 10. Both software and visualizations conform to a software meta-

model and various visualization meta-models, respectively. The visualization meta-

models cover domains such as graph-based, tree-based, and chart-based visualizations.

At the meta-model level, transformations are applied that map from the software

meta-model to visualization meta-models. A transformation encodes the abstract and

visualize/synthesize activities of the reverse engineering process (Section 1.1).

The authors have instantiated the reference architecture in an Eclipse-based

framework. The source meta-model adheres to the Dagstuhl Middle Model, the

visualization meta-models are described with Emfatic/EMF, and the transformations

are written with the Atlas Transformation Language (ATL). Figure 11 gives a toy

example that shows how entities from a higher level source code meta-model (with

File, Function, and Call entities) could be mapped to a graph-based visualizer meta-

model (with Graph, Node, and Edge entities, respectively) [266].

3.4 Discussion

Researchers are pursing CBTD and MDTD because they are hoping to become

more productive in tool development. Increased productivity in tool building frees

resources for other research activities and leads to a faster innovation cycle.
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These approaches to tool building are based on existing techniques—CBTD

relates to CBD and MDTD relates to MDD—that are also used for the construction

of software in general. This is desirable because they can leverage existing meth-

odologies, technologies, tools, and experiences. However, since the academic tool-

building domain has distinctive characteristics it appears that the existing, generic

approaches should not be applied blindly. In order to establish best practices for tool

building researchers have to elevate this lens to a first-order research topic.

A yardstick for success of the tool construction lens is the generation of results

that make tool building in academia more predictable and effective.

This means, for example, establishing workshops about tool building and pub-

lishing issues about tool building. In fact, there are encouraging signs in that

direction. For example, Coppit and Sullivan have introduced an approach to tool

construction that they call package-oriented programming (POP). In a sense, POP is

an instantiation of CBTD that focuses on ‘‘the use of multiple, architecturally

compatible, mass-market packages as large components’’ [272]. The use of multiple

components is motivated by the observation that many tools require functionality

that needs to be drawn from several independent domains such as text editing (e.g.,

provided by Word) and graph editing (e.g., provided by Visio). POP proposes to use

components that are architecturally compatible to simplify integration and to mini-

mize architectural mismatch.

Furthermore, reverse engineering researchers of successful tools have published

about their experiences. For example, Lanza describes his experiences with the

CodeCrawler software visualizer [273], discussing CodeCrawler’s architecture

(composed of three subsystems: core, meta-model, and visualization engine), the

visualization engine (realized by extending the HotDraw framework), and desirable

interactive mechanisms for usability. Furthermore, he distills lessons learned for

all of the discussed issues. He observes that ‘‘to our knowledge there is no explicit

work about the implementation and architecture of reverse engineering tools, and

more specifically about software visualization tools.’’ Guéhéneuc describes his

use of design patterns and Java language idioms when constructing the Ptidej

tool suite [274]. In addition, it would be highly desirable to identify lessons learned

that generalize over individual tool building experiences. Currently, there are few

examples of researchers that have published such lessons learned (e.g., [169, 275,

276]).

Research is also needed in technological issues. For example, an important topic

is effective tool integration. Wuyts and Ducasse describe a tool integration frame-

work based on Smalltalk and how it is used in the StarBrowser [277]. Another

example is the push to establish a discipline for software that depends on grammars

(so-called grammarware) by Klint et al. [278]. It is certainly the case that reverse
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engineering tools are grammarware. The development of parsers for reverse engi-

neering is characterized by ad hoc approaches rather than engineering. Klint et al.

provide a first step toward grammarware engineering by describing a number of

principles that should be followed, a life cycle for grammarware, and a list of

research challenges.

Process is a neglected area with respect to tool building. It seems that few

academic tool building efforts make use of an explicit process. This is hard to

justify, because any software should be constructed based on a process. However,

a process has to take care not to stifle unnecessarily the creative elements in

research. As a first step, we have proposed a dedicated process framework for tool

building in academia [279]. This framework is lightweight and makes allowance for

the diversity of academic research projects (e.g., tool requirements, degree of

technical uncertainty, complexity and size of the problem, and number and expertise

of the development team).

Besides individual efforts, there needs to be a recognition of the tool building lens

by the research community. One forum for researchers to meet and discuss tool

building issues is the International Workshop on Academic Software Development
Tools and Techniques (WASDeTT) [280, 281]. WASDeTT was held twice in 2008

and addresses topics such as

—Language-independent tools: How can we build tools that work across multiple

languages?

—Tool building in an industrial context: How to build tools that get adopted by

industry?

—Data interoperability among tools: How to exchange data between tools and

how to process this data?

—Maturation of tools: How to grow a tool from an early prototype into a mature

tool or framework?

—Tool building methodology: How—and to what degree—can we adopt estab-

lished software engineering techniques for building research tools?

—Tool building in teams: How to build tools in larger—and possibly

distributed—teams?

—Tool implementation language: How does the choice of a programming

language impact the building of a tool, its usability, and the context in which the

tool can be applied?

Some instances of WASDeTT are coupled with special issues on Experimental
Software and Toolkits (EST) [282]. In fact, the organizers of the first WASDeTT

say that ‘‘one important goal of this workshop series is to enable researchers to

publish about their tools so that they can get scientific credit for their tool building

efforts’’ [280].
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4. Tool Evaluation Lens
‘‘Evaluate the effectiveness of reverse engineering tools and techniques through empir-

ical studies.’’

Wong [62, Requirement 23]

It is not sufficient to build a reverse engineering tool for its own sake. The

effectiveness of the tool has to be evaluated as well in some form. This can be

accomplished with empirical research, which is a field that studies real-world

phenomenon. In the context of tools this means to study how tools are used by

certain subjects and how effective the tools are in accomplishing certain tasks on

certain kinds of systems. In software engineering, the emphasis has been on devel-

opment of new technologies rather than on evaluation and comparison of the effects

of these technologies [283]. Similarly, reverse engineering tends to focus on the

building of new tools, rather than evaluating these tools. However, both tool

building and tool evaluation are need to establish reverse engineering as a science.

A tool evaluation has the following components (or treatment factors) [284]:

(1) the tool under study, (2) a subject system that is applied on the tool, (3) tasks to

be performed on the subject system with the tool, and (4) the users that operate the

tool. Generally speaking, an empirical study involves the following steps [283]:

(1) formulating a research question, (2) designing a study, (3) gathering data, and

(4) analyzing and interpreting the data. Empirical studies of tools can be grouped

into the following approaches:

Case studies: A case study investigates the tool within a real-life context.18 As a

result, a case study often has little control over the evaluation setting. Also, the tasks

that are performed with the tool are typically not well described because reverse

engineering tools are typically used in an exploratory style and on an as-needed

bases during software development.

According to Sj�berg et al., ‘‘case studies are particularly important for the

industrial evaluation of software engineering methods and tools’’ [283]. Case studies

are perhaps the most popular approach to evaluate reverse engineering tools.

However, most case studies are rather weak in the sense that the tool is applied to

a smaller subject system and that the users of the tool are its developers. Few case

studies are conducted within an industrial context. In the ideal case, the ‘‘tool under
18 We use the term case study rather loosely guided by what researches in reverse engineering consider

to be a case study in their publications. Many of these ‘‘case studies’’ may not actually conform to a more

rigorous definition. Sj�berg et al. report on a literature study where they found that 58% of case study

papers did not meet their definition of evaluative case study [284].
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investigation is tried out on a real project using the standard project development

procedures of the evaluating organization’’ [285].

Experiments: Experiments investigate a tool within a controlled environment with

the goal to obtain certain measurements to test a hypothesis or theory. In an

experiment, users of the tool can be selected and assigned to groups based on their

characteristics. The tasks that are performed with the tool tend to be small, but

relatively well defined. Since experiments use controlled treatment factors they are

replicable and exhibit little bias.

There are very little experiments that evaluate reverse engineering tools. Storey

et al. have conducted a user experiment to evaluate the effectiveness of the user

interfaces of three different tools: Rigi (which uses a multiple windows approach),

SHriMP views (single window), and Unix standard tools (grep and vi) [102]. The

experiment measured correctness of performing a number of reverse engineering

tasks and the time to complete the tasks. This experiment showed that Unix standard

tools were the least effective.

Panas and Staron have conducted an experiment involving CBTD in which they

used ad hoc composition and a framework-based approach (VizzAnalyzer) to build

a reverse engineering tool [286]. They use the Goal-Question-Metric approach to

answer questions about the effectiveness of tool construction and the tool quality.

The experiment showed that framework customization is superior to ad hoc
composition.

Benchmarking: Benchmarking is often associated with performance comparisons

such as the well-known SPEC and TPC benchmarks. However, benchmarking also

has a broader meaning that covers evaluation approaches that use a well-defined task

sample associated with a performance measure so that a comparison among alter-

natives (e.g., different tools) is possible.

Benchmarking has characteristics from both case studies and experiments. They

have qualitative and quantitative elements [284]. Benchmarking allows a direct

comparison of results and has built-in replication. On the other hand, there is little

control over the users of the tools and how they apply it. Consequently, benchmarks

are preferable ‘‘if the tool undertakes automatic transformation of data with little or

no interaction with the tool user (e.g., a speech synthesizer, or a compiler)’’ [285].

Sim has developed the CppETS benchmark to measure the performance of Cþþ
fact extractors [77]. The task sample is structured into accuracy and robustness tests.

Accuracy checks whether an extractor is able to produce correct facts for preproces-

sing directives and Cþþ entities such as variables, functions, and exceptions.

Robustness tests issues such as missing header files, Cþþ dialects, and embedded

languages. The benchmark was applied to four extractors (Ccia, cppx, Rigi’s Cþþ
parser, and TkSee/SN). Figure 12 shows the scores of the extractors for both kinds of

tests. A drawback of CppETS is that scoring involves a significant amount of manual
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labor. In the best case, a benchmark is automated so that it can be easily rerun or

applied to a different tool.

Perhaps as a result of Sim’s efforts [287], the reverse engineering community has

proposed a number of benchmarks (e.g., for software evolution [288], clone detec-

tion [289, 290], design pattern detection [291], and recommender systems [292]).

Bellon et al. have evaluated clone detectors with the help of a benchmark [290]. All

necessary information is made available so that the benchmark can be replicated.

They hope that ‘‘benchmark evaluation becomes a standard procedure for every new

clone detector’’ [290].

Feature analysis: A feature analysis is based on a number of criteria that users

have for a particular reverse engineering activity and mapping those criteria to

features that a tool should have in order to support the activity [285]. The criteria

and features could be based on personal opinion or synthesized by means such as

questionnaires or (systematic) literature reviews. Often the first step is omitted or not

explicitly identified. As a result, a feature analysis is then focused on how well a tool

meets a given number of desired features.

Researchers often use feature analysis to evaluate a given tool. For example, the

developers of Sextant evaluate their tool with five functional requirements. Feature

analysis is also popular to compare different tools among each other. For example,

Bellay and Gall have compared the capabilities of four reverse engineering tools

(i.e., Refine/C, Imagix 4D, Rigi, and SNIFFþ) in terms of their general capabilities,
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analysis, representation, and editing/browsing [73]. Figure 13 shows the feature list

that compares the tools’ analysis capabilities.

There are also a number of other tool comparisons and comparative frameworks as

already described in Section 2. For example, Guéhéneuc et al. introduce a comparison

framework for design recovery and apply it to two tools [78]. The framework

addresses eight concerns: context, intent, users, input, technique, output, implemen-

tation, and tool. Some tool comparisons incorporate benchmarks, but feature analysis

is mostly qualitative.

Structured tool demonstration and other challenges: A structured tool demonstra-

tion is ‘‘a hybrid evaluation technique that combines elements from experiments,

case studies, and technology demonstrations’’ [293]. Such a demonstration was held

as part of a CASCON workshop where different teams had to perform certain

reverse engineering tasks with their tool on the same system in a live setting.

Thus, a demonstration covers the entire reverse engineering experience in a day.

Each tool is assigned an impartial observer who records how the tools are used to

solve the tasks and who acts as ‘‘apprentice,’’ trying to become proficient in the tool.

The organizers of the event emphasize that the purpose of such a demonstration is

not to establish a ranking but rather to give the participants insights into their own

tools. They pose the thesis that
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‘‘a structured demo provides a lot of insight for tool designers into their own tools and

allows them to directly compare their tool capabilities with other tools and learn about

future tool extensions’’

Sim et al. [151].

In a follow-up study, two additional tools (GUPRO and Bauhaus) performed the

same tasks on the same subject system, but not live [151].

Other more informal tool challenges have been conducted as well. These chal-

lenges have less control over the treatment factors which means that they rely on

personal interpretation, and do not allow comparability or reproducibility. The

perhaps first event of this kind was a call to test different tools on an industrial

legacy system [294]. The organizer expected 20–30 participants and results were

presented in a session at CSMR 1998. In another event, eight tools did participate in

the analysis of the SORTIE legacy system (30,000 lines of Borland Cþþ) [295].

The teams had the task to rearchitect the system and to submit a report. Results were

presented at WCRE 2001.

The working conference onMining Software Repositories (MSR) has established

the Mining Challenge since 2006. The challenge focuses on a particular software

system (e.g., Eclipse) but has no fixed task sample nor does it prescribe a task.

Similarly, VISSOFT 2007 did feature a Tool Demo Challenge for visualization tools

to perform a number of suggested tasks (e.g., architecture, source code, or evolution

analysis) on Azureus or GCC. Three tools did participate (CGA Call Graph

Analyzer, Rigi, and VERSO) and submitted short reports.

Empirical research plays a key role for two interrelated activities: the evaluation of

an existing tool and the generation of theories that inform the construction of tools.

We call the first activity evaluation-driven tool building and the latter one theory-
grounded tool building, discussing them in Sections 4.1 and 4.2, respectively.
4.1 Evaluation-Driven Tool Building
‘‘In general, the testing of the effectiveness of many tools has been seriously lacking.

The value of many research ideas have not been adequately substantiated through

empirical studies.’’

Storey et al. [24]

We define the term evaluation-driven tool building to emphasize that tool evalu-

ation should be an integral part of a tool building effort. Evaluation should be

considered not only as an afterthought but also during the whole tool building

project.

Sensalire et al. describe a tool evaluation cycle that consists of four steps [296]

(Fig. 14). This cycle emphasizes that tool building is an iterative activity that
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FIG. 14. Tool building and tool evaluation cycle [296].
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receives feedback by conducting evaluations. In the reverse engineering community,

there is increasing realization that tool evaluations are needed to advance the field

(e.g., [156, 203, 296]). Concerns that proper tool evaluations are needed have been

voiced in the community at least for a decade (e.g., [24]).

However, tool evaluation is not yet a standard practice. In order to establish tool

evaluations more firmly, there needs to be a consensus in the community what

constitute a ‘‘proper’’ evaluation. Typical examples of tool evaluations that can be

found in the literature are

—Personal impression of the tool developers.

—Anecdotes of tool usage reported back to the tool developers.

—Checking the tool’s features against a list of requirements (Section 2).

—Observational user studies.

Evaluations of tools involving users are mostly conducted with a smaller number

of subjects. Furthermore, these subjects are often from a purely academic back-

ground. Less than 10% of the empirical studies in software engineering use profes-

sional software developers [299]. For reverse engineering, this number is probably

even lower, leading to the question—perhaps voiced in exasperation—of ‘‘by the

way, did anyone study any real programmers?’’ [27].

Many user studies are controlled experiments (i.e., they are conducted in an

artificial environment, in vitro). In addition, more studies that evaluate a tool’s

adoption and use in industry (i.e., natural work environment, in vivo) would be

highly desirable. Such studies are less controlled by their nature, pose logistical

challenges, and ‘‘may result in vast amounts of data that is difficult to analyze’’
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[203]. Controlled experiments with their quantitative nature should be complemen-

ted with qualitative studies that ideally observe industrial programmers [300].

Another concern is that most user studies have a small sample size. Huang and

Tilley observe that most software engineering studies have this problem: ‘‘In most

software engineering studies, researchers are often pleased if they can attract a dozen

students to participate in their experiment’’ [202]. Sj�berg et al. report in a survey

that on average studies have 49 subjects (with a wide range from 4 to 266) [299].

Studies with a small sample size suffer from the problem that their statistical

significance is questionable. There are large studies in software engineering such

as an evaluation of pair programming that involved 295 professional software

developers [301]. Unfortunately, to our knowledge there are no studies for reverse

engineering that are even remotely comparable in terms of size and effort.

Empirical studies can be distinguished by their distance from human contact [27]:
first-degree contact exhibits a direct involvement of study participants, second-

degree contact exhibits indirect involvement of participants by collecting data

about them, and third-degree contact relies on theories that have been informed by

lower degrees of contact. User studies are first-degree with respect to the human

contact. While first-degree of contact has many benefits, it also poses potential

problems. Storey cautions that ‘‘observations can also be disruptive and could be

subject to the Hawthorne effect (e.g., a programmer may change her behavior

because she is observed)’’ [203]. If students are involved there is the added problem

that they ‘‘will often feel pressured to participate in their professor’s research even if

they are assured that participation is voluntary’’ [302]. Also, Berry and Tichy state

that ‘‘students in particular have a strong desire to please their instructors’’ [303].

These problems are mitigated by evaluation approaches that are based on second-

degree (e.g., instrumentation of tools to collect usage information [304]) and third-

degree (e.g., application of feature analysis to evaluate the tool).

Importantly, evaluation is not necessarily a ‘‘big-bang’’ activity that happens after

the tool has been ‘‘finished.’’ Instead, evaluation issues should be considered as

early as possible in the development effort. For example, user interface evaluations

can be already conducted before functionality is implemented with the help of

paper-based prototypes. When designing the tool it can be useful to consider already

how the tool can be instrumented to record user interactions during an experiment.

Evaluations can be designed based on the tool’s expected research contributions.

Such evaluations should be planned during tool development since experiments

involving users can take a long time to plan and to get approved by ethics commit-

tees. Tool prototypes can be used to evaluate certain aspects of the tool in a

lightweight, informal manner. For example, Google uses agile techniques such as

‘‘guerilla usability testing (e.g., limited numbers of users hijacked from the Google

cafeteria at short notice)’’ [305]. A promising approach that enables the evaluation
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of tools while they are being developed is a process based on (evolutionary)

prototyping (e.g., SEI’s Evolutionary Development method [64]).
4.2 Theory-Grounded Tool Building
‘‘The best theory is inspired by practice and the best practice is inspired by theory.’’

Knuth [306]

The purpose of a theory is to explain a set of empirical observations. In tool

building, a theory can be used to guide an empirical study and to explain its

outcome. Also, a theory can be useful to drive tool requirements. Storey argues

that theories are needed as a solid foundation for research [203]:

‘‘Irrespective of the evaluation technique used, theoretical underpinnings will benefit

the evaluations as the results will be easier to interpret. Although our long term goal

may be to build better tools, we need to understand why they are better than other

approaches.’’

In the following, we use the term theory rather loosely—incorporating (working)

hypotheses, scientific laws, recurring experiences, lessons learned, etc.—including

it to mean a proposed explanation for a phenomenon that is able to improve upon

tool building.

An experiment without an underlying theory is mostly only able to establish that

the tool has a characteristic based on some measure (e.g., superiority of a tool in

terms of maintenance speed). Thus, the experiment is able to support a claim, but

lacks a reasoning why this is so. Theories provide a framework for experiments by

guiding the setup, focusing the observations, and providing reasoning for the out-

comes [156]. There is a large number of potential theories from various scientific

fields that can be applied to reason about tools. For example, program comprehen-

sion can be investigated at least with cognitive, psychological, and socio-cultural

theories [300]. Exton proposes to utilize constructivist learning theories for tool

building [307]. He notes, for instance, that ‘‘constructivist learning environments

provide multiple representations of reality.’’ An implication for program compre-

hension tools is that they should have ‘‘the ability to present the same information

with the same level of abstraction but with a different emphasis.’’

While cognitive theories are suitable to study individuals, theories from social

sciences are needed if tool is used in a collaborative work style [16]. In this context,

O’Brien et al. recommend to incorporate socio-cultural theory, believing that

‘‘socio-cultural psychologists would consider that research methods focusing solely

on the individual in a purely experimental environment are deficient and incapable

of gaining a true insight into how understanding occurs. In fact, most empirical work
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carried out to date does not take into consideration external validity in terms of the

programmers’ environment, the source code used in these studies, or the tasks

required of participants’’ [300]. Theories about adoption and technology transfer

then can be applied to reason about tool adoption in an organizational setting

(Section 2.5). This has been advocated by the Adoption-Centric Software Engineer-

ing project, which treats tool adoption as a first-class goal.

Instead of applying theories with little or no modification, general theories can be

leveraged as a foundation to formulate dedicated theories for tool building and the

reverse engineering domain. There are a number of different program understanding

strategies that derive from cognitive theories (i.e., bottom-up, top-down, knowledge-

based, opportunistic vs. systematic, and the integrated model) [203]. For example,

Solloway and Ehrlich’s theory of top-down understanding ‘‘borrows’’ from two

sources: text comprehension and problem solving theories [308]. Program compre-

hension theories can be used to come up with tool requirements. In fact, Storey

observes that ‘‘many of the researchers that developed the traditional cognitive

theories for program comprehension discuss the implications of the developed

theories on tool design’’ [203]. However, she also concludes that ‘‘in many cases,

the connection to tools and how they could be improved or evaluated according to

the theories could be stronger.’’

Formation of theories is often grounded in (empirical) observations rather than

controlled experiments; the latter are more suitable for testing theories. Theories for

program comprehension are often based on observation of programmers and their

work practices. Examples of observational techniques are work diaries, think-aloud,

shadowing, and participant observation via joining the team [309]. Lethbridge and

Singer have developed a method called Work Analysis with Synchronized Shadow-

ing (WASS) to study and record the work of software engineers [27]. Synchronized

shadowing uses two note-takers during the observation that place different emphasis

on the kinds of data that they are collecting. The records are later merged and

encoded in use case maps, which show the flow of tasks including tools such as grep

and emacs, contexts such as documents and other people, and actions. Based on the

use case maps, work patterns can be synthesized whose interpretation can lead to

theories and tool requirements. Lethbridge and Singer used WASS to study eight

industrial software engineers and were able to derive a number of requirements for

software exploration tools. For example, they found that a ‘‘tool should have a

simple command to automatically locate occurrences of whatever is in the copy

buffer’’ [27]. This is based on their observation that users frequently used the copy

buffer as the argument when performing a search with the editor.

Mayrhauser and Vans use their integrated model of program comprehension to

study industrial programmers with think-aloud doing maintenance tasks. Based on

their observations, they map maintenance tasks to information needs and tool
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capabilities [310]. For example, they found that programmers want to come back to

a code segment that they looked at previously. Thus, they have the information need

of ‘‘browsed locations’’ which a reverse engineering tool can satisfy by offering a

‘‘history of browsed locations.’’ More recently, Ko et al. have conducted an experi-

ment with students performing maintenance tasks in Eclipse [311]. They say that

‘‘the central goal of our study was to elicit design requirements for tools to help with

maintenance tasks’’ and consequently propose six such requirements and how a tool

could realize them. For example, their study suggests that part of a task entails ‘‘to

collect a working set of task-relevant code fragments.’’ In Eclipse, part of the

working set is represented by the open file tabs and the state of the package explorer.

As a consequence, switching of tasks results in a loss of the working set that needs to

be manually recovered. They propose that a tool should ‘‘provide a working set

interface that supports the quick addition and removal of task-relevant code frag-

ments.’’ In a sense, these findings refine Mayrhauser and Vans’ observation that a

history of browsed code locations is important during maintenance.

For tool building, theories constitute existing knowledge that can be used to build

better tools. In this context, it is important to ‘‘package’’ theories in such a form that

they can be more easily applied by researchers that are primarily interested in tool

building as opposed to advancing and developing theories. Walenstein has done

extensive research in how to apply cognitive theories to tool building, distilling his

findings in a cognitive modeling framework (HASTI) that can be used to reason

about cognitive support [312]. He explicitly states that ‘‘HASTI is tailored specifi-

cally to the needs of application-oriented researchers. They need abstractions and

simplifications such that the important issues of cognitive support can be efficiently

raised and addressed. They also need prebuilt models that can be rapidly and widely

applied to yield insight’’ [156]. Examples of other cognitive theories that can be

applied by tool builders are Green and Petre’s cognitive dimensions framework

[178], Storey’s cognitive design elements for software exploration [163, 164], and

Murray’s cognitive patterns (or microtheories) for program comprehension

[313, 314]. Storey has applied her design elements to guide and assess the SHriMP

visualization tool; similarly, Farah has applied Murray’s patterns for her Temporal

Model Explorer tool [315]. The patterns enabled the generation of a number of

(candidate) tool features.

A promising approach for generating theories for program comprehension is

grounded theory, which is commonly applied in areas such as cognitive science

and psychology. With grounded theory, new theories are synthesized bottom-up

from experimental data rather than being informed—and constrained—by existing

theories. Additional data leads to a refinement of the theory so that it continues to

support all available data. Researchers in the reverse engineering domain have both

advocated (e.g., [16]) and applied (e.g., [27, 316]) grounded theory. However, it is
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crucial to not abuse grounded theory as a fig leaf for unsystematic theory generation.

Based on their experiences, Adolph et al. caution that ‘‘like many other researchers

who have claimed to follow grounded theory methods and even produce a grounded

theory, many of us have only borrow[ed] a few grounded theory practices and have

not followed grounded theory as a comprehensive method’’ [317].
4.3 Discussion
‘‘Scientific rivalry between experimenters and between tool builders can thereby lead

to an exponential growth in the capabilities of the tools and their fitness to purpose.’’

Hoare [318]

The key elements of empirical research in the reverse engineering domain—

theories, experiments, and tools—are mutually dependent on each other. This is

illustrated in Fig. 15. Theories can guide tool experiments (e.g., Walenstein’s

HASTI [312]) and to a lesser degree provide requirements for tool building (e.g.,

Mayrhauser and Vans [310]). Experiments can be used for tool evaluation and to

confirm or refute theories. Same as theories, experiments can provide requirements

for tool building (e.g., Lethbridge and Singer [27]).

An approach to tool building that is evaluation-driven and theory-grounded has to

follow a suitable process that incorporates theories, experiments, and tool building.

An example of such a process that incorporates these elements is described by

Storey [163]. The process consists of ‘‘several iterative phases of design, develop-

ment, and evaluation’’ and has been used on the SHriMP tool. Figure 16 depicts a

rendering of the process iterations with SHriMP as the subject tool. There is an

‘‘iterative cycle of design and test’’ that aims at improving a tool [164]. The (initial)

design of the tool is guided by Storey’s cognitive design elements framework, which

is a theory that provides a catalog of issues that should be addressed by software

exploration tools. Evaluation of the tool’s design and implementation can be accom-

plished by empirical studies based on observation of tool users. This cycle is
ToolExperimentsTheories

FIG. 15. Cycles of tool construction, experimentation, and theory creation.
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FIG. 16. Storey’s process consisting of two feedback cycles [163].
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embedded in a larger iterative cycle for improving the underlying theory. When

adopting Storey’s process, the cognitive design elements framework could be

replaced with a different theory.

Compared to the other two lenses, tool evaluation is still in its infancy. However,

the evaluation of tools has made rapid advances within the last few years, which is a

source for optimism that some form of empirical evaluation will become an

expected component when reporting a research result. However, empirical studies

are costly and thus should be conducted strategically (e.g., based on cost-benefit

concerns). For example, the goal is not to maximize the quality, but to find the right

level of quality [283]. Having a large number of lower quality studies that are only

conducted as a token effort to get a tool or method published may turn out to be

detrimental to the long-term impact that empirical studies can have in synthesizing

broadly accepted theories. In fact, if empirical studies are not following a rigorous

procedure, the resulting data ‘‘may fail to support even a true hypothesis, or,

conversely, false hypotheses may be believed to be true’’ [319]. It is now expected

that an empirical study discusses threads to validity. However, instead of repeating

(boilerplate) discussions for each evaluation, the effort should go toward reducing the

threads. Also, not everything needs to be empirically investigated (e.g., it may be

sufficient to rely on qualified opinions or long-term anecdotal evidence). For example,

Parnas points out that the effectiveness of Kirchhoff’s circuit law has not been empiri-

cally evaluated—its effectiveness is simply accepted by electrical engineers [320].

Key concerns for empirical research in the reverse engineering domain are the

development of agreed-up standards that make it easier to conduct, compare, and

reason about empirical studies. In his WCRE 2006 keynote, Briand makes the point
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that ‘‘it is important that the reverse engineering research community strives to

provide guidelines and develop specific empirical procedures and benchmarks that

would eventually converge to become standard practices’’ [321]. An example of

work in this direction is the proposal of a framework for defining and performing

experiments for program comprehension, and of collaborations among researchers

where each participant contributes to a study in a different way [298, 322].

Researchers have also proposed a common coding scheme for observational studies

[323]. Reverse engineering can benefit from software engineering, which is facing

similar challenges [324]. Zelkowitz and other researchers advocate the sharing of

information related to empirical studies in software engineering among research

groups [325]. Examples of information that should be shared are experimental

results in the form of quantitative data; artifacts that support an experiment such

as code, design documents, and test plans; tools for data collection; and procedures

and guidelines such as reporting forms.

A straightforward approach to advance empirical studies is to work toward a

benchmark, or at least a common set of subject systems. A benchmark is relatively

easily applied and promises replication. Without a standard set of subject systems

and evaluation principles encoded in a benchmark, there is the risk that tool evalua-

tions are biased by applying a new tool or technique to favorable software systems.

In addition, defining a benchmark can have a community-building effect, advancing

the discipline: ‘‘Throughout the benchmarking process, there is greater communica-

tion and collaboration among different researchers leading to a stronger consensus

on the community’s research goals’’ [287]. Communication of lessons learned are

another example that can help to advance empirical research. Sensalire et al.

describe lessons learned based on five different user studies with software visuali-

zation tools [296]. Adolph et al. discuss lessons learned in applying grounded theory

in the software engineering domain [317].

A key problem of empirical research is lack of knowledge and interest.

Reverse engineering researchers that are willing to advance the state of empirical

research (e.g., by applying grounded theory) are rather ill equipped because their

background has not prepared them to apply social science research methodology

[317]. Huang and Tilley provide an example that affirms this point [202]:

‘‘We are novice empiricists who are interested in using empirical studies as a measure-

ment instrument; we are not particularly interested in becoming experts concerning

empirical methods per se. As novices, we struggled with learning how to properly

execute an empirical study, while at the same time remaining focused on the underlying

problem that we were interested in exploring.’’

Also, researchers that have chosen an engineering discipline are often not partic-

ularly keen on becoming experts in empirical research. One avenue to raise the



THE TOOLS PERSPECTIVE ON SOFTWARE REVERSE ENGINEERING 271
quality of empirical studies and the construction and application of theories is that

the reverse engineering community works toward establishing a research environ-

ment that encourages researchers to specialize in empirical research involving tools.

Such a research environment would need to give adequate scientific credit for

empirical work (e.g., synthesizing of tool requirements and replication of tool

evaluations) on a par with nonempirical work. This would lead to a mutual fertiliza-

tion of researchers that focus on tool building and tool evaluations. Walenstein

describes a grand vision of theory-based research in which multidisciplinary collab-

oration would lead to theories that serve as a foundation for software engineering

research. In this vision, ‘‘software engineering researchers will be portrayed as

consumers of theoretical advances from other disciplines, the focus of the software

engineering thread of research will be set on applications of theories derived

elsewhere’’ [156, p. 56].
5. Conclusions

In this chapter, we have addressed the issue of academic tool building in the

reverse engineering domain. We have explored this issue with the help of three

lenses: tool requirements, tool construction, and tool evaluation. Each lens repre-

sents an opportunity to reflect upon the current research practice and how to improve

upon it.

Each lens has the potential to positively influence other lenses, which in the best

case may lead to a positive feedback cycle. Articulating tool requirements represents

an opportunity to make research goals more explicit. For example, what are the

desirable quality attributes that the tool has to meet? It is expected that this set of

requirements will be changed and refined as research advances and the tool gets

constructed. Thus, tool requirements and tool construction are mutually influencing

each other. Initial tool requirements can serve as early guidance for tool construc-

tion. For example, quality attributes can inform tool architecture. Conversely,

experiences gained by building and test-driving a tool prototype can refine the

tool’s requirements.

The tool’s quality attributes also depends on the evaluation. For example, what

are the minimum requirements so that the tool can be used for the envisioned tool

evaluation? If the tool is evaluated by the tool developers themselves (e.g., bench-

marking its scalability) then usability and adoptability are less of a concern.

Conversely, if the tool is evaluated by a user study then a certain level of usability

has to be met. Furthermore, the tool has to scale up to accommodate at least the

evaluation environment, which may be a subject system with millions of lines of
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code in an industrial setting. A key motivation of empirical studies is to show that a

new tool or technique provides a measurable benefit compared to the state-of-the-

practice. Finkelstein and Kramer point out that researchers ‘‘cannot expect industry

to make very large big-bang changes to processes, methods and tools, at any rate

without substantial evidence of the value derived from those changes’’ [106]. Thus,

convincing empirical studies can support tool adoption by industry. While there is a

considerable attention on process in software engineering, the process of developing

tools in academia is still neglected. Oivo proposes to make the development work in

a research project the subject of empirical study, treating it as an experiment or

quasi-experiment [326]. This approach provides a more realistic environment for

experimentation compared to small-scale user studies involving students. It has the

potential to strengthen empirical results and to introduce more rigor into academic

tool building.

Besides the discussed lenses, reverse engineering research is experiencing a

number of new challenges due to novel perspectives on how to reverse engineer

systems and due to the shifting nature of the systems themselves. These challenges

reflect back on the lenses in terms of new emerging tool requirements, new tool

architectures, and new avenues for empirical evaluations.

Research in software evolution has led to the realization that there is no strict

separation between the development and maintenance phase of a software system

[10]. Similarly, reverse engineering activities are not removed from forward engi-

neering activities—both are rather intertwined. This understanding has conse-

quences on reverse engineering tools. First, it leads to a tighter integration of the

reverse engineering tools with the software development tools, meaning in practice

that reverse engineering functionality is integrated seamlessly within the develo-

pers’ IDE. Second, reverse engineering functionality has to be accessible not only

instantaneously but also produce results instantaneously. Thus, batch-processing of

tasks that run for a longer time period are out-of-step with a highly interactive, IDE-

driven working style. In a sense, each additional second that an analysis takes

rapidly decreases its attractiveness for the tool user. Thus, the idea of JITC is

complemented by real-time comprehension and real-time reverse engineering.

Third, following the lead of IDEs to become more collaborative, reverse engineering

tools are following suit. Incorporating collaborate features enables novel reverse

engineering functionality, not just augmenting existing reverse engineering

approaches with a collaborative touch. However, this also leads to new challenges

for tool evaluation because studies now have to cope with multiple tool instances

that operate in a collaborative environment. Fourth, tighter integration of reverse

and forward engineering in a single environment means that reverse engineering

tools have access to and can leverage data sources that were previously not avail-

able. If data about every single keystroke of the user becomes available for data
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mining, powerful recommender systems that operate in real-time become feasible.

Thus, we expect that reverse engineering will increasingly incorporate and leverage

functionality such as can be found in recommender systems. Furthermore, these new

data sources can be used in empirical studies of tool usage.

In a user study involving software visualization tools for performing corrective

maintenance, the participants questioned the need for dedicated tool support, voicing

their preference for the Eclipse IDE [75]. This may be explained with the fact that

Eclipse is offering functionality that was previously only provided by reverse engi-

neering tools. Either way, it shows that reverse engineering tools are now competing

with vanilla IDEs. If research in reverse engineering wants to stay relevant it has to

show that its tools are useful beyond the state-of-the-art of industrial software

development environments. A study of doing maintenance with Eclipse showed

that only 20% of the time is spent editing code besides other activities such as reading

code (20%), searching for names (13%), and navigating dependencies (16%) [311].

The study also exposed the potential of new tool support that could save up to 35% of

the time spent on code navigation duringmaintenance tasks. Thus, dedicated tools for

program comprehension and reverse engineering have the potential to make a huge

impact if they support the right functionality (i.e., usefulness) together with the right

interactions (i.e., usability). However, the increasing complexity of the underlying

reverse engineering infrastructure and the pressure to compete with polished indus-

trial tools may necessitate a community effort to collaborate on a common infrastruc-

ture (e.g., in the form of an application framework) for doing joint reverse engineering

research [327, 328]. Such an infrastructure should allow ‘‘the state-of-the-art to be

readily applied’’ and thus to advance upon it more easily [327].

The constantly changing nature of software means that reverse engineering

approaches have to adapt accordingly. Traditionally, reverse engineering is

concerned with large monolithic systems that are coded in a statically typed high-

level language. Over the years, established programming languages have been

getting more dynamic in nature (e.g., Cþþ’s RTTI and C#’s Reflection.Emit) and

new languages already have more dynamic features (e.g., Ruby). Domains such as

web applications often rely on scripting languages on the client side (e.g., Java-

Script) and server side (e.g., PHP). This trend has an impact on reverse engineering

tools because static analyses are becoming less precise and whole program analyses

are becoming impractical [297]. Thus, dynamic analyses are playing a more promi-

nent role in dynamic languages to complement statically derived information.

Besides programming languages, the targeted systems are changing their char-

acteristics. Systems are becoming less monolithic, more dynamic, and more adap-

tive in nature. This trend is exhibited by approaches such as SOA (where services are

loosely coupled and can be discovered during run-time) and self-adaptive systems

(where the system reconfigures itself during run-time) [329]. These kinds of
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software require analyses that monitor the system at all levels of granularity and

corresponding visualizations [330]. Such systems also often have components that

are black boxes in the sense that their inner workings and source code are not

accessible for reverse engineering. Thus, reverse engineering techniques may have

to rely primarily on analyzing the interfaces and observing the interactions of black-

box components. The same characteristic holds for emerging approaches such as

Software as a Service (SaaS) and cloud computing, which hide most parts of the

software behind the service provider’s server. While such restrictions are not

entirely new and can also be encountered in COTS-based and distributed systems,

the increasing impact of SOA, SaaS, clouds, and self-adaptivity may necessitate

radically different reverse engineering techniques.

There is also the realization that systems do not exist in isolation and have to be

studied and understood in a broader context. The concept of Systems of Systems

(SoS) acknowledges that the boundary of a software system is often blurred and

shifting because it communicates with other systems. Also, a SoS includes systems

over which the integrator has little or no control [331]. As a consequence, the subject

system that reverse engineering targets may not be readily identifiable and easily

bounded if that system is in fact a SoS. This problem becomesmore pronounced if the

reverse engineering target broadens toward ultralarge-scale (ULS) systems [332].

Looking at the challenges ahead, research in reverse engineering promises to

remain exciting, despite—or perhaps because of—its growing maturation in all three

lenses. While tool building is a means to an end, it does no harm that it has a very

attractive characteristic—it is fun!
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Email Spam Filtering
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