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GLOSSARY

automated knowledge acquisition techniques A set of
tools and techniques designed to overcome the
limitations of human-to-human interactions. Strate-
gies for automating the knowledge acquisition
process may range from using high-level expert sys-
tem shells, which enable an expert to enter his or
her knowledge directly into the computer, to pro-
grams that interview and prompt the expert.

contextual factors These are aspects of the organiza-
tional context, human and physical factors that
may have an impact on the quality of knowledge
acquisition episodes.

heuristics Derived from the Greek verb heurisko,
meaning “to find or discover,” a heuristic is knowl-
edge discovered by domain experts in the process
of performing their tasks. Usually expressed as an
If-Then rule, a heuristic is similar to a “rule of
thumb” in that it is knowledge that is informal and
a matter of judgement.

knowledge acquisition (KA) A process whose goal is
the elicitation and representation of knowledge for
developing artificial intelligence applications such
as expert systems.

knowledge engineer Artificial intelligence specialist
responsible for the development of a knowledge-
based application. Duties usually include knowl-
edge elicitation, representation, and coding.

manual knowledge acquisition techniques A set of
tools and techniques typically drawn from sociol-
ogy and psychotherapy to assist a knowledge engi-
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neer in eliciting and representing the knowledge
of one or more human experts.

protocol analysis One popular knowledge acquisition
technique that involves the creation of a protocol
or record of an expert’s decision-making processes.
The expert is encouraged to “think aloud” while
working through a problem; this is recorded and
serves as the protocol. This protocol is then ana-
lyzed by a knowledge engineer and converted to an
intermediate or final knowledge representation.

KNOWLEDGE ACQUISITION (KA) is a goal-directed
process that involves the subprocesses of elicitation
and representation of knowledge. This can include a
wide variety of knowledge sources, such as text, video,
data, and one or more human experts. KA techniques
can range from machine learning and induction to un-
structured interviews. KA processes may be involved in
the development of any knowledge-based applications.
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The study and development of expert systems is one of
the more mature fields within artificial intelligence (AI).
These systems have either been developed completely
in-house, purchased as proprietary software, or devel-
oped using an expert system shell. The most commonly
cited problems in developing these systems are the un-
availability of both the experts and the knowledge engi-
neers and difficulties with the rule extraction process.



Within the field of Al this has been called the “knowl-
edge acquisition” problem and has been identified as
one of the biggest bottlenecks in the expert system de-
velopment process. Simply stated, the problem is how to
efficiently acquire the specific knowledge for a well-
defined problem domain from one or more experts and
represent it in the appropriate computer format.

Because of what has been called the “paradox of
expertise,” experts have often proceduralized their
knowledge to the point where they have difficulty in
explaining exactly what they know and how they know
it. However, new empirical research in the field of ex-
pert systems reveals that certain KA techniques are
significantly more efficient than others in different
KA domains and scenarios. Adelman, then Dhaliwal
and Benbasat, and later Holsapple and Wagner iden-
tified six sets of determinants of the quality of the re-
sulting knowledge base.

Domain experts

Knowledge engineers

Knowledge representation schemes
Contextual factors

Knowledge elicitation methods
Problem domains.
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Each of these determinants has its own body of re-
search and implications for developing knowledge-
based applications.

Conceptions of KA phenomena are complicated
tremendously when we consider all the possible
sources and combinations of expertise, the nature of
the entity that elicits and structures this expertise, and
all the different factors that may have a moderating
influence on the process. When all these issues are
taken into consideration, it becomes apparent that
the classic KA scenario, where a knowledge engineer
attempts to elicit and structure the knowledge of a
human expert, is a complex phenomenon with re-
spect to the number of parameters involved.

A. Knowledge Acquisition Processes

KA is mentioned as a problem within fields as diverse
as machine learning, natural language processing,
and expert systems research. However, the most typi-
cal KA scenario is where a knowledge engineer en-
gages in an unstructured interview with one or more
human experts. After these initial sessions, the engi-
neer may use the results of these sessions to develop
tools for structuring more in-depth KA sessions, such
as focused lists of questions, simulations, or even ex-
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pert system prototypes to use as the basis for later ses-
sions. Researchers have used a systems analytic ap-
proach to modeling the KA process and have arrived
at a variety of models that are generally in agreement.
The KA process is typically described as being itera-
tive with loops that depend upon the size of the sys-
tem to be built, the depth and breadth of the task to
be supported, and the quality of the knowledge as it
is acquired. Steps in the process are identified as:

1. Conduct an initial unstructured interview.

. Knowledge engineer analyzes results of interview.

3. Knowledge engineer represents the resulting

knowledge.

4. Experts test, and their comments on the system
performance are recorded.

. If the knowledge base is complete, then stop.

. Acquire the missing knowledge from an expert.

. Represent the missing knowledge in the
knowledge base.

8. Return to step 4 until finished.
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In reality, KA often involves a number of different
KA techniques used in multiple KA sessions or episodes
with multiple knowledge sources including texts and
various human experts. A classic example of how com-
plicated KA can be in reality is the case of how the Ex-
perTAX system was developed by Coopers & Lybrand.
This classic case recorded by Shpilberg et al. describes
an expert system that was designed to help guide staff
accountants out in the field collecting tax informa-
tion. This case is somewhat unique even today in that
it details the overall activities involved in development
and is not limited to illustrating specific KA techniques
used or novel features of the system.

As is usually the case, the development of Exper-
TAX began with an unspecified number of unstruc-
tured exchanges with multiple experts (20 experts
participated overall). After this, the knowledge engi-
neering team decided to set up a simulated tax infor-
mation gathering case with three different accoun-
tants playing roles. The team videotaped this session
and several subsequent variations on it. Other inter-
active KA sessions were held using a computer to help
in the design of the user interface. After these differ-
ent sessions, a prototype of ExperTAX was developed.
This then served as the basis of all the KA sessions that
followed with individual experts, leading to significant
additions. The whole development process spanned
about 2 years and almost 6 person-year’s labor. This
particular case describes in unusual detail how varied
KA can be in reality with respect to the combinations
of KA techniques and participants at each stage of the
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project. Because KA is such a mix of activities, in ac-
tual practice it has been difficult for researchers to
evaluate how these activities may be best implemented.

Il. KNOWLEDGE ACQUISITION
TOOLS AND TECHNIQUES

KA tools and techniques fall into two general cate-
gories: manual and automated. Manual KA techniques
are derived mainly from psychology and involve a hu-
man knowledge engineer interacting with or observ-
ing one or more domain experts. In an effort to in-
crease the efficiency of the KA process, researchers
from the field of computer science wrote programs
that would enable the computer to interview the ex-
pert and help in the structuring of the resulting ex-
pertise. This form of automated KA might also en-
compass some of the machine learning techniques
from Al, such as neural networks and genetic algo-
rithms, which may or may not require supervision in
the learning process.

The role that the human knowledge engineer plays
in the KA process varies considerably depending on
the particular KA technique or method used. In some
cases it may be appropriate for the knowledge engi-
neer to become an apprentice to the expert or to par-
ticipate somehow in the actual problem-solving
process. In other cases it may be better for the knowl-
edge engineer to conduct an unstructured interview
or to simply observe the expert perform a given task.

A. Manual Knowledge Acquisition
Tools and Techniques

Many different techniques have been developed es-
pecially for knowledge engineers in these different
situations or have been drawn from existing research
in fields such as psychology. Of these techniques, it
should not be surprising that a survey found that the
most commonly used knowledge elicitation technique
was the “unstructured interview,” where the knowl-
edge engineer asks general questions and hopes for
the best. However, each technique requires different
abilities from the knowledge engineer and the knowl-
edge source and allows a different set of knowledge
representations to be used.

Although the “manual” KA techniques described
here are certainly the most common used today, they
are certainly not without their problems. Not only do
they require an enormous amount of time and labor
on the part of both the knowledge engineer and the

domain expert, but they also require the knowledge
engineer to have an unusually wide variety of inter-
viewing and knowledge representation skills in order
for them to be successful.

Despite being the most commonly used KA tech-
nique, it is difficult to describe the unstructured in-
terview as a true technique, since as its name implies
it is just a wandering conversation between the expert
and the knowledge engineer. Even though, it still has
a valuable place in the knowledge engineer’s bag of
tools since it allows the greatest possible freedom for
the knowledge engineer and expert alike to explore
the topic. Many researchers have documented and
described its usage, although researchers in the field
usually downplay its value as a real tool. In fact, one
field study of KA techniques cited the use of the un-
structured interview as one of the biggest failings of
knowledge engineers who were attempting to develop
expert systems.

This lack of detail regarding KA techniques used in
reported expert systems cases seems to indicate that
some developers assume that an unstructured inter-
view is the only way to elicit an expert’s knowledge.
However, an unstructured interview can be helpful
both in acclimating the expert to the development
process and in helping the knowledge engineer learn
general ideas about the problem domain. It serves the
additional purpose of building rapport between the
system developer and the human source. Unfortu-
nately, this has been shown by researchers such as
Burton et al. to be a time-consuming and inefficient
process.

The notion of the structured or “focused” inter-
view has its roots in psychotherapy research. Inter-
views may be structured by developing a list of ques-
tions in advance. In addition, the allowed activities of
the interviewer are also carefully specified. The im-
plied hypothesis is that by providing structure to the
interview it can be made more efficient. Psychologists
developed other interviewing techniques and tools
which were designed to structure the interview process
and have been, in turn, generally applied to the KA
problem. These techniques can often be applied to
situations where the expert is being interviewed while
actually performing a task. Tasks used to structure the
interview may also be simulated or reconstructed us-
ing case studies or scenarios or simply may be gener-
ated from the expert’s own past experience. Tech-
niques most commonly discussed in the literature
include protocol analysis, psychological scaling, and
card sorting.

Some simple structuring can be given to the inter-
view process by having the expert perform a particular



task while the knowledge engineer asks questions
freely. The task may be typical of the problem-solving
situation which the knowledge engineer wishes to ex-
plore or it may be a special case identified in earlier
sessions. The simplest task the knowledge engineer
could give the expert could be to prepare a brief lec-
ture designed to introduce someone to the particular
problem domain. This type of task might be more ap-
propriate for early KA sessions, whereas the special
task might be better for when the knowledge engi-
neer is more familiar with the particular domain.

Protocol analysis is one of the most frequently men-
tioned elicitation techniques in the KA literature. A
survey of KA techniques in actual usage by Cullen and
Bryman found protocol analysis to be second only to
unstructured interviews in actual usage. Basically, sub-
jects are asked to think aloud while solving a problem
or making a decision. These verbalizations are usually
taped and then transcribed. The transcription is then
analyzed using a particular coding scheme. The tran-
script itself is termed a “protocol” and may be used to
refer to a word-for-word record or a summary of the
major points. Whatever the form of the protocol, it
should enable the knowledge engineer to easily ac-
cess, index, and code specific pieces of information.

Depending on the problem domain, it may be de-
sirable to also generate “motor” protocols or even
“eye-movement” protocols to more clearly understand
an expert’s performance of a task. Motor protocols
require the expert’s physical movements to be closely
observed and noted by the knowledge engineer. This
may only be appropriate for acquiring certain types of
expertise. However, all these protocols can be thought
of as being either “concurrent” or “retrospective.”
Concurrent protocols are records of the expert’s
thought processes during the same time he or she is
solving a problem, while retrospective protocols are
records of the expert’s review of his or her verbaliza-
tions after the task is completed. It may be appropri-
ate for a knowledge engineer to use a retrospective
protocol when it is felt that the task of verbalization
may interfere with the expert’s performance of the
actual task.

The actual transcript of the expert’s thoughts, while
faced with a given task such as the transcript above, is
called the protocol. This transcript may, in turn, be
translated by the knowledge engineer into a more for-
mal protocol that attempts to summarize the major
points in a format designed for easy review. Once the
protocol has been worked into the desired format,
the actual analysis of such a protocol by a knowledge
engineer can begin. Knowledge engineers then may
use one of many possible intermediate representation
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schemes to map out the expert’s processes. This helps
the knowledge engineer to uncover the decision rules
used by the expert, classifying them further into dif-
ferent types of rules. So in analyzing the protocol, the
knowledge engineer may find that some rules are gen-
eral rules, other rules may be dependent on the re-
sults of prior decisions, and yet other rules may be to-
tally distinct. These rules can then be refined further
by either the domain expert or even another expert
before they are implemented in the final system.

Protocol analysis has become popular as a KA tool
because it forces the expert to focus on a specific task
or problem without interruptions from the knowl-
edge engineer. It forces the expert to consciously con-
sider the problem-solving process and, therefore, may
be a source of new self-understanding. It is also very
flexible in that many different types of tasks (simula-
tions, special cases, etc.) may serve as a basis for the
protocol. Having a record encourages the knowledge
engineer to target topics and possibly develop further
structured interviews around missing steps in the
process. It also allows the knowledge engineer to ex-
ercise a great degree of flexibility in the choice of
analysis used to structure the protocols. Also, on a
practical level, protocol analysis requires little equip-
ment or special training for the knowledge engineer.

The main disadvantage to protocol analysis is the
very necessity of forcing the expert to verbalize his or
her actions. It is often the case that expertise has be-
come so proceduralized that the expert is either un-
able to express it or is completely unaware of it. As
mentioned previously, this phenomenon is commonly
referred to as the paradox of expertise and is one of
the major motivations for research in the field of KA.
Not only may they be unaware of their problem-
solving methods, but they may actually verbalize them
incorrectly and thus introduce error or bias into the
resulting system. If the knowledge engineer uses spe-
cial or difficult test cases as the basis for the interview,
the expert may be uncomfortable trying to verbalize
the problem-solving process. So the success of proto-
col analysis may also depend on the personality of the
expert and, in turn, their ability to be introspective
and verbalize thought processes. In addition, gener-
ating protocols can be a very time-consuming process,
and they may result in more data than the knowledge
engineer can efficiently handle.

While protocol analysis involves little interaction
between the expert and the knowledge engineer, sev-
eral techniques have been suggested which require
the knowledge engineer to actively participate in the
problem-solving process. These techniques capitalize
on the idea that the knowledge engineer must be-
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come somewhat of an expert in order to translate the
expert’s knowledge into a machine representation.
Thus, the interview may be used as a tutorial where
the expert delivers a lecture, which the knowledge en-
gineer may paraphrase or use to solve similar prob-
lem scenarios. The knowledge engineer may also play
the role of an apprentice and actively participate in
the expert’s problem-solving process. Making the
knowledge engineer become like the expert is cer-
tainly the most time-consuming approach to KA, but
ensures the highest quality resulting system.

Other interviewing techniques, which have been
proposed in the literature, have been drawn directly
from psychology. These include multidimensional/
psychological scaling, network scaling, cluster analysis,
and card sorting. Many of these techniques combine
elicitation and structuring aspects and thus are difficult
to consider as simply “elicitation” or “structuring” tech-
niques. They are considered to be more objective than
more traditional interviewing methods and therefore
may be especially useful in the later refinement stages
of the KA process. Burton et al.’s empirical comparison
of elicitation techniques supports this contention some-
what in that it found that nontraditional techniques
such as card sorting performed better than protocol
analysis and interviewing.

A number of different techniques fall under the
heading of what may be called “psychological scaling”
techniques. These include multidimensional scaling,
network scaling, and hierarchical cluster analysis. Gen-
erally speaking, experts are asked to rate the similar-
ity of different objects (usually chosen beforehand)
and this rating is represented as a distance on a seven-
point scale ranging from no similarity to completely
similar. The purpose of this is to discover the expert’s
rank ordering of objects within a problem domain.

The most complex method within this group is
probably multidimensional scaling (MDS). It is based
on the use of the least-squares method to fit the
elicited data. A grid of data is obtained by comparing
the similarity of a set of key variables or concepts on
a scaled number of different dimensions. This is sup-
posed to give an overall picture of the space in which
the objects lie. The relative location of the variables
or concepts in the different dimensions is then in-
ferred using the leastsquares method. However, use
of a scaling technique requires that both the concepts
and the dimensions be identified beforehand. This is
most likely done in an earlier interview. Thus, this
technique should probably be considered more of a
structuring tool than an elicitation tool. It does force
the expert to quantify the relatedness among a set of
concepts on a set of dimensions. Because the various

scaling techniques are quantitative, they are more
suited to use in automated KA programs such as
AQUINAS, KITTEN, KSSO, PATHFINDER, and
PLANET.

Card or concept sorting techniques are also used
to help structure an expert’s knowledge. As its name
implies, it involves having the knowledge engineer
write the names of previously identified objects, ex-
periences, and rules on cards which the expert is
asked to sort into groups. The expert describes for
the knowledge engineer what each group has in com-
mon and the groups can then be organized to form a
hierarchy. Like MDS, some empirical research by Bur-
ton et al. suggests that card sorting may be a more ef-
ficient elicitation technique than some of the more
traditional techniques such as protocol analysis or in-
terviewing. It has been used with some success to de-
velop applications described in the literature. It is also
a tool that can be easily implemented on a computer
as an automated KA tool.

B. Automated Knowledge Acquisition
Tools and Techniques

As pointed out in the general discussion of KA
processes, KA is not limited to just the acquisition of
expertise by a human knowledge engineer. Because
of the many problems associated with using humans
as KA agents, much of the current research thrust has
been directed at developing tools and techniques that
can be used to automate the KA process. Strategies
for automating the KA process may range from using
high-level expert system shells, which enable an ex-
pert to enter his or her knowledge directly into the
computer, to programs that interview and prompt the
expert. These programs use many of the same tools
and techniques that a knowledge engineer would use
in a typical face-to-face KA session.

In a very real sense a computerized acquisition
mechanism plays the same role as the knowledge en-
gineer, but brings a different set of abilities to bear on
the problem. This section seeks to examine the re-
search on what the characteristics of computer-based
mechanisms are and how they have been imple-
mented into the KA process as a whole. As expert sys-
tem projects grew in scope and application, the prob-
lem of how to acquire the domain knowledge became
more of an obstacle. Anecdotal evidence in the liter-
ature suggest that a basic prototype of a medium-sized
expert system could take anywhere from 6-24 months
to build, largely due to problems of accessing, elicit-
ing, expressing, and representing the appropriate



expertise. Thus, the cost in terms of the time of ex-
perts and knowledge engineers alike of building even
simple applications was the principal motivation in
trying to streamline the process via automation.

Basically, automation strategies approach the KA
bottleneck in two different ways. The first, as men-
tioned previously, is to design a system that allows the
role of the knowledge engineer to be collapsed into
that of the expert. This can be done by installing a so-
phisticated natural language interface on an expert
system shell, thus enabling the expert to enter his or
her knowledge directly into the computer. Another
way of doing this is to allow the computer to induce
the expert’s knowledge based upon his or her per-
formance on simulated problems or cases. These are
chosen to be representative of the desired problem
domain. These latter types of automated KA tools are
directly related to work in machine learning and in-
duction. In both cases, automating parts of the KA
process are designed to turn the role of the knowl-
edge engineer into more of a facilitator rather than
interacting directly with the domain expert.

The second approach is at the other end of the au-
tomated KA spectrum. This strategy replaces the
knowledge engineer by designing a computer pro-
gram that would perform the function of interviewing
the expert. Tools of this type usually borrow inter-
viewing techniques used by humans and simply make
the computer a proxy for the knowledge engineer.
These tools include expert system shells or environ-
ments, simulation programs, and automated KA
“workbenches.”

Sophisticated expert system development “shells”
or “environments” have been developed within the
last decade that can be viewed as automated KA tools.
The original motivation for developing the expert sys-
tem shell was to support the rapid prototyping ap-
proach to developing expert systems. The heart of a
typical shell is the generalized inference engine capa-
bility. This general inference engine gives the system
created with the shell the basic ability to reason about
a wide variety of problems. Early shells, however, re-
quired sophisticated hardware in order to run and
were designed with the experienced programmer or
Al expert in mind.

Easier-to-use shells or environments were later de-
veloped which were able to provide more KA support
for either the domain expert or the knowledge engi-
neer. Typically, they could be run on a personal com-
puter (PC), were independent of particular problem
domains, contained a general inference engine, and
had more sophisticated user interfaces. Examples of
common shells might be Guru, EXSYS, MacSMARTS,
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and VPExpert. Some of the more sophisticated expert
system environments have the capability to include
and access text, database, spreadsheet, and graphics
functions within a rule set. In addition, easy-to-use
rule set managers require little expertise to use and
thus serve to facilitate the elicitation and representa-
tion phases of the KA process.

As the complexity of the KA problem grew, it be-
came clearer that knowledge engineers might need a
wide variety of different tools in order to successfully
elicit and structure an expert’s knowledge when de-
veloping an expert system. Where some KA tools may
assist the knowledge engineer in early phases, they
may not be of much help in translating the knowl-
edge into the appropriate machine representation.
KA workbenches or environments were designed to
support a variety of elicitation and representation
techniques to be combined in a KA session by a knowl-
edge engineer. Thus, actual KA workbenches tend to
vary widely in terms of the different tools and KA
methods they support. Some are based on specific in-
terviewing techniques (e.g., repertory grids), while
others attempt to provide an integrated KA environ-
ment with many different tools.

Probably the most cited example of a KA workbench
is that developed for use within Boeing’s information
services division. It was designed to run on a LISP
machine and is based on a repertory grid technique. By
forcing the expert and/or knowledge engineer to de-
velop a repertory grid, it helps to decompose problems
into simpler subproblems. It is also capable of integrat-
ing input from multiple experts and helps in making
finer distinctions between objects.

Another workbench, KRITON, supports a variety
of KA methods. KRITON was designed to support KA
tasks via automated interviewing, text analysis, and
protocol analysis. It combines repertory grid inter-
viewing and protocol analysis to elicit and capture the
domain expert’s knowledge. The repertory grids have
been automated and allow the expert to interact with
the workbench itself. Procedural knowledge may then
be acquired using protocol analysis, and the content
of the transcribed protocol is broken down into se-
mantic segments and further analyzed by the system.
This text analysis feature examines text for the fre-
quency of certain words for a problem domain. Using
keywords found in the protocol, KRITON attempts to
generate basic propositions about the domain that
can be used as the basis for later KA sessions.

The most common approach appears to be to pro-
gram the automated KA system so that it serves to in-
terview the domain expert much as a knowledge en-
gineer would. At least 19 such systems have been
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designed with this facility. The most successful are
AQUINAS, ETS, KRITON, KSSO, and TEIRESIAS.
Other tools have been constructed which serve to au-
tomatically record and/or analyze the transcripts from
experts thinking out loud while they perform a spe-
cific task. Tools that support some portion or all of
the protocol analysis function include KRITON, LAPS,
and MEDKAT.

These techniques have been expanded in several
cases so that they may be employed in cases involving
multiple experts. AQUINAS, ETS, MEDKAT, KITTEN,
and KSSO may all be used to elicit and analyze knowl-
edge from multiple sources using repertory grids. The
knowledge of multiple experts may also be elicited via
the use of the Delphi method. Some of the automated
KA workbenches that support the Delphi include
AQUINAS and KRITON. Other tools such as the an-
alytic hierarchy process and group decision support
systems (DSSs) may be appropriate for eliciting and
structuring the knowledge of multiple experts, but
have not been used extensively.

C. Knowledge Acquisition Tools and
Techniques for Multiple Experts

As part of the push to expand the range of applica-
tion for expert systems, some effort has been directed
at developing strategies and tools for integrating mul-
tiple human sources of expertise. While using a single
expert as the source for an application is usually pre-
ferred, increasingly it is the case that multiple experts
are needed to develop more robust knowledge-based
applications. Expert system projects, such as the Ex-
perTAX system mentioned earlier, requiring the use
of groups of experts are becoming more popular. This
is causing knowledge engineers to rethink the KA
methods they may use under this scenario.

As might be expected, the problems a knowledge
engineer might encounter when trying to acquire the
knowledge of one expert will be similar to the case
where a group is involved only amplified. The four
most frequently cited problems associated with using
single experts are: (1) obtaining the necessary amount
of an expert’s time, (2) identifying possible biases of
the expert, (3) identifying the limitations of a single
line of reasoning, and (4) possessing only incomplete
domain expertise. When using multiple experts, the
problems of allocating time to a development project
and of sorting out biases certainly may become exag-
gerated. But it may also be the case that the use of
multiple experts would offer an improvement over a
single expert when one considers the diversity of rea-

soning and domain knowledge that may be accessible.
The question then becomes one of how the knowl-
edge engineer must go about the task of accessing
and structuring this knowledge.

It may be the case that one of the techniques dis-
cussed earlier, such as interviewing (structured and
unstructured) and protocol analysis, may be adapted
for use with multiple experts. But these techniques
may not be suitable for combining multiple sources.
One technique with a long history in the social sci-
ences is that of the Delphi method. This method em-
ploys a questionnaire that is circulated among a group
of experts who anonymously comment on it. Answers
are aggregated and a new questionnaire is constructed
and circulated based upon the results. Originally de-
signed to generate a forecast by a group that was scat-
tered around the world, the fact that comments are
anonymous limits the likelihood that one individual
may dominate the process. However, it seems to be
most effective for certain group tasks such as fore-
casting and planning.

Brainstorming is another possible group KA tech-
nique. Experts are usually given a question or a prob-
lem scenario and asked to come up with one idea re-
garding it which may be either written on a piece of
paper or entered into a computer file. These ideas
and comments are collected and randomly distrib-
uted among the participants who are asked to com-
ment or to develop them further. When the number
of new ideas and comments being generated slows
down, the knowledge engineer in charge collects the
ideas together so that they may be further voted on
and organized by the group. Once idea generation
has slowed, the knowledge engineer may use one of
several different voting algorithms to rank the alter-
natives or ideas to determine which one is best. Vot-
ing can again be done anonymously or publicly as a
group. Brainstorming has the advantage of being
anonymous and also encouraging the generation of
ideas and their interaction. It can be easily imple-
mented on a computer network and has been used
with some success with the group DSS at the Univer-
sity of Arizona.

Many of these group KA techniques are now being
adapted to the Internet. Software such as Microsoft’s
Netmeeting and Internet chat rooms and bulletin
boards are being used to collect expertise and sup-
port KA. A more robust example might even be the
usage of Lotus Notes to support enterprise-wide KA
and also to manage the corporate knowledge base.
This area of organization learning and KA has not
been explored in great detail at this point.



lll. CONTEXTUAL FACTORS INFLUENCING
KNOWLEDGE ACQUISITION

It should not be overlooked that there are many con-
textual factors that may have a moderating impact on
the quality of KA episodes. Research by Holsapple and
Wagner showed that contextual aspects surrounding
KA processes can be organized into three major cate-
gories: organizational factors, human factors, and phys-
ical factors. The characteristics of the problem domain
itself are another aspect of the project development
context that may impact the quality of KA processes.

One KA research direction tries to exploit the link-
age between some KA techniques and expert system
tasks by designing tools and methods to elicit knowl-
edge for specific problem domains. The choice of a
KA method is regarded as a function of the knowl-
edge types associated with the application and certain
attributes of the problem domain, such as its size,
complexity, and degree of structure. The assumption
behind this task-method association is that particular
domains, such as medical problem solving, naturally
decompose into certain knowledge substructures. If
these can be identified, tools may be designed to ac-
quire knowledge for specific domains more effectively
than acquisition via general-purpose KA techniques.

The most commonly used taxonomy of problem
domains is the one proposed by Clancy in 1986. He
classifies problems as being analytic (interpretive), syn-
thetic (constructive), and combinations of the two.
Analytic problems often involve defining categories of
objects based on their attributes using inductive or
enumerative techniques. Synthetic problems start from
a general idea of what the solution should be and
break it into subproblems. Generally, this means that
there are too many possible solutions to enumerate
and test in the knowledge base. Examples of analytic
problems include those that necessitate classification,
diagnosis, or interpretation of sensory data. Synthetic
problems include those that involve planning, sched-
uling, design, or configuring groups of objects given a
set of constraints. Problems that combine aspects of
analytic and synthetic problems include command and
control, instruction, monitoring, and predicting likely
consequences given a certain situation.

A. Organizational Factors
and Knowledge Acquisition

Often omitted from the consideration of contextual
factors is the idea that various organizational factors
may be important in choosing and implementing spe-
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cific KA techniques and tools. Potential organizational
factors include managerial support, past expert sys-
tem development experience, organizational design,
and technological culture.

Management support is a vital factor in determin-
ing the success of an expert system project or any in-
formation system development project. The level of
management support refers to the extent of commit-
ment and organizational resources furnished by the
organization for a particular expert system project.
Resource needs can be further partitioned into four
major areas of interest for researchers and develop-
ers: material, financial, human, and knowledge re-
sources allotted for developing an expert system. The
amount of resources allotted from these areas offer a
measure of the degree of management support. Ma-
terial resources range from the hardware to the phys-
ical facilities allocated for expert system development.
Financial resources are gauged by management bud-
gets for the acquisition and use of other development
resources. Human resources refer to personnel made
available for development, including knowledge engi-
neers and an allocation of source experts’ time.
Knowledge resources include relevant books, data
banks, and audio/visual archives of expertise.

Past experience is another factor that may have an
impact on the KA process. An organization’s past ex-
perience refers to all relevant KA experience resulting
from past development of expert systems. In particular,
this factor is characterized in terms of the number of
expert systems developed or attempted, the frequency
of these efforts, the type of each (e.g., simple vs. com-
plex, diagnostic vs. predictive), the KA methods used,
and the actual outcomes of each of the KA methods
used. An organization that has little experience in de-
signing and building expert systems (or other types of
computer-based systems) might choose a development
strategy such as prototyping, which is designed to pro-
duce results quickly and at minimal cost. Conversely,
an organization with considerable experience and a
high level of commitment to expert systems might
choose a complex set of specialized techniques,
custom-tailored to fit a particular application. For in-
stance, two organizations may be identical on the quan-
tity and frequency measures, but may differ qualitatively
with respect to the type variable, with one having wide-
ranging system development experience while the other
has extensive experience developing a single kind of
system within a very narrow problem domain. Such
qualitative differences yield distinct contexts for KA.

Similarly, an organization’s past experience with
respect to the methods used in developing expert sys-
tems can play a large role in determining methods
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used in future projects. Development methods refer
not only to general system development approaches
such as prototyping and system development life cy-
cle (SDLC) methods, but also to specific KA tools and
methods employed within the KA process. The vari-
able outcome may be assessed in terms of the success
or quality of the resultant expert system or the success
of the KA technique used. In the former case, care
must be taken to realize that the KA technique is not
the sole influence on expert system success or quality.
In the latter case, there are only a handful of com-
parative studies that may give some guidance on mea-
suring the success of employing a KA technique.

The design of the organization is another impor-
tant factor of the organization context. In general, an
organization design governs the manner in which spe-
cific tasks are assigned to workers or groups of work-
ers within an organization. Two variables for charac-
terizing the organizational design factor are structure
and size. For instance, structure and size can affect the
nature of knowledge sources used in a KA project and
the various ways in which a knowledge engineer may
interact with these sources. Consider the case where
desired expertise is distributed among multiple indi-
vidual sources existing within an organization. It could
be easier to access these individuals in a matrix struc-
ture than a hierarchy. A matrix does not involve going
through multiple levels of authority, and individuals in
a matrix organization could be more accustomed to
operating together on a project basis. In a related vein,
it may also be the case that organizations with “strong
technological cultures” would be more likely to choose
more complex KA techniques and develop more am-
bitious knowledge-based applications.

B. Immediate Context Factors

Aside from the organizational context, we should also
consider how factors from what might be labeled the
immediate context might affect KA processes. This
concerns relevant characteristics of the immediate en-
virons in which the KA participants interact. Such
characteristics received scant mention in past KA re-
search. Yet with respect to interviewing techniques,
anthropologists and psychologists have long studied
effects that immediate surroundings can have on the
quality of an interview process. It is known that vari-
ous physical traits may affect the course of an inter-
view session, including the sex of participants, their
apparent relative ages, the relative positioning of each,
the perceived physical attractiveness of each, and the
impact of the actual surroundings. There is no reason

to suspect that such traits cannot influence KA
processes involving humans regardless or whether an
interview technique is employed.

An expert’s perceptions of the physical space where
the KA occurs may also impact the success of the ses-
sion. For example, the expert may perceive the spa-
tial character of the surroundings as being sterile,
cramped, and uncomfortable. The noise of a tape
recorder may distract his or her attention. The par-
ticular problem being addressed may require that the
knowledge engineer reproduce the problem-solving
environment so that it “feels right” to the expert. Such
sensory aspects of the immediate context are impor-
tant to consider both from the practical standpoint of
performing KA and from the angle of designing em-
pirical studies of KA.

The immediate context’s temporal factor has re-
ceived little explicit or direct consideration in the KA
literature. This factor involves sequence and duration
variables as contextual elements imposed on KA ac-
tivities. For example, it has been recommended that
a knowledge engineer should begin a session with an
informal discussion and gradually work into using a
more structured interviewing technique so that the
source expert is made to feel comfortable. The im-
plication is that the sequence of activities imposed by
the immediate context on the KA process may affect
the results obtained. Similarly, the duration of a ses-
sion or subprocess can affect the process results. It
can also be regarded as a constraint that influences
the choice of a KA technique. For instance, unstruc-
tured interviewing may be more time consuming, but
may yield more knowledge, while some of the highly
structured techniques (e.g., repertory grids) may be
much quicker and still yield satisfactory results.

C. Project Context Factors

The third major set of moderating factors that con-
strains KA activities revolves around what might be
called the project context. This forms something of a
middle ground between the broad organizational con-
text and the immediate context of KA. A KA process
occurs within the context of a project. It is but one of
several efforts that occur within a project. Factors de-
scribing a project context are those that have the po-
tential to shape or constrain the planned construc-
tion of a particular expert system. We can conceive of
a project context in terms of two main groups of fac-
tors: project objectives and project constraints.

The objectives of an expert system development
project can affect the KA process that occurs within
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the scope of that project. At the project level, it has
been recommended that specific objectives be de-
fined prior to the KA phase of system development.
These can involve objectives related to both technical
performance and specific task performance of the re-
sulting system. The technical and task performance
standards embody the desired results of the project.
Technical project objectives are concerned with as-
pects of the performance of the resulting expert sys-
tem. They involve such variables as system response
times and memory utilization. Time-related perfor-
mance objectives may dictate both the size of the re-
sulting system and the search strategies that are al-
lowed. These, in turn, potentially affect the way in
which a knowledge engineer elicits, structures, or rep-
resents knowledge to be used by the system. Task ob-
jectives are concerned with the substance of what an
expert system does. Expert system tasks involve mak-
ing recommendations, providing explanations, and
offering assistance in the usage of the system.

Project constraints determine boundaries within
which KA can occur. Kinds of variables that contribute
to understanding the project constraint factor include
those characterizing the financial, temporal, and par-
ticipant resources available. While it may seem obvi-
ous to state that financial and temporal constraints
are involved in an expert system project, these con-
straints have not often been expressly considered.
The reality of such constraints certainly can affect
how KA unfolds. Indeed, much of the motivation for
recent interest in automating some or all of the KA
process stems from the fact that expert system pro-
jects can be very resource intensive in terms of both
time and finances.

Clearly, a project budget can have an impact on
the choice of KA techniques used in a particular pro-
ject. For instance, it constrains how much can be spent
on special hardware and software to aid KA activities.
In addition, the way a particular budget for a project
is structured can directly impact the choice of KA
strategies.

Similarly, the temporal notion of project context is
realized as a schedule. It has been estimated that it
takes a single knowledge engineer about 1 year to de-
velop what is termed an average-sized expert system and
that further refinements to a knowledge system can add
another 1 or 2 years on average. Because expert system
development projects are labor intensive and can be
lengthy and complex, a schedule of the project activi-
ties is often warranted. Like budget constraints, project
time may be allocated in a gross manner or by specify-
ing more precisely how long each activity is to take.
Either way, a project’s schedule is a potential influence
on the KA portion of expert system development. For
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instance, the choice of KA techniques can be based, in
part, on the time allocated for KA.

IV. CHOOSING THE APPROPRIATE KNOWLEDGE
ACQUISITION TOOL OR TEGHNIQUE

Work on the KA problem currently follows along three
major, interlocking lines. These are described as tech-
nique oriented research, empirical studies, and con-
ceptual research. The primary emphasis of KA re-
search to date has been on developing new KA tools
and methods. A handful of experiments and case stud-
ies have focused on comparing and evaluating KA
techniques. Many expert system case studies do not
even describe the KA process in any detail.

A. Empirical Research on Knowledge
Acquisition Techniques

There have been a few recent efforts to empirically
test the usability of different KA tools and techniques.
Previous researchers have recognized the need for
sound empirical research to compare the effective-
ness and efficiency of KA tools and methods. This ini-
tial research attempts to answer what is the best KA
technique or combination of techniques and what are
the best circumstances for particular techniques.
Grabowski designed a KA experiment to test the
ability of three different KA methodologies to elicit
different types of heuristics. The three methods tested
were scenarios, simulated different tasks, and actual
familiar tasks. Heuristics were divided into two cate-
gories: (1) those that all subjects identified regardless
of knowledge acquisition method and (2) those that
only individual subjects identified. These are further
broken down as conceptual, operational, and logisti-
cal heuristics. Overall, a 30% overlap in the heuristics
generated by each of the KA methods was found. Of
the heuristics that did not overlap, conceptual, logis-
tical, and operational heuristics were identified that
were distinct to each method. But given that the task
studied (piloting a boat in a harbor) was operational
in nature, the results may not be surprising.
Adelman conducted a KA experiment which varied
the domain experts, the elicitation methods, and the
knowledge engineers in an attempt to see which, if
any, had the greatest effect on the quality of the knowl-
edge base. Five of the six knowledge engineers had
Ph.D. degrees and one was ABD, but all had extensive
training in both top-down and bottom-up elicitation
techniques. The relative accuracy of each was com-
pared to a “golden mean” rule set derived prior to the
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elicitation sessions. Although a long line of psycho-
logical research has been devoted to describing in-
terviewer effects that are analogous to the potential
effects of a knowledge engineer, no significant effects
were observed in this set of experiments. Interest-
ingly, the only significant source of variation came
from the domain experts themselves.

One of the most ambitious KA experiments varied
the different KA techniques among different groups
of experts. Each expert, in turn, was tested for cogni-
tive style, and they discovered several specific things.
Among their findings was that protocol analysis took
the most time and elicited less knowledge than the
other three techniques they tested (interviewing, card
sorting, and goal decomposition). Not surprisingly,
they also found that introverts needed longer inter-
view sessions, but generated more knowledge than ex-
troverts. Interestingly, the rarely used techniques of
goal decomposition and card sorting proved to be as
efficient as the more common interviewing technique
and more efficient than the commonly used protocol
analysis. One measure of technique efficiency was the
time it took to code the transcripts into pseudo-rules,
while the number of rules or clauses was taken as a
measure of acquired knowledge.

These various experimental studies are sympto-
matic of a recognized need for empirical investigation
of KA phenomena. The small number of such studies
is, in part, indicative of the difficulty in conducting
them. Other difficulties in pursuing this line of re-
search are due to the confusing terminology, con-
flicting operationalizations, and the proliferation of
ad hoc taxonomies. In addition, results are somewhat
conflicting and no clear pattern has emerged. This
may be because there are problems controlling for ef-
fects of moderator variables and in operationalizing
the measurement of dependent variables.

V. CONCLUSIONS

KA is a complex set of processes that typically make
up one of the most time-consuming phases of the de-
velopment process for knowledge-based applications.
This field combines a wide range of research from
cognitive psychologists and computer scientists alike
in designing new KA tools and techniques. This re-
search has shown that there are many issues to con-
sider when choosing a KA tool or technique, includ-
ing contextual factors, characteristics of the expert
and knowledge engineer, and also the problem do-
main being addressed.

From the results of recent empirical studies, some
more specific conclusions can be made. First, though
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the problem domains used in the studies are gener-
ally drawn from problems in the classification or com-
mand and control type, it would appear that protocol
analysis does not perform as well as other, more non-
traditional techniques such as card sorting. Being
data-driven tasks, the use of automated KA or induc-
tive techniques seems more likely to perform well
than manual interviewing techniques. Where induc-
tion cannot be used, KA techniques for organizing
highly structured interviews, such as card sorting,
seem to work better than interviewing. In either case,
well-structured KA techniques seem to work best in
analytic problem domains, and protocol analysis per-
forms poorly in all of the comparative studies.

For the more difficult synthetic and combination
problem domains, the evidence is not as clear. Some
research indicates that problem complexity may be
one determinant of the appropriate KA technique to
choose. So if one were to develop a highly robust ex-
pert system for project management, then the re-
search suggests that protocol analysis might be more
efficient than interviewing. The fact that interviewing
is more efficient for simple domains may imply that it
is best used for initial KA sessions, when the problem
complexity is not yet developed clearly.

It seems clear that no matter what the type of prob-
lem domain, developers of expert systems in all fields
should consider the potential impact of some of the
key contextual factors. The impact of the cognitive
style of the expert and the domain complexity, along
with other attributes of the domain expert, all seem to
be important factors in the quality of an expert system
regardless of the task involved. Further research will
continue to clarify some of these issues with respect to
the effect of moderator variables and problem do-
mains in order to select the most appropriate KA tech-
niques for the development of specific knowledge-
based applications.
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[. INTRODUCTION TO KNOWLEDGE MANAGEMENT
[I. KNOWLEDGE MANAGEMENT FRAMEWORK

GLOSSARY

absorptive capacity The ability of an organization to
recognize the value of new, external information,
assimilate it; and apply it.

abstract knowledge The form of knowledge that is
conceptualized into essential features of meaning
and cause-and-effect relationships that can be com-
municated and codified. Abstraction provides
structure and meaning to phenomena. For exam-
ple, an apparatus can detect the temperature of an
environment when it is less than 32° F, abstract
knowledge is derived from a human interpreting
the data from the apparatus to conclude that the
environmental conditions are “freezing.” Abstrac-
tion provides structure by teasing out the phe-
nomena’s essential attributes that are necessary for
describing it, while leaving out unnecessary details.

causal knowledge The know-why an event has oc-
curred. Causal knowledge becomes the assump-
tions and theory in action that drives the formation
of organizational strategies and practices.

chief knowledge officer (CKO) Although no com-
monly accepted definition of a CKO exists, the po-
sition’s focus is on the leading efforts to assure the
effectiveness of the organization’s knowledge man-
agement strategies. The three key strategic func-
tions served by the CKO include building a knowl-
edge culture, building a knowledge management
infrastructure, and leading efforts for the organi-
zation to extract value from its knowledge culture
and knowledge management infrastructure.

concrete knowledge Knowledge can be made con-
crete when it is embedded in physical artifacts like
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products, production processes, equipment, and
technology. Concrete knowledge can be perceived
in terms of the particular experience or artifact in
which it is embedded. This makes concrete knowl-
edge localized to a specific context or object. For
example, the know-how applicable to a particular
circumstance, process, or product represents con-
crete knowledge that may or may not be transfer-
able to any other circumstance, process or prod-
uct. Such concrete knowledge is relevant to the
local context, but not necessarily to any other. To
the extent such knowledge can be codified and
made more conceptual, i.e., divorced from its con-
crete context, it is transferable.

data Objective measurements of the attributes or
characteristics of entities such as people, places,
things, and events. Data are a set of discrete, ob-
jective facts about events. Data are symbols that
have not been interpreted. Data may also be seen
as the discrimination between states, such as on
and off or high, medium, and low. Such discrimi-
nation of states can be represented as data, but
may not necessarily convey information. Informa-
tion is extracted from data via some type of filter-
ing apparatus of an agent.

declarative knowledge The basis of a shared and ex-
plicit understanding of concepts, ideas, relation-
ships, and categories that enables effective com-
munication among people in organizations.
Declarative knowledge is descriptive and is charac-
terized by the know-what of an event or task.

enterprise knowledge portal A Web-based interface
that provides users access to internal and external
databases, tools, and services. Users can access
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decision support systems, data mining, business in-
telligence tools, the Internet, the intranet, supplier
extranets, customer extranets, operational and an-
alytical databases, and business applications
through the enterprise knowledge portals.

environmental scanning The acquisition and use of
information about events and trends in an organi-
zation’s external environment.

explicit knowledge Knowledge that is transmittable
in formal, systematic language.

information Data that is placed in a meaningful and
useful context for a user; is manipulated, presented,
and interpreted; and has meaning. Data becomes
information when it is filtered via an apparatus of
an agent. Thus, information is extracted from data
through the perceptual and conceptual filters of
an agent. Some authors characterize information
as “data that makes a difference” because it changes
the way the receiver perceives something and has
an impact upon subsequent judgment and action.

interpretation The process of translating events and
developing concepts consistent with prior under-
standing of the environment.

knowledge Information that has been tested, validated,
and codified. Knowledge consists of truths and beliefs,
perspectives and concepts, judgements and expecta-
tions, insights, business models, methodologies, and
know-how. In a sense, knowledge can be seen as infor-
mation that matters to people, given their values, frames
of reference, experiences, contexts, and expertise.
Knowledge can build upon information that has been
extracted from data. Knowledge becomes that basis or
framework for perceiving new experiences and infor-
mation. So, knowledge begins and ends in the minds
of the “knower” as existing knowledge interprets expe-
rience and information to lead to new knowledge.

knowledge base A computer-accessible collection of
knowledge about a subject in a variety of forms,
such as facts, rules of inference, frames, and ob-
jects. A knowledge base can take the form of best
practices, policies, and business solutions.

knowledge management The process of organizing
and sharing the diverse forms of business informa-
tion created within an organization. Knowledge
management can include managing enterprise doc-
ument libraries, discussion databases, intranet Web
sites, and other types of knowledge bases. Knowl-
edge management is the application of enterprise
knowledge portals to organize, manage, and share
the diverse forms of business information created
by individuals and teams in an organization.

knowledge management systems Knowledge-based
systems that support the creation, organization,
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and dissemination of business knowledge within
the organization.

knowledge workers People in an organization whose
primary work activities include creating, using, and
distributing information and knowledge.

learning The process of acquiring knowledge about
the interrelationship between the organization’s
actions and its environment.

organizational learning The process of improving ac-
tions through better knowledge and understand-
ing and the process of detecting and correcting er-
rors. It occurs through shared insights, knowledge,
and mental models. It builds on past knowledge
and experience. Organizational learning occurs if
the organization encodes inferences from history
into routines that guide its behavior and if through
its processing of information the range of its po-
tential behaviors is changed.

procedural knowledge Is how an activity is performed
or happens. Procedural knowledge shared among
people in organizations enables their actions to be
coordinated smoothly.

tacit knowledge Is personalized, context specific, and
hard to formalize and communicate.

I. INTRODUCTION TO
KNOWLEDGE MANAGEMENT

The past decade has been earmarked by a significant
transition into the “knowledge era.” The major dri-
ving force underlying this significant transition has
been the emergence and popularity of the Internet
and the accompanying introduction of electronic
commerce. The Internet has had an “e-everything”
impact on individuals, organizations, cultures, soci-
eties, and the global economy. The dynamics of such
a significant transition have driven to the forefront
the awareness of the critical importance for creating
and managing knowledge and then using that knowl-
edge as a competitive resource or using it for com-
petitive advantage.

According to scholars Davenport and Prusak
(1998), the knowledge advantage is the only sustain-
able advantage for organizations in the information
age. Due to the speed of innovation and knowledge
transfer, conceivably, even knowledge-based competi-
tive advantage is subject to erosion. In fact, an organi-
zation’s capacity to improve existing competencies and
learn new competencies that are of value to existing
and new customers is the most defensible competitive
advantage. Therefore, the increasing competitive pres-
sures in the knowledge era, induced by rapid change,
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increasing complexity, voluminous information, and
increasing uncertainty, compel an organization’s
decision-makers to adhere to two related imperatives.
The first imperative is to learn at a rate faster than cur-
rent and unforeseen competitors and then to capture
or incorporate that learned knowledge into the organi-
zation’s knowledge bases. The second imperative is to
manage the valuable knowledge gleaned from organi-
zational learning into business models, products, ser-
vices, and systems so that the organization’s value
propositions are more attractive to customers than the
value propositions of competitors.

The processes of knowledge creation and knowl-
edge management have become an essential compo-
nent for organizations competing in today’s turbulent
and highly competitive environments. However, to
fully utilize the knowledge management processes re-
quires enabling technologies. These enabling tech-
nologies must support knowledge capture, organiza-
tion, retrieval, distribution, and maintenance. The
enabling technologies for knowledge management
must also support the various forms (verbal, video,
graphic, audio, and even virtual reality) in which
knowledge can be represented and communicated.

The purpose of this article is to examine the con-
cept of knowledge management from several views.
First, knowledge management is described and its im-
portance to the organization is discussed. Second, a
knowledge management framework, the knowledge
management life cycle, and the role of a chief knowl-
edge officer (CKO) is examined and discussed. Third,
how information technology acts as a necessary en-
abler for the knowledge management processes is dis-
cussed. Fourth, several successful organizations de-
ploying knowledge management tools and technology
are described. Finally, this article illustrates three
prominent knowledge management technology ven-
dors who offer unique knowledge management tech-
nology solutions.

A. What Is Knowledge Management?

In concept, knowledge creation and management has
been a concern of humanity throughout our existence
as civilized species. In the context of business and in-
dustry, the current focus on knowledge management
stems from developments in information technology
and from the realization of the strategic importance of
knowledge to the success of the organization. Knowl-
edge management is a set of organizational practices
that combine the information processing capacity of
information technology with the creative and innova-
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tive capacity of people to create, capture, organize,
store and retrieve, diffuse, present, and maintain
knowledge for the organization’s benefit.

B. Why Is Knowledge
Management Important?

An organization must capture and effectively manage
the relevant knowledge encountered, created, and
learned during the course of conducting business.
Such captured knowledge must, in turn, be embodied
in an organization’s processes, products, services, and
business models. Thus, firms must enact continuous
organizational learning and knowledge management
processes that enable timely and effective organiza-
tional responsiveness to customers, market opportu-
nities and threats, and competitors.

During the more stable times of the 20th century,
the primary responsibility for environmental scanning
and customer information gathering belonged to se-
nior management and the marketing function of an
organization. Once interpreted, depending upon its
nature and impact, this environmental and customer
information was passed “over-the-wall” to other de-
partments such as research and development, engi-
neering, manufacturing operations, finance, and ac-
counting. In the knowledge era’s turbulent times, the
responsibility for environmental scanning and cus-
tomer information gathering must be distributed
down the organizational levels and across the organi-
zational functions and business units. Certainly, strate-
gic planning and strategic decision-making need to
remain the purview of senior management, but the
environmental scanning and interpretation must be
more widely shared. As such, organizations must pos-
sess the knowledge management processes to capture,
organize, store, and share the knowledge obtained
from such environmental scanning activities. As a re-
sult, knowledge management is a critically important
necessity for conducting business in today’s turbulent
knowledge era.

In the knowledge era an organization must diligently
integrate the perspectives and interpretations of its key
stakeholders in evaluating the environment. These key
stakeholders might include employees, customers, cus-
tomers’ customers, suppliers, suppliers’ suppliers, in-
dustry associations, and political and civic groups. One
reason for the required involvement of all the stake-
holders is the limited information processing capability
of humans. Such cognitive limits represent the
“bounded rationality” of managers conceptualized by
Nobel laureate Herbert Simon. Simon (1960) noted
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that the more turbulent a manager’s environment be-
comes, the sooner he or she is likely to confront his or
her cognitive limits to process the myriad of informa-
tion signals produced in the environment.

An analogy might further illustrate the idea behind
bounded rationality and the need to involve all stake-
holders in environmental scanning and interpreta-
tion. Imagine someone who can juggle two, three, or
even four balls without dropping one. However, as the
number of balls to be juggled increases to five, six, or
seven balls, it becomes impossible for the juggler to
handle them all. The juggler has reached the limits of
his or her ability. Nevertheless, if instead of one jug-
gler, additional jugglers joined in to share the jug-
gling responsibility, many more balls could be han-
dled without being dropped, assuming that their
efforts were properly coordinated. By distributing the
juggling responsibility, more balls can be juggled.

Futurists Alvin and Heidi Toffler have also noted
cognitive limitations of managers in centralized orga-
nizations. They state that “while centralization in or-
ganizations is sometimes needed, today’s lop-sided
over-centralization puts too many decisional eggs in
one basket. The result is ‘decision overload’. Third
wave organizations . . . push as many decisions as pos-
sible down from the top of the organization and out
to the periphery.” Such decentralization of decision
making enhances the organization’s ability to be flex-
ible and agile in response to highly dynamic compet-
itive forces and conditions.

In turbulent environments, such organizations
should have an internal culture with knowledge man-
agement mechanisms and processes. These knowl-
edge mechanisms and processes provide the flow of
the right information to the right people at the right
time for the right reasons. Thus, knowledge manage-
ment is imperative for organizations in the informa-
tion age. Environmental turbulence may impact both
the external and the internal delivery systems. Deci-
sion makers must detect external environmental
changes, as they may impact the organization’s de-
sired or expected states in terms of its products, mar-
kets, competitors, and legal and regulatory bound-
aries. For example, the environmental change
resulting in the deregulation of the utilities industry
has driven utility companies to drastically change their
competitive postures. Their postures result in organi-
zations that are more customer focused and possess a
marketing orientation. Similarly, decision makers
must also detect internal environmental changes, as
they may directly impact the organization’s desired or
expected states internally, such as its people, re-
sources, processes, and technology. Changes in the
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economy can translate into higher costs in the factors
of production. Hence, environmental turbulence
leads to changes that can impact an organization by
influencing changes in its desired or expected states.

Il. KNOWLEDGE MANAGEMENT FRAMEWORK

Before investigating knowledge management enablers
such as information technology, it is important to un-
derstand the functions and requirements for knowl-
edge management in an organization. Effective orga-
nizational decision making requires timely, critical,
and relevant information about the changes in the ex-
ternal and internal environments. Decision makers
must be able to detect emerging problems or poten-
tial opportunities that may impact the organization’s
competitive advantage. This must be accomplished in
spite of the environmental realities of huge and enor-
mously complex data volumes expanding at stagger-
ing rates.

The requirements for effective decision making
have changed over time. This change is represented
in Fig. 1. In this knowledge management framework,
the knowledge management issues are shown as they
have transitioned over time. In the industrial age,
data-driven decision making was the key driving force
for business decisions. In this stage, very limited com-
puter processing capability and limited database struc-
tures supported the organization. As computer pro-
cessing and data storage power increased dramatically,
organizations shifted into the technology age. The
more evolved underlying technology better enabled
organizations to convert data to information for use
in decision making and thereby better cope with the
change. However, such a transition to the technology
age required a different kind of management infor-
mation system structure as well as a computer infor-
mation structure to support this effort.

Now, as organizations transition into the knowl-
edge era, the dynamics of business activity are being
clocked in terms of “Internet speeds.” This new envi-
ronmental reality is not driven by technology in and
of itself, but is driven by knowledge workers who use
technology to enhance their decision making. The
knowledge workers use knowledge, instead of relying
solely on information or data, to guide their decision
making. This orientation of knowledge-based deci-
sion making requires new tools and models to gener-
ate business insights for the organization. This basis
of the new era of knowledge management utilizes
knowledge workers to integrate knowledge generated
from various disparate data sources into decision mak-
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ing. Organizational learning and knowledge integra-
tion technology is at a level that enables real-time cus-
tomer relationship management (CRM). For exam-
ple, HelpoverIP offers a CRM product that enables
real-time customer communication management for
sales and customer support communication.
HelpoverIP’s product solution includes real-time
video and voice over the Internet, live chat, white-
board, and conferencing.

A. Knowledge Management Hierarchy

The transition from the technology era to the knowl-
edge era implies a fundamentally different but com-
plementary approach toward interrelating and inte-
grating data, information, and knowledge. The
technology era enabled organizations to build infor-
mation systems that stored vast amounts of data that
decision makers prespecified to be classified, format-
ted, and organized into various forms of information.
Additionally, the current environment has provided
the organization with a plethora of data and infor-
mation available from data sources such as the Inter-
net, organizational intranets, customer and supplier
transactions systems, organizational data warehouses,
and databases. As needs changed, decision makers
specified new data requirements and additional for-
mats and forms of information. From these data and
information sources, decision makers, in turn, ex-
tracted knowledge with which they made decisions.

Figure 2A illustrates this “bottom-up” process of
data and information specification, gathering, organi-
zation, and utilization from which knowledge is de-
rived. This bottom-up orientation worked well during
slow-changing times. Figure 2 highlights that data must
first be gathered and then converted into relevant in-
formation in a timely manner for the knowledge
process to work effectively. The reason is that there
was enough time for organizations to obtain, store,
and use such data and information to address chang-
ing business circumstances. Specified and stored data
and information are still relevant for knowledge gen-
eration, but they now must be complemented by the
“top-down” orientation illustrated in Fig. 2B.

However, the Internet speed of the knowledge era
imposes smaller windows of opportunity and requires
an additional but fundamentally different orientation
toward data, information, and knowledge. First,
knowledge has increasingly become a key basis for
competitiveness and advantage. The form of knowl-
edge that is most distinctively advantageous is that
which is not easily codifiable, accessible, and under-
standable. Such a form of knowledge is less likely to
be stored in databases and other information tech-
nologies, but more likely to be found in people and
organizational culture. Therefore, this knowledge is
likely to be in a form that is not stored in information
technology. Second, for knowledge that might be de-
rived from data and information, there may not be
enough time for organizations to capture, codify, and
store this data and information quickly enough for
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timely decision making. This paradox ensues because
knowledge era circumstances are subject to change
drastically at a moment’s notice. Moreover, some of
the data and information may even become obsolete
before it is properly specified and stored.

Therefore, in the knowledge era it can no longer
be assumed that the organization’s information sys-
tems contain most of the current and relevant data
and information necessary for deriving the knowledge
needed for decision making. Chances are that some of
the critical data, information, and knowledge required
for decision making exists elsewhere in the organiza-
tion or has to be created. Human beings and human
interaction represent the most likely source for this
knowledge. In this sense, human reasoning, based
upon existing knowledge, drives the gathering of data,
information, and new knowledge. Thus, in the knowl-
edge era, data and information, in addition to that
which may be stored in internal information systems,
may need to be collected, and its collection will likely
be knowledge driven. Hence, in this sense, the broader
knowledge base that is mostly embodied in humans
drives the discovery or acquisition of specific data and
information. This is illustrated in Fig. 2B.

Organizations must have both formal and informal
processes for sifting through the flowing river of global
data and information scanning for relevant business
intelligence. The technology era emphasized the pre-
specification of data and information needs that be-
came embodied into the organization’s formal infor-
mation system and environmental scanning routines.
In contrast, but also complementary to the technol-
ogy era approach, the knowledge era emphasizes the
dynamic creation and discovery of new knowledge
through the knowledge-driven searches to specific
data and information. Decision makers in the knowl-
edge era realize that given a turbulent environment,
it is impossible to prespecify all of the data and in-

formation that will be necessary to make a decision.
Hence, to only emphasize the bottom-up approach il-
lustrated in Fig. 2A would be remiss, since conditions
change so rapidly. However, knowledgeable decision-
makers, abreast of changes in their competitive envi-
ronments, skilled at asking the right questions, and
empowered with the right information technology
tools, will also emphasize the top-down approach il-
lustrated in Fig. 2B.

1. Converting Data into Information

T

Up to now, the terms “data,” “information,” and
“knowledge” were used in a somewhat common-sense
manner. It had not been necessary to define the terms
properly, until now. In some situations, knowledge, in-
formation, and data are thought to mean the same
thing. However, although these terms are related, data,
information, and knowledge are distinct concepts.

Data represents a set of objective facts about events
and transaction. For example, a sales transaction
record may include data fields referencing the cus-
tomer’s name and account number, the goods pur-
chased, the price paid, and the date purchased. In-
formation is a message that in some way impacts its
receiver’s perception, judgment, or behavior. Infor-
mation is data that is structured meaningfully by hu-
mans to be easily communicated and understood.
Thus, information is purposefully and relevantly struc-
tured data. For example, an end-of-the-day summary
of sales transactions represents data processed into in-
formation that is meaningful to managers interested
in such a summary.

2. Converting Information into Knowledge

Defining knowledge is an age-old philosophical chal-
lenge that has yet to be completely resolved by epis-
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temologists. However, among the scholars of knowl-
edge management theory, several operational defini-
tions of knowledge begin to converge around the no-
tion that knowledge resides in the minds of people,
unlike data or information. Hence, knowledge repre-
sents a combination of framed experiences, values,
contextual information, and expert insight which peo-
ple filter in order to act upon new experiences and
information.

Thus, a major distinction can be made between the
“objective” activities involved in the conversion of data
into information vs. “subjective” processes of generat-
ing and utilizing this information to create knowl-
edge. Whereas information is understood as purpose-
fully and relevantly structured data, knowledge exists
within people as a function of their values, framed ex-
periences, contextual information, and expert insight.
Thus, knowledge is information that has been en-
riched through human interpretation, analysis, and
context. While information is relatively cheap, easy to
obtain, and easy to duplicate, information’s applica-
bility, credibility, and validity cannot be taken for
granted. Knowledge, however, is difficult to duplicate
because its validation and applicability depends on
the interpretation of a person based upon certain
skills and experiences.

Noted systems theorist West Churchman made this
point 27 years ago, when he stated that to conceive of
knowledge as a collection of information seems to rob
the concept of all of its life. Knowledge resides in the
user. What matters is how the user reacts to the col-
lection of information. Thus, knowledge can be seen
as information that matters to people, given their val-
ues, frames of reference, experiences, contexts, and
expertise.

Knowledge becomes something that is stored and
manipulated and is also a process of enacting exper-
tise. In this sense, knowledge has at least three differ-
ent forms (see Table I): declarative, procedural, and
causal. Declarative knowledge is descriptive and is the
basis of a shared and explicit understanding of con-
cepts, ideas, relationships, and categories that enables
effective communication among people in organiza-
tions. Procedural knowledge refers to how an activity
is performed or how it happens. Procedural knowl-
edge shared among people in organizations enables
their actions to be coordinated smoothly. Causal
knowledge refers to why something occurs. As such,
causal knowledge becomes the assumptions and the-
ory in action that drives the formation of organiza-
tional strategies and practices.

Organizational knowledge, however, can exist in peo-
ple in different forms ranging from “tacit/uncodified,”
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Table | People-Oriented Knowledge Forms

Types of knowledge forms

Terms Meaning
Declarative knowledge Know-what
Procedural knowledge Know-how
Causal knowledge Know-why

which is difficult to control and communicate, to “ex-
plicit/ codified,” which is easy to control and communi-
cate. Explicit knowledge is formal and systematic. Tacit
knowledge is highly personal and is rooted in action. It
is linked to an individual’s commitment to a specific
context or skill. Tacit knowledge consists of mental mod-
els, beliefs, and perspectives so ingrained in an individ-
ual that they are taken for granted. Indeed, it is in the
process of moving from tacit knowledge to explicit
knowledge that conscious and articulated understand-
ing of something is ultimately accomplished.

Using a store’s daily sales as an example, the gen-
eration of knowledge is described. A given day’s total
sales might be compared to total sales from yesterday
or a week ago and then compared to trends over time.
Today’s total sales may have shown a dramatic positive
spike that prompts district sales management to in-
quire as to why such a positive difference exists. Al-
though any number of factors might contribute to the
spike in sales, it is only when the sales personnel re-
flect upon their experiences of today’s events that a
meaningful explanation surfaces. Perhaps a special
one-day sales promotion including a tremendous dis-
count was offered today to customers. Hence, the
knowledge to interpret and understand the events
had to originate from the people who knew about it.

This is not to say that organizational knowledge ex-
ists only in its people. Organizational knowledge ex-
ists in many different forms and levels (see Table II).
Knowledge management scholars have specified at
least six different domains where organizational
knowledge can appear. Organizational knowledge ap-
pears in employees, machinery, plant or equipment,
organizational systems, organizational processes, or-
ganizational cultures, and products and services.

3. Data Overload—Information
and Knowledge Starvation

The difference between the amount of time required
for humans to process information (minutes, hours,
days, and weeks) compared to the amount of time
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Table Il

Forms

Organizational-Oriented Knowledge

Type of Knowledge Domains

Processes

Cultures

Systems

Employee
Machinery/plant/equipment

Products and services

needed for computers to generate data (nanosec-
onds) is enormous. Data must be gathered and then
it must be understood, appreciated, assimilated,
processed, formatted, and made available in order for
it to become information. Information that takes on
significance to the individual, given his or her values
and experience, then becomes knowledge. This im-
plies that organizations perhaps have more data avail-
able to them than they have people on hand to con-
vert the data into information and knowledge (data
indigestion). Data has to be organized and placed in
a meaningful context and interpreted by individuals
before it becomes information and knowledge.

Thus, although the plethora of data is a problem
facing organizations, the need to convert this data
into information and then into knowledge presents
an even greater problem (e.g., in terms of accuracy,
currency, and relevance). Without the proper infor-
mation and knowledge management tools, as well as
the proper use of these tools, the voluminous data
cannot be converted into information and ultimately
becomes useless (information and knowledge starva-
tion). Some of this unconverted data may contain in-
formation that could lead to knowledge about critical
problems and significant opportunities.

Organizations that are oriented toward continuous
learning and knowledge management will likely have
less unconverted data than their less learning-oriented
competitors. To this extent, these learning-oriented
organizations exploit their learning advantage to im-
prove internally and to become of higher value to
their customers. Therefore, these learning-oriented
organizations will sustain a competitive advantage.
Hence, a learning orientation is a critical competency
for an organization to possess.

4. Explicating Knowledge

In addition to converting data into information and
information into knowledge, organizations must con-
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vert some tacit knowledge into explicit knowledge.
Making tacit or uncodified knowledge explicit en-
ables such knowledge to be shared and reused. How-
ever, organizations are challenged to determine which
tacit-level knowledge to make explicit and which
knowledge to leave tacit.

The risks for not explicating tacit knowledge are
the lost opportunity to share and leverage knowledge
for competitive advantage. Also at stake is the threat
that competitors will explicate similar knowledge for
their competitive advantage. However, making the
wrong tacit knowledge explicit may result in losing
the essence of that knowledge and could cause per-
formance to decline.

The conversion to and from explicit and tacit knowl-
edge can occur in various combinations during the
knowledge creation and sharing process. Nonaka and
Takeuchi have theorized four different modes in the
organizational knowledge creation process (see Fig.
3). Those conversion modes are externalization, so-
cialization, combination, and internalization. Exter-
nalization involves converting existing tacit knowledge
into new knowledge that is explicit. For example,
through the metaphor of a “super highway” propo-
nents conveyed to the public the importance of the In-
ternet and World Wide Web as a vehicle of commerce
called the “Information Super Highway.” The tacit
level common-sense understanding of a “highway”
transportation system helped ordinary people to grasp
the idea behind the Internet and World Wide Web. In-
ternalization involves converting existing explicit
knowledge into new knowledge that is tacit. An exam-
ple of this is learning the know-how of any procedure,
the instructions of which are originally in explicit form.

Explicit .. T
Knowledge| Internalization; Combination
From [ --------------------
Tacit| §ocialization Externalization
Knowledge |
Tacit Explicit
Knowledge Knowledge

Figure 3 Organizational knowledge creation modes.
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The procedure for formatting this paragraph to a cer-
tain font size and justification using Microsoft Word is
an example of explicit procedure that exists in Mi-
crosoft Word Help. After following the explicit proce-
dure a few times, the knowledge of how to justify and
format the font size of a paragraph becomes internal-
ized as tacit knowledge. Hence, explicit knowledge has
been converted to tacit knowledge.

Socialization involves the conversion from existing
tacit knowledge into new tacit knowledge. Such so-
cialization is a social experience involving shared ex-
periences and the creation of common mental mod-
els. The essence of socialization is in learning
knowledge via experience. An apprenticeship is an
example of such a mode of learning. Combination in-
volves converting from existing explicit knowledge
into new knowledge that is also explicit. Combination
involves combining existing forms of explicit knowl-
edge such as knowledge existing in documents, tele-
phone conversations, or other forms to create new ex-
plicit knowledge such as would be in a new document.

B. Information Space for
Knowledge Management

Theorist Max Boisot has established the information
space through which organizations can understand
and manage their knowledge assets. The information
space comprises the three bipolar dimensions labeled
codified-uncodified, concrete-abstract, and diffused-
undiffused (see Fig. 4). Depending upon the how an
organization evaluates a given knowledge element in

Figure 4

Information space.
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terms of these three bipolar dimensions determines
the extent to which information technology can en-
able knowledge management. The more abstract and
codified the knowledge is, the more directly it can be
stored, represented, and diffused via information tech-
nology. The more uncodified the knowledge is the
less likely the knowledge can be stored in a computer.
However, certain types of information technology can
still facilitate the creation and/or transmission of
some uncodifiable knowledge. For example, video-
conferencing technology can enable the perception
of some forms of nonverbal communication that sig-
nals tacit-level true feelings and opinions (see Fig. 5
for additional examples contrasting the three bipolar
dimensions). Being able to see the facial expression
of someone in real time facilitates the perception of
the nonverbal communication. Additionally, certain
information technology can enhance virtual collabo-
ration and knowledge creation.

1. Codified vs Uncodified

Codified knowledge can be represented in formal lan-
guage such as mathematical, grammatical, digital, and
symbolic codes. Codification involves the creation of
perceptual and conceptual categories that facilitate
the classification of various phenomena. Thus, codi-
fied organizational knowledge represents phenom-
ena that have been classified into perceptual and con-
ceptual categories meaningful to organizational
members.

However, it is important to realize that the process
of codification is not simple. Depending upon the
complexity of the phenomena in question, codifica-
tion can be fraught with potential problems. For ex-
ample, codifying the sales performance of the store’s
salesperson could be viewed as a simple task of asso-
ciating the number of dollars and/or the number of
product units sold by the salesperson. However, sales
performance could also be assessed in additional
terms such as the amount of customer satisfaction
generated with each sales transaction. Codifying cus-
tomer satisfaction generated at the time of the sale
would be much more difficult and more complicated
to accomplish.

Thus, some knowledge is too rich, ambiguous, com-
plex, and personal to be articulated or codified. Such
knowledge remains uncodified and is often referred
to as “tacit.” Uncodified or tacit knowledge can take
on two forms. Those forms are know-how and taken-
for-granted beliefs. The know-how form of tacit knowl-
edge is an embedded skill or ability acquired from
birth or over time from experience. For example, the
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knowledge of how to ride a bicycle is probably tacit in
most people who can ride a bicycle. These people can
simply get on a bicycle and automatically begin riding
it. However, for those who cannot ride a bicycle they
need to have concrete experience on a bicycle before
they can identify the knowledge needed to learn. The
taken-for-granted beliefs embody what is and what
should be. Taken-for-granted beliefs or notions of
what is and what should be represent knowledge em-
bedded in mental models and value systems that shape
how one perceives and experiences the world. For ex-
ample, one might take it for granted that everyone
believes in God until he or she encounters an atheist
for the first time.

2. Concrete vs Abstract

Some forms of knowledge can be made concrete or, in
other words, embedded in physical artifacts such as
products, production processes, equipment, and tech-
nology. This concrete knowledge that is given form
must be codified in such a manner that systematic and
repetitive processes based upon it can convert materi-
als and parts into the physical artifacts. The knowledge
necessary for machines to mold or assemble materials
or parts into products has to be very precise and well
structured into designs, specifications, and drawings.
Given that such knowledge is sufficiently codifiable, it
can be converted into a form such that it can be man-
aged with information technology.

Conversely, knowledge in people’s minds and
knowledge conceptualized into essential features that
can be communicated and codified represent abstract
knowledge. Abstraction provides structure to phe-
nomena. Abstraction provides structure by teasing out
the phenomena’s essential attributes that are neces-
sary for describing it, while leaving out unnecessary
details. For example, a model or prototype of a new
product concept results from a process of abstracting
the essential features of the new product.

Obviously, information technology cannot itself con-
ceive or translate a concept that exists in a person’s
mind. However, as a tool, information technology can
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enable a person to represent his or her idea or concept
in such a way that it can be communicated and shown
to others. The actual translation of the concept into
communicable form remains a human act.

Although complementary, there is a difference be-
tween codification, which gives form to phenomena,
and abstraction, which gives phenomena structure.
Codification assigns phenomena to categories, that is,
to codes. Abstraction discriminates phenomena into
distinct concepts that codification categorizes into
meaningful groupings for a given purpose. For ex-
ample, in a university setting, there exists a group of
humans categorized as students, administrators, and
professors. Abstraction enables people to differenti-
ate the human population in the university setting
into these three distinct categories. The university’s
information system certainly has distinct codes as-
signed to students, administrators, and professors
listed in its databases. Thus, codification enables the
formation of student lists, faculty lists, and adminis-
trator lists.

3. Diffused vs Undiffused

The diffusion of information concerns the extent to
which it is available for others who want to use it. In an
organizational context, the more diffused organiza-
tional information is, the more available it is to em-
ployees and other stakeholders. However, the more dif-
fused the information is, the more it is potentially
accessible to competitors. Depending upon the com-
petitive and proprietary value of the information, the
organization may have to limit and control its diffusion.

Current conceptions of knowledge management
technology do not address the processing of uncodi-
fied or tacit knowledge very well. The reason for this
is due to the highly personal and hard to codify na-
ture of tacit knowledge. Because of the highly per-
sonal nature of uncodified or tacit knowledge,
processes for managing it have to be people centered.
The role of knowledge management technology could
be as an enabler and as a facilitator of people-to-
people interaction and knowledge sharing.
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Knowledge management technology, however,
should not be viewed as merely enhancing the tech-
nical capabilities of the existing management infor-
mation systems. Successful knowledge management
requires a change in attitudes, organizational culture,
and processes in organizations. Technology, in and of
itself, cannot improve knowledge management in or-
ganizations. People utilizing knowledge management
enabling technology can improve knowledge man-
agement in organizations. Organizational knowledge
management can be enabled and enhanced via in-
formation technology. Gaining the knowledge man-
agement benefits from the information technology
depends upon the mindsets and behaviors of people
in the organization being oriented properly. There-
fore, the real challenge facing management is to
change the organization’s culture and the employees’
attitudes regarding trust and sharing knowledge.
When employees view themselves in competition with
each other, they tend to resist sharing information.
Often, the viewpoint is that “knowledge is power.”
This viewpoint and tactic may be beneficial to indi-
viduals, but it is usually destructive for the organiza-
tion as a whole. In other words, while for one person
knowledge may be powerful, sharing the right knowl-
edge is more powerful to all involved.

In summary, knowledge management involves the
combination of human intelligence (brainware) and
technology (hardware and software). Toward this end,
technology must support all components of the knowl-
edge management life cycle.

C. Knowledge Management Life Cycle

Knowledge management technology should support
the collaboration of people to create, capture, and
share knowledge. It should also provide people with
access to a variety of data, information, and knowl-
edge. Knowledge management technology should
support each of the phases of the knowledge man-
agement life cycle of knowledge creation, knowledge
capture, knowledge organization, knowledge storage
and retrieval, knowledge diffusion, and knowledge
presentation and maintenance (see Fig. 6).

1. Knowledge Creation

Nonaka and Takeuchi use an excellent metaphor of
“rugby” to characterize the knowledge creation
process in organizations. Rugby players pass the ball
nonsequentially forward, backward, and laterally as
they move toward achieving their goal. This is unlike
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a track relay match where the baton is passed se-
quentially from the first runner to the second runner
to the third runner and finally to the fourth runner
for the completion of the race. This rugby metaphor
provides an excellent description of how knowledge
is created in organizations. In manipulating the rugby
ball toward the goal, team members have to interact
in a variety of combinations. This interactive process
illustrates the knowledge creation process. As people
interact, share their knowledge, and their perspec-
tives, sometimes new knowledge is created in the
process.

2. Knowledge Capture

Once valuable knowledge is created via an organiza-
tion’s people, the organization’s challenge is to capture
it for future use by others in the organization. Knowl-
edge capture involves the deliberate intent to identify
and use relevant knowledge created, discovered, or ac-
quired. Organizations can capture knowledge through
a variety of means. These capture methods include for-
mal research and development, participation in strate-
gic alliances, hiring new personnel or consultants, par-
ticipating in various industry and other external
knowledge networks, collaboration with suppliers or
customers, and implementation of various process in-
novations. Other knowledge capture methods are
achieved through the course of conducting business
(learning by doing and learning by using), through the
organization’s deliberate continuous improvement
efforts, through new product development efforts,
through the diffusion of new technology within the or-
ganization, and through informal knowledge leaks.
However, capturing the right organizational knowl-
edge at the right time is not as straightforward a
process as one might think. There are many implicit
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challenges and issues to be resolved. Since knowledge
creation occurs via people, the first challenge is de-
termining at what point in time does knowledge cre-
ated in people become captured as organizational
knowledge? Who decides this? Should knowledge cap-
ture occur informally through the organization’s cul-
ture and social interactions? Should knowledge cap-
ture occur formally through specified routines,
procedures, and protocols? The second challenge is
once it has been determined that such knowledge is
to become organizational knowledge, in what form
should this organizational knowledge be represented?
The third challenge is that the very nature of valued
knowledge that needs to become organizational
knowledge is rooted in paradox. Organizational
knowledge that is to be communicated and diffused
deliberately needs to be more codified/explicit than
uncodified/tacit knowledge. The more explicit the
knowledge is, the less likely misrepresentation or mis-
communication will occur. However, paradoxically,
the more valuable organizational knowledge tends to
be, the more difficult it is to articulate and represent.
Otherwise, competitors could easily obtain valuable
organizational knowledge.

Scholars or practitioners have not resolved these
challenges. Because knowledge is so rooted in people
and subjective in its social context, managing knowl-
edge requires tending to the human resources and
organization culture, in addition to tending to tech-
nology and organizational structure. For example,
Ernest & Young’s 1997 survey of 431 U.S. and Euro-
pean organizations found that 54% believed that or-
ganizational culture was the biggest impediment to
knowledge transfer.

Perhaps taking on the perspective of knowledge
management from Nicolini and Meznar can help.
Nicolini and Meznar emphasize the knowledge cap-
ture process, or the encoding of organizational learn-
ing, as a social construction process. During this social
construction process, the organization deliberately
stops to codify its valuable learned knowledge. Since
learning occurs naturally in a continuous manner, from
time to time the organization must stop and capture
what it has learned.

3. Knowledge Organization

Knowledge that is formally captured by the organiza-
tion has to be codified; that is, the captured knowl-
edge should be defined, labeled, categorized, and in-
dexed so that it can be stored and retrieved for later
use. This facet of the knowledge management cycle is
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not as simple as it may appear. Implied in this process
is a systemized set of routines for organizing an orga-
nization’s knowledge. Someone in the organization
has to decide what classifications and codes to associ-
ate with what knowledge objects that will be stored
into the organization’s knowledge base. Some fore-
thought has to be given to how the organization will
structure its knowledge and into what types of knowl-
edge are important to capture and organize.

Scholars like Michael Zack have suggested that some
organizations assign the knowledge management re-
sponsibilities to a CKO or to knowledge management
centers. The CKOs or centers make the decisions that
are necessary for the knowledge creation, capture,
storage, and retrieval processes. The CKO or knowl-
edge centers determine the knowledge structure and
content which enables the classification, indexing, ma-
nipulation, linking, and cross-referencing of explicit
knowledge. Therefore, CKOs or knowledge centers as-
sume the responsibility for the cross-organizational
process of creating, refining, organizing, and sharing
the organization’s explicit knowledge.

4. Knowledge Storage,
Retrieval, and Diffusion

Once knowledge is stored in organizational knowl-
edge repositories, users in the organization can search
for the relevant knowledge content that they desire.
Effective knowledge storage and retrieval hinges upon
the establishment of entities responsible for knowl-
edge refinement processes and knowledge reposito-
ries for the storage of refined knowledge. CKOs and
knowledge centers must decide who in the organiza-
tion gets access to what knowledge units. This deci-
sion determines the extent to which knowledge get
diffused throughout the organization.

5. Knowledge Presentation
and Maintenance

Decisions made by CKOs and knowledge centers will
affect the extent to which the knowledge unit content
is meaningful and applicable across multiple contexts
of use. The interpretative context used by the CKOs
and knowledge centers in refining and storing the
knowledge must be the same context that the organi-
zation users of the knowledge repositories use. Oth-
erwise, the knowledge will not be meaningful, useful,
or relevant. The presentation of the knowledge must
be in a form that is meaningful, useful, and relevant
to users.
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Ill. KNOWLEDGE MANAGEMENT TECHNOLOGY

One of knowledge management’s major objectives is
to connect people with people and facilitate their col-
laboration. Whereas data technologies are structured
and typically numerically oriented, knowledge tech-
nologies deal most often with text, graphic, video,
and audio formats. Knowledge management systems
can be classified under collaborative work manage-
ment tools. These tools help people accomplish or
manage joint work activities. Examples include calen-
daring and scheduling tools, task and project man-
agement tools, and workflow systems.

Knowledge management requires a synthesis of sev-
eral disciplines and business practices and assembles of
a variety of technologies. According to the Gartner
Group, these technologies interact in terms of three
layers: data, process, and user interface. The data layer
represents different types of data in different storage
mechanisms such as relational databases, textual data,
video, and audio. The process layer represents the logic
that links data with the use people or systems make of
it. People use is via user interface and system use is via
program interface that is necessary for application in-
tegration. The user interface layer provides access for
people to the information assets of the enterprise via
logic incorporated in the process layer.

Technologies that enhance the ability of people to
capture and manage human-added value are particu-
larly suitable for knowledge management. For exam-
ple, application sharing and video conferencing tech-
nology enable real-time communication between
individuals, the shared creation of documents, group
decision support, and networked virtual meetings.

Knowledge management technology supports the
process of transitioning from tacit knowledge to ex-
plicit knowledge so that knowledge can be shared
with others. The technology accomplishes this by pro-
viding appropriate language, formats, templates, and
models to support the process of sharing explicit
knowledge and explicating tacit knowledge. Technol-
ogy also supports the collaborative process of new
knowledge creation. Word processing, spreadsheets,
e-mail, and presentation software represent traditional
tools for capturing knowledge. Newer technologies
such as voice recognition, biometrics, shared work-
spaces, and video conferencing are also useful in sup-
porting the knowledge capture process.

Presentation technology ranges from traditional
business intelligence products to automated discovery
techniques. These technologies include data mining,
skill mining, and text mining. Although automatic vi-
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sualization of trends and patterns is still far from a
mainstream knowledge management capability, tech-
nologies that support rich analytical processes will
increasingly be part of the knowledge management
environment.

A. Organizations Using Knowledge
Management Technology

Many organizations are currently initiating knowledge
management projects. Several organizations where
knowledge management projects are being imple-
mented include Arthur D. Little, British Petroleum,
British Telecom Laboratories, Cisco, Context Integra-
tion, Dickstein Shapiro Morin & Oshinsky, Egon Zen-
der International, Shiva Corporation, Storage Dimen-
sions, The Tennessee Valley Authority (TVA), United
Kingdom Post Office, and Xerox Corporation.

B. Organizations Supplying Knowledge
Management Technology

Many firms provide knowledge management technol-
ogy and consulting services, and the list of available
software products and consulting services grows each
day. The reader must be cautioned that this is a very
dynamic and rapidly changing field. The reader must
perform their own research to locate the information
technology tools that are appropriate for their re-
quirements. A suggested listing of various companies
providing knowledge management technology is avail-
able from the KMWorld Buyers Guide. The buyers
guide can act as an entry point for the search for the
various information technologies that can be used in
improving the knowledge management processes.
Knowledge Management World also has produced a
listing of what it has labeled “The 100 Companies That
Matter.” The reader may use it as a starting point for
exploration of companies in the knowledge manage-
ment field. Examples of several knowledge manage-
ment initiatives sponsored by consulting organizations
include Andersen’s Knowledge Xchange and Ernst &
Young’s Center for Business Knowledge (see Table III
to locate each organization’s Web site address).

The knowledge products from three knowledge
management software firms are further explored in
this section. These firms vary in size and in the types
of knowledge management software tools and prod-
ucts that they offer. Inxight Software provides unique
knowledge management presentation tools. Microsoft
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Table Il

Knowledge Management

Organizations Supplying Knowledge Management Software Tools

Companies of interest

‘Web location

KMWorld’s Buyers Guide
KMWorld’s 100 Companies
Andersen Consulting
Ernest & Young

Inxight Software

Microsoft

Verity

www.kmworld.com/publications/buyersguide
www.kmworld.com/100.cfm
www.ac.com/services/knowledge/
www.businessinnovation.ey.com/
www.inxight.com/

www.microsoft.com/

www.verity.com/products/

provides an array of products for content manage-
ment, data analysis, information storage, and knowl-
edge publication. Verity is a market leader in provid-
ing information retrieval tools. Each of these firms
provides unique tools to enable the organization to
develop unique and effective knowledge management
processes. The information presented is an overview
of several of the products that these firms offer. They
are not meant to be complete descriptions of the ca-
pabilities of the software tools or representative of the
offerings provided by the firm. They are meant to de-
scribe general capabilities of knowledge management
tools and to provide a starting point in the investiga-
tion of various tools and techniques to enhance the
organization’s knowledge process.

1. Inxight Software

Inxight Software develops open portal software that
permits Web users to navigate, preview, and analyze
on-line information. Inxight’s innovative knowledge
extraction and information visualization tools are used
in information-intensive applications of business in-
telligence and knowledge management.

Table IV Products from Inxight Software

Hyperbolic Tree Server 2.0 is a software develop-
ment tool that enables organizations to integrate Hy-
perbolic Trees into their Internet, intranet, and ex-
tranet applications and Web sites. Hyperbolic Tree is
a visual user interface component that assists knowl-
edge workers in navigating Web sites and other infor-
mation locations. By incorporating Hyperbolic Tree
into portals and Web applications, organizations en-
able customers and knowledge workers to navigate
and explore large amounts of data quickly and intu-
itively. It is well suited for organizing and displaying
large amounts of interconnected information. Inter-
connected information is typically found in applica-
tions for knowledge management, business intelli-
gence, e-commerce, and customer-relationship
management. This and other products offered by In-
xight are described in Table IV.

Inxight Tree Studio is a software tool that makes it
easy for knowledge workers to present their Web site
in a holistic and intuitive view called a “Star Tree.”
Navigating through the multitude of available Web
pages on any Web site can be a difficult task. Most
knowledge workers wander before getting to the in-
formation they want. Figure 7 illustrates the Star Tree

Product offering

Features/description

Hyperbolic Tree Server 2.0

Enables corporate portal, application builders, and e-publishers to integrate Hyperbolic

Trees into Internet, intranet, and extranet applications and web sites

Tree Studio
Eureka
Summary Server

Categorizer
subject categories

Thing Finder

Presents complex Web sites in a holistic and intuitive view called a Star Tree
Simple user interface for exploratory data analysis
Extracts summaries from any electronic document

Automates the process of assigning electronic documents to a taxonomy of predefined

Identifies the role of each word within a document & then indexes, highlights, dissects,

and arranges them by key entities
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Figure 7 The Star Tree concept. Reproduced by permission of Inxight.

concept. Star Tree Web site maps help knowledge
workers see at a glance all the information that is
available on the site. Star Trees can give the organi-
zation’s Web site an appearance that differentiates it
from its competitors.

Inxight Eureka is a simple user interface for ex-
ploratory data analysis. Knowledge workers can inter-
act with an entire set of data without scrolling through
thousands of rows and columns. Eureka turns the
massive amounts of tabular spreadsheet data into in-
sightful and useful graphic presentations, enabling
knowledge workers to immediately see patterns and
outlines, explore correlations, and seek explanations.
The “Focus+Context” feature of Eureka allows knowl-
edge workers to view the entire set of data on a single
screen. Filtering and grouping capabilities of Eureka
enable knowledge workers to refine their analysis by
narrowing large sets of data into relevant subsets. The
spotlight feature of Eureka allows knowledge workers
to mark selected data for benchmarking and spotting
data anomalies.

Inxight Summary Server extracts summaries from
electronic documents rapidly. Knowledge workers can
view summaries of hyperlinks. Summary Server ex-
tracts key sentences, enabling knowledge workers to
save time. Knowledge workers do not have to down-
load, open, scan, and read volumes of text for rele-
vant information. Summary Server ranks sentences by
order of importance within a document and then de-
termines the most relevant sentences to extract. Word
location within a document, sentence length, and the
number of thematic words all contribute to sentence
identification and selection. Summaries can be pre-
sented to the knowledge workers in a variety of ways.

Inxight Categorizer is a knowledge management
tool that automates the process of assigning electronic
documents to a taxonomy of predefined subject cate-
gories. Documents that have been classified using
codes that identify topical themes in the content en-
able knowledge workers to effectively browse, filter,
and search for information. Traditionally, electronic
documents were classified into these hierarchies by
manually reading and coding each file. Classification
approaches that sort documents based on rules lack
scalability and flexibility and fail to provide a high de-
gree of accuracy. Inxight Categorizer uses an advanced
process known as “categorization by example” that be-
gins by comparing a new document with a large col-
lection of manually coded documents, which is the
training set. Categorizer selects similar documents
from the training set and infers the probable coding
for the new document from these examples. In addi-
tion, Categorizer assigns a confidence value to each
document it codes, depending on its ability to iden-
tify similar training documents.

With the incredible amount of data now available
via the Internet, finding specific text, documents, or
words has become more complicated and time con-
suming. Search engines can help, but if the knowl-
edge workers enter the search word “car,” they con-
ceivably can get cartoons or Fords. Inxight Thing
Finder identifies the role of each word within a doc-
ument. It then indexes, highlights, dissects, and
arranges them by key entities such as names, places,
addresses, companies, dates, and others categories.
Active annotation technology offers additional sup-
port materials and automatically links to other pages
containing similar information. Figure 8 displays this
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Figure 8 Active annotation technology.

technology. Once Thing Finder locates data, active
annotation acts as a personal reference guide by find-
ing, organizing, and presenting additional text and
relevant links. By streamlining the search and organi-
zational process, knowledge workers are able to find
more information quickly and efficiently.

2. Microsoft

The Microsoft knowledge management platform has
several components. Those software components in-
clude the knowledge desktop, collaboration, content

Table V Products from Microsoft
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management, analysis, and search and deliver. Table
V details several of these products, their Web site ad-
dress for further information, and a brief description
of the features offered.

Microsoft Office 2000 has the capability to connect
to data warehouses, collaborative messaging servers,
and document systems. This creates the knowledge
desktop. Microsoft Office and Microsoft Exchange
Server include capabilities such as shared calendars,
threaded discussions, and home pages to help groups
collaborate. Microsoft Net Meeting conferencing soft-
ware contains tools such as whiteboarding, video, and
chat which allow workers to communicate and collabo-
rate. The “Content Management” portion of Microsoft’s
knowledge management platform consists of Microsoft
Exchange, Site Server, and Office. These software tools
provide the ability to categorize, publish, and manage
documents and content. They also support workflow
around content, such as versioning, approvals, routing,
and locking. The “Analysis” portion of the knowledge
management platform consists of the data warehousing
and business intelligence features in Office and
Microsoft SQL Server. These tools enable knowledge
workers to understand their markets. The “search and
deliver” technologies of Site Server 3.0 search across
databases, folders, and Web sites.

3. Verity

Verity is a market leader in text information retrieval.
In 1997, the International Data Corporation (IDC)
stated that Verity had a 28% revenue-based market
share. Verity offers full text search product solutions

Product offering Web site

Features/description

Site Server 3.0

Exchange 2000 Server www.microsoft.com/exchange/

Outlook 2000

SQL Server 2000 www.microsoft.com/sql/product/

Office 2000

www.microsoft.com/siteserver/site/

www.microsoft.com/office/outlook/

www.microsoft.com/ office/products/

A powerful intranet tool for an organization to publish,
find, and deliver information

Provides e-mail, team folders, discussion groups, built-in
content indexing, full text searches, workflow, real-
time conferencing, text discussion, group scheduling,
on-line forms, and tools for collaboration

A contact management, e-mail, and task lists software
tool

A relational database management and analysis system
used to integrate, consolidate, & summarize
information from heterogeneous data sources and to
connect to line-of-business data

A web collaboration and information sharing analysis
tool consisting of Word, Excel, PowerPoint, Outlook,
Publisher, FrontPage, and Photo
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for intranet, e-commerce, and enterprise knowledge
portals. A feature of their products is the ability for
the knowledge worker to search and find information
using misspelled product names or unfamiliar indus-
try jargon. The focus of Verity’s products is on solving
complex organizational information retrieval prob-
lems. The Verity product family, Knowledge Suite,
supports a full range of knowledge retrieval methods.
The Verity product offerings are summarized in Table
VI. These methods include search and retrieval, pro-
file and disseminate, classify, organize and navigate,
and publish.

Verity’s Knowledge Suite includes Verity Developer.
This software tool contains Verity’s core search en-
gine, its corporate search and retrieval information
server, and its indexing tool. Other software products
such as the Verity Profiling Tool Kit and Verity Agent
Server can add custom document classification/pro-
filing and intelligent user and group information dis-
semination capabilities to the Verity search engine.
Verity’s CD-Web Publisher enables off-line viewing
and distribution of the contents of an intranet while
maintaining live links for on-line use. Verity’s Infor-
mation Server can access a variety of information gate-
way products, enabling indexing and retrieval of rela-
tional databases and popular external repositories.
With Verity KeyView filters and viewers, all Verity
products can index and display document types rang-
ing from simple text to Adobe Acrobat to dozens of
specialized application file types.

Verity has been involved in the information re-
trieval market since the late 1980s. Verity’s core
search products include features such as advanced
knowledge retrieval capabilities, custom thesaurus
creation, natural language query input, and a system
for building rules of evidence to classify documents.
The advanced knowledge retrieval capabilities in-

Table VI Products from Verity
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clude combined metadata and full text search, ad-
vanced query navigation, and rich query language.
Verity search products maintain user-definable meta-
data, such as author, title, or date fields. Verity pro-
vides advanced query navigation facilities to aid in
further narrowing search results. These facilities in-
clude clustering, relevancy ranking, document sum-
marization, and query by example. Topics is Verity’s
system for building rules of evidence to classify
documents. It can define and retrieve an entire
knowledge domain such as brands, product lines,
products, partners, and competitors. Other vendors
have produced Topics sets to classify documents ac-
cording to the business characteristics of dozens of
specific vertical markets.

Many solutions vendors have incorporated Verity’s
technology into their own products. These solution
vendors include Adobe, Informix, Netscape, Nixdorf,
SAP, Siemens, Sybase, and Xerox. On-line publishers
also use Verity’s technology as their underlying search,
retrieval, and custom-subscription architecture. These
on-line publishers include the Financial Times,
Quote.com, Time/Warner, and the Wall Street Journal.
Many organizations use Verity’s products as a compo-
nent in their knowledge management architecture.
These organizations include Boeing, Cisco, Glaxo
Wellcome, Johnson Controls, and KPMG. Examples
of vendor product offerings using Verity’s products
include semantic networks from ERLI and multilin-
gual search from Alis Technologies. ERLI’s semantic
network technology is used to build industry-specific
lexicons to improve searching. Alis Technologies of-
fers multilingual search capabilities where queries can
be expressed in one of many languages and translated
into the primary language of a document repository.
The results lists and documents can then be returned
to the users in the language of their choice.

Product offering

Features/description

Verity Developer Kit

Capabilities enabling fault-tolerant operations and administrative tools for managing,

administering, and optimizing high-performance search and retrieval operations

Agent Server/Agent Server Tool Kit

Adds custom document classification/profiling and intelligent user and group

information dissemination capabilities

Information Server

Verity's CD-Web Publisher

KeyView
Topics

Access information gateway products

Enables off-line viewing and distribution of the contents of an Intranet; maintains live
links for on-line use

Index and displays a broad range of document types

System for building rules of evidence to classify documents
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C. Organizational Benefits from
Knowledge Management Projects

Knowledge management systems are designed to pro-
vide rapid feedback to knowledge workers, to en-
courage behavior changes by employees, and to im-
prove business performance (see Table VII).
According to KPMG Consulting LLC, 60% of the or-
ganizations with knowledge management programs
achieve faster response to key business problems or
have delivered better customer service.

Shiva Corporation achieved a 22% drop in cus-
tomer support calls. Staff at Shiva can locate and track
common technical problems. Information is updated
through the company’s technical support and engi-
neering departments. Those documents are converted
to hypertext markup language (HTML) and uploaded
to a server. Verity software products are used to index
all available documents. Cisco achieved savings of
$500 million a year from improved supply chain man-
agement, on-line technical support, software distribu-
tion via downloads, and other Internet-enabled
processes. BP Amoco PLC saved $50 million in drilling
costs at the Schlehallion oil field off the coast of Scot-
land by leveraging knowledge it had gained from de-
veloping prior oil fields.

IV. SUMMARY AND CONCLUSION

The 21st century has witnessed the expansion of the
knowledge economy. The driving force of this knowl-
edge economy has become information technology
tools. By using Web-based application browsers to gain
access to the Internet, intranet, and extranets, knowl-
edge workers have virtually unlimited sources of data
and information for analysis. This has enabled time
and knowledge to become a new competitive lever for
organizations. The knowledge workers are required

Table VIl Benefits from Knowledge Management Projects

Knowledge Management

to understand and access volumes of information, to
develop insights using leading edge concepts and
techniques, and to deal with highly uncertain and
complex situations.

Knowledge management is a growing concern for
organizations and is perceived as an opportunity to
create a competitive advantage. A quasi-measurement
that could be used to assess increases in information
is Web pages. The IDC reports that over 2 billion Web
pages have been created since 1995 and estimates
that over 200 million Web pages are being added
every month and 100 million Web pages are becom-
ing obsolete during that same period. According to
the IDC, organizations will spend over $15 billion
managing their corporate knowledge. Software to au-
tomate the process of identifying and classifying elec-
tronic documents into a taxonomy of subject cate-
gories is a key requirement. The ability to extract
precise information from a repository of millions of
files is a very powerful tool.

Knowledge management in an organization has
become a combination of social processes and infor-
mation technology enablers. As such, it cannot be ap-
proached as solely a technological problem or as a
method of capturing social processes. It is a combi-
nation of both elements. Organizations that are suc-
cessful with knowledge management projects have re-
alized this. Several lessons from these experiences can
be shared and used by any organization. These lessons
start with the “don’t rely on technology too much.”
Technology is an enabler for change and for knowl-
edge applications. The second lesson is to “rely on the
people in the organization.” People are the ultimate
users of the information and are responsible for gen-
erating the insights used for competitive advantage.
The third lesson is to “understand that just making
data available to knowledge workers and just accu-
mulating various pieces of information doesn’t create
knowledge.” Using information technology tools to

Organization Benefit

Reason

BP Amoco PLC $50 million savings

Cisco $500 million savings

Shiva Corporation

Storage Dimension Faster customer response

22% decrease in customer support calls

Leveraging knowledge from developing prior oil fields

Improved supply chain management, on-line technical
support, software, and other Internet-enabled processes

Can locate and track common technical problems

Due to the real-time currency of the knowledge base and
rank ordering of solution documents, repetitive
problems are solved correctly and at the first level
every time
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develop Web pages and to put that information on
the Internet, intranet, or extranet does not create
knowledge. Knowledge is created by individuals who
have the ability to extract key data elements when re-
quired and then make sense of them.

SEE ALSO THE FOLLOWING ARTICLES

Data, Information, and Knowledge ¢ Industry, Artificial Intelli-
gence in ® Information Theory ¢ Knowledge Acquisition
Knowledge Representation ® Machine Learning ® Multimedia
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[. INTRODUCTION
Il. KNOWLEDGE REPRESENTATION SYSTEMS

I. INTRODUCTION

Knowledge representation deals with the encoding of
knowledge in a form that can be used for computer-
based problem solving. This article describes a num-
ber of approaches that have been developed to rep-
resent knowledge in software, as well as refinements
to these approaches and areas of ongoing research.

A. Separating Knowledge and Inference

Most computer programs encode knowledge about
the domains they work in, but the separation between
domain knowledge and reasoning procedures that
operate on this knowledge is clearest in the area of ar-
tificial intelligence (AI). In part, this is a consequence
of a basic axiom of traditional Al that intelligent be-
havior arises from the combination of two conceptu-
ally distinct resources: knowledge and reasoning (also
called inference). In practice, too, the separation of
knowledge and inference provides an important ben-
efit: in the knowledge-intensive domains that Al pro-
grams are applied to, the ability to add to or modify
the knowledge base in an incremental manner to im-
prove the performance of programs (without having
to rebuild the entire program) is very useful. Thus in
most Al programs, especially those categorized as
knowledge-based or expert systems, domain knowl-
edge resides in well-defined knowledge bases, separate
from the inference engine.

Once the decision to represent domain knowledge
as a distinct entity is made, the issue of how to represent
such knowledge becomes salient. Early Al programs

Encyclopedia of Information Systems, Volume 3
Copyright 2003, Elsevier Science (USA). All rights reserved.

[1l. REPRESENTING UNCERTAIN KNOWLEDGE
IV. RESEARCH IN KNOWLEDGE REPRESENTATION

tackled the knowledge representation issue in problem-
specific (i.e., ad hoc) ways, and it was not until the
1980s that attempts to organize the diverse approaches
into a few coherent streams gained momentum.

B. Desirable Properties of
Knowledge Representations

The central problem of knowledge representation is
to encode domain knowledge into a form that sup-
ports reasoning by computers. Among the desirable
attributes of any system of knowledge representation
are:

¢ The ability to represent all types of knowledge
used to solve problems in a particular domain

¢ The ability to derive most, if not all, conclusions
that follow from a body of knowledge using the
principles of reasoning sanctioned by the domain

¢ The efficiency of the process of generating
conclusions from available knowledge

¢ The ability to add to and modify the knowledge
already stored in a program

In addition to the above criteria, since most of the
knowledge represented in Al programs is acquired
from human experts, some degree of fit between the
way domain experts organize their own knowledge
and the way domain knowledge is structured in its
computer embodiment facilitates the knowledge ac-
quisition process. This is often the basis for choice be-
tween two knowledge representation systems when
both can represent the knowledge of the domain
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adequately and are equally adept at inference; the
one that “feels more natural” to domain experts is
usually preferred.

Il. KNOWLEDGE REPRESENTATION SYSTEMS

The simplest knowledge representation system is per-
haps the relational database, where knowledge is
stored in the forms of relations between entities and
implemented as a set of tables. Given

e the strict limitations on the type of knowledge
that relational databases accommodate (entities,
attributes, and relationships), and

¢ the very rudimentary inference capabilities
provided (primarily, the ability to select records
satisfying clearly-stated constraints)

most discussions of knowledge representation in Al
simply overlook relational databases as a knowledge
representation system.

A. Logic

Formal logic (dating back to the ancient Greeks) is
perhaps the most widely discussed system of knowl-
edge representation. Philosophers have long been fas-
cinated by the prospect of describing (i.e., represent-
ing) the material world with logical propositions, and
then manipulating these propositions to generate
knowledge that would be valid in the material world.
Instead of engaging the material world at each step
and learning purely through trial-and-error, a logical
“simulation” of the material world would be interro-
gated first to identify promising courses of action, and
only these actions would then be instantiated in the
material world.

Once the knowledge of a domain can be captured
in a set of logical propositions, the universally ac-
cepted rules of formal logic can be deployed to per-
form sound inference. All knowledge domains mod-
eled using logic would, therefore, use the same
domain-independent inference procedures, and the
only difference between different applications would
lie in the content of the respective knowledge bases
(sets of logical propositions).

1. Propositional Logic

The simplest form of logic that has been investigated
for knowledge representation is propositional logic.
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Real-world facts such as “it is raining” can be repre-
sented by well-formed formulas (wff) in propositional
logic; the wff denoting “it is raining” might be the sin-
gle term RAINING. Similarly “it is sunny” may be de-
noted by SUNNY, and the relation between it raining
and it being sunny may be captured by the formula
RAINING — —~SUNNY (rain implies that it is not
sunny).

In propositional logic, it is always possible to de-
termine the conditions under which a proposition is
true, but this attractive feature is offset by the diffi-
culty of expressing relations between propositions.
For instance, propositional logic can represent the
fact that Socrates and Plato were men (SOCRATES-
MAN and PLATOMAN, respectively), as well as the
fact that all men are mortal (MORTALMAN), but it
does not represent the relation among these proposi-
tions. Consequently, it does not provide a way to con-
clude that Socrates and Plato, being men, would nec-
essarily have been mortal, unless they are specifically
declared to be so.

2. First-Order Predicate Logic

The limitations of propositional logic as a knowledge
representation system focus attention on first-order
predicate logic. In predicate logic, the facts that
Socrates and Plato were men are represented by the
statements man(Socrates) and man(Plato), respectively.
Since predicate logic permits variables and quantifi-
cation, the fact that all men are mortal can be ex-
pressed as Vx : man(x) = mortal(x) (for all x, if xis a
man, then x is mortal). Using a logical procedure
known as resolution, the three statements above can
be combined to prove that Socrates and Plato were
mortal.

The greater expressive power of predicate logic (i.e.,
its ability to represent knowledge that cannot be ex-
pressed in propositional logic) comes at some cost.
First-order predicate logic does not have a decision
procedure: though proofs of all theorems can be found,
such proof procedures are not guaranteed to halt in
the event of trying to find a proof for a nontheorem.
However, this shortcoming of predicate logic (called
semidecidability) is not of much concern in the design
of working programs where halting rules can be extra-
neously imposed in terms of elapsed time or the com-
putational resources consumed. Restrictions on the
language can also achieve decidability at the expense
of some expressive power. First-order predicate logic
continues to be widely used as a knowledge represen-
tation system. Coupled with a general-purpose
theorem prover as its inference engine, predicate logic



Knowledge Representation

representation has been applied to a variety of tasks
such as mathematics, design, and planning.

B. Production Rules

Production rules or IF-THEN rules, as they are better
known, are most preferred for the procedural repre-
sentation of knowledge. Production rules relate the
conditions under which the rule can be applied (tradi-
tionally, written on the left or IF side of the rule) to
the action to be performed when the rule is applied
(written on the right or THEN side of the rule). Pro-
duction rules have well-understood logical properties
as systems of computation, but for the purpose of
knowledge representation, their main benefits are

e their “modularity” (each rule represents one
“unit” of knowledge, simplifying knowledge
acquisition and maintenance of the knowledge
base), and

e the ability of domain experts to articulate their
knowledge in the form of rules.

Production rules are perhaps the most widely used
form of knowledge representation. Some of the most
successful programs in Al, such as the MYCIN, XCON,
and PROSPECTOR expert systems, use production
rules as their underlying knowledge representation
system. Commercially available production rule inter-
preters include production system languages such as
OPS5, ACT#, and CLIPS for programming, as well as
a wide variety of expert system “shells” into which
end-users can add their knowledge in the form of
rules.

1. Forward and Backward Reasoning

Production rules can be used for reasoning either for-
ward in response to given facts, or backward in pursuit
of specified goals. In forward reasoning, the set of
facts asserted to be true at any time is matched to the
left (i.e., condition) sides of the all rules in the knowl-
edge base. If only one rule is matched successfully, it
is “fired,” i.e., the action specified on its right side is
performed. The application of the rule causes some
new fact(s) to be asserted, and the process of match-
ing currently valid facts to the conditions of available
rules begins again. Since more than one rule may
have its conditions satisfied in any matching cycle, a
conflictresolution procedure is required to select one
rule to fire out of a set of contenders. Contflict reso-
lution may be achieved by
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* giving priority to rules that are more specific (i.e.,
in terms of conditions for application) over those
that are more general; for instance, rules specific
to egg-laying mammals take precedence over the
more general rule that mammals give birth to live
young when the animal in question is a platypus
or echidna,

e giving priority to rules that have not been fired
recently over those that have been fired recently,
and

¢ consulting explicit control knowledge (which may
also be stored in the form of rules) about which
rules are more promising in which state of
problem solving.

In forward reasoning, the process of matching and
rule application is repeated until a configuration that
matches the goal state is generated.

Production rules can also be used to reason back-
ward. In this case, the rule R1 whose right side matches
a desired goal state is identified, and an attempt is
made to achieve the conditions (the left side) needed
for the application of this rule. If another rule R2 is
found whose right side matches the left side of R1,
then the problem reduces to achieving the left side of
R2. In this manner, the achievement of the final goal
state is decomposed recursively into a series of sub-
goals until a subgoal that matches the initial state is
generated.

The choice of whether to reason forward or back-
ward is determined by a few factors:

e the relative numbers of initial and goal states—if
there are more goal states, reasoning forward is
viable, but if there are few goal states, backward
reasoning avoids the generation of many dead ends,

¢ the branching factor in each direction—we prefer
to reason in the direction with the lower
branching factor,

¢ the need for explanation to the user—the
direction that fits better with the user’s direction
of thinking is preferable, and

¢ the nature of the application—if the application
needs to generate the consequences of a new fact,
forward reasoning is useful, but backward
reasoning is better suited to answering specific
questions.

Forward and backward reasoning can be combined op-
portunistically, until the two reasoning paths—one for-
ward from the initial state, and the other backward
from the goal state—meet somewhere in between. Of
course, we need to guard against the possibility of the
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two search paths passing each other (without meeting)
which would only increase the amount of problem-
solving work.

2. Logic Programming

Logic programming, as popularized by the program-
ming language PROLOG, may be viewed as a special
case of pure backward reasoning (using the sequential
order of rules for conflict resolution). The popularity
of PROLOG in Al programming can be traced to:

¢ the fact the inference engine (a simple backward-
chaining rule interpreter) is built into the
language itself, eliminating the need to develop
one for each application program, and

¢ the efficiency of implementation arising from the
constraint that only one type of logical expression,
Horn clauses, is allowed in the language—this
facilitates the design of efficient interpreters and
compilers.

C. Slot-and-Filler Structures

Slot-and-filler structures represent knowledge in the
form of interconnected concepts, implemented as
nodes interconnected by arcs in a network. This is
consistent with the philosophical notion that the
meaning of a concept comes from the way in which it
is connected to other concepts. The nodes of the net-
work may denote objects or collections of objects,
while the arcs denote relations (usually binary) be-
tween the objects. Objects may also have attributes or
characteristics. While this general scheme can be used
to represent almost all logical knowledge, such net-
works (commonly called semantic nets) may also be
deliberately structured to support two important log-
ical predicates:

® isa, denoting class inclusion—A isa B denotes that
the class of objects A is a subset of the broader
class B, and

® instance, denoting class membership—C is an
instance of D implies that the object C is a member
of the class D of objects that are similar to C in
some respect.

Using these relations of class inclusion and member-
ship, it is possible to inherit knowledge from one part
of a semantic network to another. Even though the
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value of an attribute for a particular object is not ex-
plicitly specified in a knowledge base, the fact that it
is a member of some class of objects, which is in turn
included within other broader classes allows us to in-
fer the value of the attribute (for the particular ob-
ject) on the basis of knowledge about the classes it be-
longs to. Of course, if an instance has the value of its
attributes explicitly stated, these values override any
inherited values.

1. Semantic Networks

Semantic networks started from the simple idea of in-
terconnected concepts described above, though they
have sometimes been augmented with additional fea-
tures (such as partitioning) to help represent com-
plex knowledge. In general, however, semantic nets
are “free-form” in their approach to knowledge rep-
resentation, and systems that impose greater structure
on the representation of knowledge are usually re-
ferred to as frame systems.

2. Frames

Frames are representations of objects in terms of
attributes (called slots) and the values associated
with these slots. Values may be specified as logical/
numeric constants, procedures for computation, range
constraints, default values, and so on. A distinguishing
characteristic of frame systems is that the slots of one
frame may be frames themselves, and knowledge is rep-
resented in a cascading set of frames (obviously, a single
frame would not be very useful). Since frame systems
support inheritance, there are often conflicts between
different values of the same attribute of the same object
inherited along different paths. It is then necessary to re-
solve such conflicts and decide which inherited value
dominates others—resolution strategies are usually
based on some measure of network distance (the length
of the path over which an attribute value is inherited).

3. “Strong” Slot-and-Filler Structures

The slot-and-filler structures described above (semantic
nets and frames) place few, if any restrictions on the
meaning of objects and links modeled using the for-
malism; hence they are sometimes referred to as “weak”
(in the sense of “knowledge-poor”). Consequently, they
are applicable to a wide range of problem domains as
long as the programmer takes the responsibility for
matching the semantics of the problem to the structure
of the knowledge representation system. In contrast to
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semantic nets and frames that impose few restrictions
on their content, there exist a class of representations
that embody specific notions about the primitive ob-
jects and relations to be modeled. Such slot-and-filler
structures are said to be “strong” (i.e., “knowledge-rich”)
in that they constrain the semantics of the knowledge
represented in addition to its structure. Two examples
of such knowledge representation systems are concep-
tual dependency (CD) theory from Schank in 1975, and
seripts from Schank and Abelson in 1977.

Conceptual dependency theory specifies a set of prim-
itive actions to describe the interaction among enti-
ties. If the problem domain can be satisfactorily ex-
pressed using the limited set of primitives provided,
inference is significantly accelerated (relative to
contentfree, general-purpose representational struc-
tures). Of course, only a small number of problem
domains (such as natural language understanding
and simple analyses of social interactions) have been
shown to be amenable to modeling with conceptual
dependency theory.

Scripts are structures that describe generic templates
of events in a particular context (such as eating at a
restaurant). Particular events, once mapped into these
generic structures, can be expressed as instantiations
of these scripts (with the variable elements of the script
bound to specific values for the particular event). The
structure inherent in a script (how different elements
relate to one another) enables inference about the
particular event even if some aspects of the event are
not explicitly recorded. For instance, a restaurant script
can tell us that we must pay for the food we buy, even
if the description of a particular visit to a restaurant
contains no specific mention of payment.

Many of the key ideas of frame-based systems and
semantic networks have been captured in description
logics, a family of knowledge representation languages
that combine a high degree of expressiveness with
nice computational properties. Description logics
have been successfully applied to knowledge repre-
sentation tasks in the areas of database management,
conceptual modeling, and configuration problems.

For complex domains such as electrical circuit trou-
bleshooting or medical diagnosis, it is often necessary
to represent knowledge about the structure and/or
function of a specific electrical device (or human or-
gan, in medical diagnosis) explicitly in a model. The
model is then used as a basis for reasoning, using log-
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ical principles that are applicable to the class of de-
vices under examination. At first sight, model-based
reasoning, as this form of inference is usually called,
seems to use a knowledge representation quite differ-
ent from general-purpose formalisms such as logic or
rules. However, it is possible to view the knowledge
items even in a logical representation or a rule base
as adding up to a “model” (usually qualitative) of the
phenomenon to which the representation refers. The
reframing of conventional knowledge representations
as models also recasts the knowledge acquisition
process as one of modeling, resolving some concerns
about the philosophical status of knowledge as “ex-
tracted” from experts. Specifically, it does away with
the “conduit” metaphor of knowledge transfer from
the expert to the knowledge engineer, which many
found to be naive and simplistic.

Ill. REPRESENTING UNCERTAIN KNOWLEDGE

Most real-world problem domains are characterized
by uncertainty. Uncertainty may arise from features of
the problem domain such as

® Genuine stochasticity—the processes underlying
the phenomenon are partially random (e.g., the
climatic processes responsible for the weather)

¢ Incomplete information—the information
required for problem solving is not fully available
at the outset, but becomes progressively more
complete (e.g., a judicial trial where evidence is
presented sequentially, piece by piece). In these
cases, the absence of key pieces of information
limits the ability to draw definitive conclusions. It
also admits the possibility that some inferences
that are valid at one stage of problem solving may
be invalidated (and therefore have to be
retracted) later on as new information arrives.

A related source of uncertainty arises from the over-
whelming complexity of reasoning in certain do-
mains—exhaustive enumeration of the search space
is possible in theory, but combinatorial explosion ren-
ders such enumeration impossible (e.g., the set of
possible board positions in the game of chess). Prun-
ing the set of alternatives considered renders the out-
comes of actions uncertain, as some possible outcomes
are overlooked.

The presence of uncertainty necessitates refinements
in the knowledge representation systems described
above. At least two main approaches to handling can be
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distinguished. One approach deals with uncertainty by
making (reasonable) assumptions about information
not currently available. If these assumptions are subse-
quently found to be invalid, the problem solver has the
capability to rectify all erroneous inferences resulting
from the invalid assumptions. This approach to dealing
with uncertainty may be broadly characterized as non-
monotonic reasoning. The label “nonmonotonic” refers to
the characteristic that facts once asserted to be true
might sometimes need to be retracted later, a possibility
that never arises in deterministic uncertainty-free logic.

The second approach to representing uncertain
knowledge attempts to quantify the degree of uncer-
tainty associated with particular conclusions. As prob-
lem solving proceeds and more evidence accumulates,
the measure of support for each conclusion may grow
or decline. Adopting this quantitative approach to
handling uncertainty brings Al in contact with statis-
tics, and the quantitative approach may be broadly
called statistical reasoning. A quantitative approach to
uncertainty makes it necessary to specify clear policies
about

* how the uncertainty associated with individual
items of knowledge is assessed and expressed, and

® how the uncertainty of the multiple premises used
to arrive at a conclusion should be reflected in
the uncertainty measure of the conclusion itself.

At least four distinct streams (each with many vari-
ants) can be discerned within the statistical reasoning
approach to handling uncertainty. They are certainty
Jactors, probability and Bayesian networks, the Dempster—
Shafer calculus, and fuzzy set theory.

A. Nonmonotonic Reasoning

Nonmonotonic reasoning enables conclusions to be
drawn from the absence of particular facts as well as
their presence. In doing so, it opens up the possibil-
ity that some inferences enabled by the absence of re-
lated facts may need to be retracted when these facts
become available subsequently. It also raises the issue
of maintaining consistency in the knowledge base
when new facts are added or old ones are removed.
Finally, incomplete information is often unable to
rule out divergent (and potentially conflicting) infer-
ences, raising the question of which path(s) of rea-
soning should be pursued and which ignored.

Since first-order predicate logic is itself monotonic,
a variety of alternative logics have been put forward as
candidates for implementing nonmonotonic reason-
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ing. These include modal logics, default logics, sup-
port for abductive reasoning, modified inheritance
schemes, and minimalist reasoning assumptions. At
the implementation level, each faces similar problems:

(a) how to restrict the nonmonotonic inferences to
those of relevance to the problem (since a large
number of “useless” inferences could potentially
be generated),

(b) how to incrementally update the knowledge
base as new facts are added and old ones
retracted—having to restart at the beginning
each time would achieve consistency but would
be computationally inefficient, and

(c) how to prioritize the multiple paths of
reasoning that are consistent with the current
state of knowledge, given that many such paths
will turn out to be dead ends as new facts arrive.

While issues (a) and (c) above continue to be difficult
problems, some progress has been made in the area
of (b). A class of programs called truth maintenance sys-
tems (TMS) has been developed to perform the book-
keeping tasks associated with maintaining the consis-
tency of the knowledge base as new facts are added or
old ones removed. The details of truth maintenance
systems are outside the scope of this article, but, sim-
ply speaking, they keep track of the assumptions used
to make each inference and are able to locate and
“roll back” all inferences relying upon a particular as-
sumption when that assumption is found to be invalid.

B. Statistical Reasoniny

We use statistical reasoning as an all-encompassing term
to denote all approaches to uncertainty that involve
quantification. Some of these approaches were devel-
oped outside of traditional statistics (e.g., certainty fac-
tors), while others (e.g., Bayesian networks) were in-
formed by relevant statistical theories. Among the
desirable features of any quantitative approach to un-
certainty are expressive power (to represent the types
of knowledge used in the problem domain), formal
correctness (freedom from conceptual anomalies), ef-
ficiency of computation, and agreement with human
intuitions about uncertainty (to facilitate knowledge
acquisition as well as explanation of conclusions).

1. Certainty Factors

Developers of early knowledge-based programs such
as MYCIN (which performed medical diagnosis)
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adopted a pragmatic approach to the representation
of uncertain knowledge. MYCIN, in particular, incor-
porated a calculus for uncertain reasoning called cer-
tainty factors in which

¢ cach rule was associated with a certainty factor—a
quantitative measure of how strongly the
antecedent (left side) of the rule supports the
conclusion (right side) of the rule. The certainty
factor for each rule in MYCIN was assessed by the
experts who provided the rules.

e the certainty factor of a conclusion derived from
the application of multiple rules was computed as
a simple arithmetic function of the certainty
factors of the underlying rules.

The certainty factors in MYCIN provided efficient in-
ference in the face of uncertainty. The certainty fac-
tor approach also mimics fairly well the way people
manipulate numeric measures of uncertainty. How-
ever, on certain occasions, the certainty factor at-
tached to a conclusion derived from several rules in
MYCIN would diverge significantly from the direct as-
sessment of the uncertainty of the conclusion by a do-
main expert. Upon closer examination, this problem
was traced to the fact that MYCIN’s certainty factor
approach treats all evidence as independent (in a sta-
tistical sense). When this is not true, and the pieces of
evidence are related to one another, MYCIN tended
to overstate their joint contribution. In MYCIN'’s prob-
lem domain, medical diagnosis, decisions are rela-
tively insensitive to the precise values of the uncer-
tainty estimates, so the application performed
relatively well in spite of these occasional aberrations
in the certainty factor calculus.

2. Probability and Bayesian Networks

Statistical theory in general, and Bayesian inference
in particular, provides a theoretically coherent system
for uncertain reasoning. In the Bayesian view, proba-
bility is a measure of subjective belief in a proposition
(in contrast to the definition of probability as a long-
run relative frequency in traditional statistics). The
revision of belief in a conclusion with the arrival of
new evidence is achieved through Bayes’ rule that re-
lates the probability of a conclusion given some evi-
dence, to the probability of observing the evidence if
the conclusion were indeed true.

Bayesian inference provides the underpinning of
economic decision making. The use of Bayesian sta-
tistics as a calculus for representing uncertain knowl-
edge enables the implementation of Al programs that
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embody economic rationality. Unfortunately, pure
Bayesian inference tends to be computationally in-
tractable. All pieces of evidence, singly and jointly, po-
tentially bear upon all conclusions; this gives rise to
two difficulties:

e calculating the strength of a conclusion from this
dense network of statistical dependencies is
computationally hard, and

¢ the impact of each item of evidence on each
conclusion needs to be assessed during the
process of knowledge acquisition, a
combinatorially insurmountable task (especially in
view of people’s inability to assess probabilities
well).

In spite of its computational complexity, the theoret-
ical elegance of Bayesian statistics has encouraged the
search for implementations that place principled con-
straints to enable efficient computation. One such ap-
proach to representing uncertainty is called Bayesian
networks (sometimes called “causal” networks).
Bayesian networks (described in Judea Pearl’s 1988
book Probabilistic Reasoning in Intelligent Systems) place
links between nodes representing propositions only if
the propositions are causally related. Except for these
explicitly connected propositions, all others are as-
sumed to be statistically independent of one another.
As long as cycles are avoided in the graphs that rep-
resent Bayesian networks, a number of efficient algo-
rithms exist to propagate uncertainty from evidence
to conclusions.

3. Dempster—Shafer Calculus

Dempster—Shafer theory (described in Glenn Shafer’s
1976 book A Mathematical Theory of Evidence) is a gen-
eralized scheme for expressing uncertainty. It consid-
ers sets of propositions (instead of just single propo-
sitions) and assigns to each set an interval within
which the degree of belief for the set must lie. This is
especially useful in situations where each piece of ev-
idence implicates multiple candidate conclusions, and
the support for each individual conclusion is com-
puted from the overlapping contributions of diverse
pieces of evidence. Unlike classical probability theory,
Dempster—Shafer theory also enables some portion of
the belief to be kept “unassigned” to any of the can-
didate conclusions (to reflect the relative state of ig-
norance in the face of incomplete information).
These features of the theory make it very suitable for
knowledge representation in certain domains, notably
legal reasoning.
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4. Fuzzy Sets

The motivation for fuzzy sets as a system for repre-
senting uncertain knowledge arises from the observa-
tion that the membership of many classes (such as that
of “tall people”) is not binary (as is usually imple-
mented in most computer logics) but rather a con-
tinuous measure (called a possibility function). Dif-
ferent people are members of the class of “tall people”
to different degrees. This is qualitatively a different
type of uncertainty than a “strength of beliet.” To see
the difference between the two types of uncertainty,
consider the statement, “John was pretty sure that
Mary was seriously ill.” The statistical measures of un-
certainty described earlier capture John'’s state of be-
lief quite well, but fuzzy logic appears to have the
edge in describing the state of Mary’s health. This
suggests that fuzzy logic plays a role complementary
to that of statistical measures in representing uncer-
tain knowledge.

Many proponents of fuzzy logic use it as the sole
mechanism for representing uncertainty in knowl-
edge bases. Reasoning is achieved by combining dis-
tributions that achieve a trade-off between expressing
uncertainty accurately and supporting efficient infer-
ence. Not only have fuzzy knowledge representations
been implemented in a variety of applications (rang-
ing from train traffic control to domestic appliances),
a number of older knowledge-based programs have
been reimplemented in “fuzzified” form.

IV. RESEARCH IN KNOWLEDGE
REPRESENTATION

Knowledge representation was always critical to the
advancement of Al systems, but the first generation of
such systems adopted ad hoc, problem-specific ap-
proaches to knowledge representation, obscuring
some of the issues common to all representations. It
was only in the 1980s that the topic of knowledge rep-
resentation as a research area in its own right gained
momentum. Since then, an appreciable amount of ef-
fort in Al has been dedicated to the development of
“portable” representation systems (such as logic, rules,
and slot-and-filler structures) that apply across multi-
ple problem domains, while retaining the mix of ex-
pressive power and efficiency demanded by each do-
main. Insights gained in knowledge representation
research have also advanced the state of the art in
other areas such as deductive databases and object-
oriented programming.
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A. The Centrality of Knowledge
Representation in Al

The topic of knowledge representation is central to
the field of artificial intelligence. Not only are ap-
propriate knowledge representations critical to the
design and performance of commercially valuable soft-
ware programs, our choice of knowledge repre-
sentation systems also surfaces our (often) implicit
theories about the very nature of machine and hu-
man intelligence. For instance, the proponents of
rule-based representations and those of semantic nets
may hold somewhat different views of how knowl-
edge is organized in human minds. While some Al
practitioners restrict their attention to the develop-
ment of software systems that perform particular
tasks, the broader field of cognitive science asks ques-
tions about what constitutes knowledge and how it
is organized in humans and machines. For such in-
quiry, knowledge representation systems provide a
vehicle for expressing and testing theoretical claims
and hypotheses.

B. Explicit and Implicit Representations
of Knowledge

We should note that the explicit representation of
knowledge using the techniques described in this ar-
ticle does not apply to connectionist systems (e.g.,
neural networks) that store knowledge in the config-
uration of networks (specifically, link connectivity and
strengths in the case of neural nets) rather than in
any explicit form. Such systems acquire knowledge
through a process of “training” wherein network pa-
rameters are continually adjusted to improve the per-
formance of the network at a particular task. To the
extent that the performance of a connectionist system
can be considered intelligent (in the conventional
Al sense), a trained network may be said to store
knowledge in its configuration information. To dis-
tinguish connectionist networks from conventional
(“symbolic”) AI programs, such networks are some-
times termed subsymbolic or even nonsymbolic to de-
note their radically different approach to knowledge
representation.
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[. INTRODUCTION
II. BUSINESS OPERATIONS
1. PRETRIAL

GLOSSARY

attorney Person admitted to practice law in their re-
spective state and authorized to perform both civil
and criminal legal functions for clients, including
drafting of legal documents; giving of legal advice;
and representing such before courts, administra-
tive agencies, boards, etc.

courtroom The portion of a courthouse in which the
actual proceedings take place.

deposition A pretrial discovery device by which one
party (through his or her attorney) asks oral ques-
tions of the other party or a witness for the other
party.

evidence Any species of proof, or probative matter,
legally presented at the trial of an issue.

interrogatories A pretrial discovery device consisting
of written questions about the case submitted by
one party to the other party or witness.

jury A certain number of men and women selected
to inquire of certain matters of fact and to declare
the truth upon evidence to be laid before them.

trial A judicial examination and determination of is-
sues between parties to action.

I. INTRODUCTION

Vince Lombardi stated that “Winning is not every-
thing—it is the only thing.” Many law firms use this
motto. Their ability to win ultimately determines how
successful they are in financial terms. Today, infor-
mation systems play a strategic and important part in
the goal of law firms to win. Not all law firms deal with
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litigation. Many successful law firms play a more trans-
actional role in the legal profession (preparing the
needed paperwork to document business dealings).
Information systems can once again play an impor-
tant role.

The use of information systems by law firms, in
general, can be subdivided into three areas:

1. Business operations
2. Pretrial
3. Trial

The business operations support and underscore all
the operations of the law firm, whether the firm is in-
volved in litigation or not (this includes mergers, se-
curities law, etc.). Pretrial is the stage used to deter-
mine whether the law firm has a good case or not. An
honest assessment at this stage can make or break
many a law firm. The #rial stage is the final area where
the issues in dispute are decided.

Managing the delivery of legal services is where the
rubber meets the road. Information technology will
get a law firm maximum mileage and performance. A
law firm succeeds or fails on the quality of its legal ser-
vices and the efficiency in its delivery. This success in-
cludes responding to client concerns as well as needs,
understanding the client’s business, paying careful at-
tention to fee arrangements, and effectively manag-
ing the client. But “quality” only begins with substan-
tive legal and technical competence in today’s
environment.

This article takes a close look at each of the three
areas of information systems used by law firms, par-
ticularly what is new in information systems and the
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successful law firms. It also takes a “looking glass” look
at the future and makes predictions about future use
of information systems in the legal profession.

The contents of this article will provide a solid
foundation in information systems on which readers
can gain insights into the interplay between a suc-
cessful law firm and information systems. The essence
of this article is that information systems underscore
all operations of a law firm. This is the case because
information is the single most powerful resource in
every business function of a successful law firm. In ad-
dition, this article will provide the correct balance be-
tween technical information and real-world applica-
tions. The text will provide the reader with enough
technical background to see the benefits of informa-
tion systems immediately. The text will not be so tech-
nically based as to cloud the important issues in a suc-
cessful law firm today. Real-world discussion will be
presented throughout the article to provide the law
firm context in which the information system will op-
erate. In short, the article separates the wheat from
the chaff.

After reading this article the reader will under-
stand how successful law firms get information to work
for them. Moreover, enough information will be pro-
vided to demonstrate how one can work productively
in a successful law firm. Furthermore, the applica-
tions will be presented in such a manner to demon-
strate how a law firm can use information systems to
support its work in the best possible way.

Business practices are always changing. The infor-
mation systems field changes daily. To remain current
the research for this article actively sought all new
and exciting information systems and their applica-
tions to be presented. The constant used throughout
the research was that it focused on emerging applica-
tions for the successful law firm.

A. Information Systems

Today, information systems are thought of as computer-
based information systems. With the hype surrounding
computers, it can blind people to the simple use of
their five senses to gain information on which to make
decisions and improve ones’ law firm. For example, a
client says that when he or she called the office the per-
son on the other end was rude. A computer informa-
tion system is not needed to tell the law firm that this
situation has to be dealt with quickly and effectively.
This article will deal exclusively with computer- and
technical-based information systems. So as a dis-
claimer it is not an oversight by the authors but one
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of the best information systems on the market is in
your own back yard so to speak—your five senses.
First, the article will examine the role of information
systems in a successful law firm. Second, the article
will review the unique aspects of the law firm as a busi-
ness. This will include an introduction to the main fo-
cus of the chapter: business operation, pretrial, and
trial. Third, the article will deal with each of three ar-
eas in depth with regards to information systems. The
article will finish with a look at the future and infor-
mation systems in the legal profession.

B. The Law Firm

The law firm has many unique aspects that must be
addressed to give the reader a foundation to what
drives a law firm beyond the traditional modes of
operation for a business. This foundation provides the
reader with greater insights as to why certain infor-
mation systems are required while others may not get
the same emphasis which would not be the case in a
traditional business operation. For example, a tickler
file in a marketing system alerts a salesperson as to
whom one should call or make contact. A tickler sys-
tem in a successful law firm alerts an attorney as to
the statute of limitations regarding the filing of a case.
If the salesperson misses the call, it can be done the
next day. However, if the statute of limitations is passed
the lawsuit is moot and the law firm could be subject
to a malpractice suit and could potentially cost the
client their day in court.

1. The Law Firm as a Business

A'law firm is a business. A successful law firm is a busi-
ness that is profitable. A law firm is a service business,
essentially it solves problems. Clients come to a law
firm to have their problems solved. Theoretically, if a
person goes to work and pays their bills on time and
does not get run into the back-off, they will never
need the assistance of a law firm in their lifetime.
Therefore, an information system must be geared to
serve the clients. Like any business, satisfied clients re-
fer other clients. It is imperative that any information
system that supports the operation of a successful law
firm must have this goal in mind. Other intangible
goals would only detract from this aim.

2. Being an Attorney

Attorneys are required to take legal ethics courses in
law school. Once graduated and after passing the Bar,
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most states require that attorneys as part of their con-
tinuing education take further courses in legal ethics.
These ethical rules are codified in most states. Attor-
neys can, in extreme cases, be disbarred for violation
of these rules. To reduce the likelihood of being dis-
barred, it is necessary for an attorney to have an in-
formation system that would reduce all likelihood of
ethical violations arising.

3. Pretrial

Most disputes and problems that attorneys deal with
are resolved without a trial. If initial contacts between
attorneys do not settle the dispute, then both sides be-
gin pretrial activities. Basically, pretrial activities such
as serving the other side with interrogatories and con-
ducting depositions are all done for the sole purpose
of negating the need for a trial. During these activi-
ties both sides gain information that allows them to
assess the strengths and weaknesses of their case. Fol-
lowing full discovery, both sides can meet and resolve
an outcome or they can use an arbitrator. Today, many
disputes are encouraged to use mediation as an av-
enue to resolve the dispute. Any of these options will
hopefully resolve the situation.

4. Trial

If the dispute is not resolved at this stage, then a trial
is needed to settle the dispute. A trial, at best, can be
described as rolling the dice. This is where an infor-
mation system can be used to “stack” the deck in fa-
vor of the client. Many new methods are being used
in trial to “put one’s best case forward” so that the
jury will find for your client. Here, an information sys-
tem can give a successful law firm a competitive edge.
Remember being a “winner” as a law firm makes a law
firm successful.

Il. BUSINESS OPERATIONS
A. Standard Business Practices

A successful law firm in today’s business environment
has to contend with an unceasing flow of informa-
tion. However, for many years attorneys have had a
bad reputation as business people. Today, attorneys
can no longer be undisciplined about their business
practices (as “fat profit margins” of the past no longer
exist). This has come about due to increased eco-
nomic pressures, court-mandated time limitations un-
der “fast track” case processing rules, and malpractice
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concerns. In a survey of claims handled by one legal
malpractice insurer, the four most common causes of
claims were:

e Failure to calendar a matter properly

e Failure to be clear about the attorney’s intention
to take or withdraw from a case

e Failure to adequately monitor client’s payments,
resulting in a suit for fees that prompts a client’s
cross-complaint for malpractice

¢ Inadequate knowledge of the law or investigation
of the facts

Moreover, an attorney as a business has become more
competitive. This has forced the successful law firm to
consider their business practices. Cole further stated
that a good case management system must perform
the following:

® Organize client information for effective filing,
retrieval, and use.

¢ Facilitate workflow by providing sufficient notice
to accomplish specific tasks in a timely manner.

® Generate information for billing, budgeting, and
other financial purposes.

® Provide data for decision making about growth
and marketing.

Even in a small law office, information must be col-
lected, classified, sorted, recorded, filed, retrieved,
and communicated. Much of the information col-
lected relates to a law firm’s routine business func-
tions. To underscore these operations a legal firm
needs good network design and implementation, doc-
ument management, custom application integration,
Internet/intranet development, education, and tech-
nical support. These elements of an information sys-
tem are beyond the scope of this chapter; however,
they will be considered to be in place and fully oper-
ational. The following areas discussed represent fea-
tures of systems integration and office automation so-
lutions to the legal community.

B. Word Processing

Suffice to say that all the information in other chapters
on this subject can be incorporated here by reference.
In term of the successful law firm a word processor dra-
matically reduces the time one spends preparing rou-
tine documents. This is done through the edit function.
A word processor allows an attorney to review complex
documents. The word processor creates professional
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looking documents which help create a good relation-
ship with the client. All modern word processors allow
one to add graphs, charts, and tables with ease, and
they can be used to quickly find and mark legal cita-
tions and generate tables of authorities. Developments
in word processors related specifically to the legal pro-
fession let attorneys organize and streamline their prac-
tice by client matter. The big breakthrough has come
with the use of voice recognition software. This software
allows an attorney or an office staff member to speak to
one’s computer. The software using speech recognition
translates one’s voice into text. The main development
in this area of information systems has been the soft-
ware’s ability to deal with dialects and accents and indi-
vidual pronunciations.

The Internet has had a big influence on the fea-
tures now available with word processors. Software
has been developed which allows an attorney or office
staff member to organize documents and publish
them on the Web. This software creates hypertext
markup language (HTML) code automatically and
does not require the user to learn a “programming”
language. It also can be used for the creation and up-
dates of a successful law firm’s Web site.

C. Presentation Software

Again, by incorporation by reference, information on
this topic in other chapters can be included here. Pre-
sentation software allows a law firm to create capti-
vating, high-quality slide shows and drawings that leave
a lasting impression with the viewer. More use of this
software will be discussed in Section IV.

D. Time Managers

Time management software allows attorneys to man-
age time and tasks effectively. With overcrowded
courts and long delays expected in courtrooms this
software becomes a vital tool to organize what time at-
torneys have to maximize client contact, work done
on cases, etc. The attorney can organize, store, and
access communication and scheduling information
with ease. The software is now advanced to the point
where an attorney can customize personal journals.
Also, it allows the attorney to create user-defined
timetables, real-time calendars, “to-do” reminders,
and alarm alerts. This can all be done with e-mail no-
tification. From the law firms’ perspective, these time
managers can be used to support the billing function
by keeping track and to bill activities. Again, the at-
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torney must focus on the service side of the business
and customer satisfaction. The use of this type of soft-
ware is a vital player in both these goals.

E. Office and Internet E-Mail

This type of information system has been a great step
forward for the successful law firm. Within an office
each attorney and staff member is exposed to real-
time internal messaging. E-mail can be used to con-
tact clients and other attorneys. This method of com-
munication has replaced, to some degree, the use of
the telephone. It theoretically reduces “social talk,”
while at the same time gets to the “heart of the mat-
ter” effectively. Recent problems with internal e-mail,
however, tend to discount the elimination of “social
talk with verbal chat” being replaced with electronic
chat. This communication method also creates a pa-
per trail and allows one to check on e-mail sent and
received. The use of an address book to send e-mail
to multiple parties at the same time is a very time-
saving device. The communication afforded by such a
feature would be hard to quantify.

F. Databases and Spreadsheets

The benefits detailed in other articles in this Ency-
clopedia regarding the use of databases and spread-
sheets can be applied to the successful law firm.

G. Case Management

Case management software allows the successful law
firm to be more efficient and better organized. This
type of software provides a convenient method of
tracking all client and case information. The infor-
mation input could, in-turn, be used to automatically
prepare documents and, on an as-needed basis, man-
agement and status reports. Its features included an
automatic document tracking and locating system and
an automatic check for conflicts of interest and statute
of limitations deadlines.

A case management system can organize all infor-
mation on each client file, generating appointments
and tasks. Delegation of these tasks could also be ac-
complished. This information could be automatically
crossreferenced to calendar activities and autosched-
uling. With the proper equipment connected to the
information system, it would be possible to contact a
client with one click of a mouse. From this activity
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phone histories could be logged and time entries
could be integrated with the billing system. The sys-
tem could, in turn, assemble all the documents
needed for a client conference or interview. If the at-
torney needed to attend court on a case, then the ap-
propriate documents could be assembled for that ac-
tivity. From a strictly management perspective, this
information system could print warnings on files that
were inactive or whose time exceeds targets.

Case management would be a great tool to improve
client contact and satisfaction. In today’s competitive
business world a client does not like being put on
hold. This comes about when the attorney has to dig
through a file or files to answer the client’s question.
Case management software will provide the informa-
tion attorneys need at their fingertips. It will provide
all of the information on a certain client—notes, doc-
uments, time spent, and more. With this information
at hand, a successful law firm can impress its clients
with quick and accurate answers.

H. Billing System

In 1997 the following was stated in the California Lawyer:
“For years, time and billing chores were dreaded in
most law firms. Lawyers were forced to fill out forms
long after they performed work. Then the forms were
entered onto the mainframe before being mailed to
the client. The system often led to lost billable hours
and mistakes in final bills. Computer software revolu-
tionized the process, allowing lawyers to enter their
billing as they performed tasks and cut out the mid-
dleman who had to enter the data into the system. In
addition, some applications automatically prepared the
formatted bills ready to be mailed to the client.”

The most important function from a business per-
spective is keeping track of billable and non-billable
time, recording client transactions, preparing state-
ments, managing accounts receivable, and the like. If
a law firm is still in the position of relying on manual
systems or information systems that are outdated, it is
almost impossible to be competitive.

In choosing a billing system one must be careful to
avoid a system that is so complicated that it discour-
ages its own use. By analogy, the early word process-
ing programs were shunned by secretaries as “too
complicated.” Simplicity encourages use, with an in-
tuitive program being the “ideal.” If the program does
not make sense to the user, it probably does not make
sense to attempt to use the program.

A lTawyer hates nothing more than having to fill out
billing sheets. Busy attorneys who spend most days in
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court and meeting clients often forget to generate
time entries. The features in a billing system will
prompt the busy attorney to make a time entry after
every billable action, with the result being no loss of
any billable hours. This type system reduces the time
and saves significant costs associated with preparing
and reviewing time sheets. Most lawyers do not im-
mediately recognize the problem with failing to fill
out completely or timely billable time. When these
tasks are not completed, cash flow becomes a prob-
lem and ultimately profits suffer.

A billing system can hold in one place all the in-
formation concerning a client, the latest activity on a
client, and what has to be done next for that client. It
would be a simple matter of calling up a client’s file
and entering the work done and billable hours. From
this entry alone the information system could gener-
ate the status of a client’s bill before the amount was
in excess of another attorney’s retainer! The infor-
mation systems would allow the successful law firm to
print billing statements. It could also be used to pro-
duce an attorney profitability report for each attorney
in the law firm. The report could be broken down by
billed fees, overhead, and profit. Also, another ver-
sion of the same theme would be an attorney pro-
ductivity report, i.e., amount of hours billed per
month and hours worked monthly, yearly, etc. It could
also be used to breakdown the law firm’s area of prac-
tice and give the law firm insight into what areas of
the law are more profitable than others. Moreover,
from a general partner’s perspective, the information
system could generate a work-in-progress report to
provide a “bird’s eye view” of what the law firm is do-
ing at any point in time.

l. CGalendar

A calendaring information system allows the office
staff and attorney to view their schedules and ap-
pointments by day, week, and year. Important features
for the less organized attorney are the to-do lists, dead-
lines, phone calls to be made, and notes. One of the
most common client complaints lodged against attor-
neys is that they lose touch with their clients even
though their case is ongoing. Promised follow-up calls
and activities are not accomplished. Promised letters
are late, and important details are forgotten. The cal-
endaring system can help solve this problem with a
wide variety of tools. Callback reminders alert the at-
torney to make a promised call. Overdue items are
clearly marked in the attorney’s calendar. Notes made
on a client can instantly be incorporated into the
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attorney’s reminder. These activities will certainly go
along way to satisfying clients’ expectations. In a large
law firm such a system can be used to coordinate mul-
tiple people or groups required to attend an activity.
This information could be used to make sure vaca-
tions and statutory holidays were protected. Attorneys
like to free up holidays, and there is nothing worse
from a customer-service perspective than to have to
reschedule appointments. The motto here is to sched-
ule once. Also, from a law firm perspective it can mark
employees’ and clients’ birthdays. These events can
be used to affect morale in the law firm and to be a
good customer relation’s activity with the client.

J. CGonclusion

Areas such as accounting and human resource manage-
ment, which are important areas to law firms as these top-
ics, will be covered in depth in other chapters in this
book. As stated previously, one of the top goals of a suc-
cessful law firm is its concern about the client’s needs.
Also, the level of service provided must be a high priority
as well. It is tantamount for a successful law firm to con-
tinually reassess and insure the health and efficiency of its
practice. Given the areas discussed previouly and their
uses in a successful law firm, an investment in informa-
tion systems will make a world of difference in respond-
ing to client’s needs and in the level of service provided
the client. Moreover, an efficient and pinpointed infor-
mation system will provide numerous benefits that will al-
low a successful law firm to bill more and reduce costs.
The math speaks for itself, the result is increased prof-
itability. The proper purchase and use of an information
system will often pay for itself within weeks of acquisition.

The direct result of using an information system ef-
ficiently and effectively is that the attorneys at the
firm will spend more time practicing law. In turn, they
will spend less time administering the running of the
law firm. Another and clear benefit of using an infor-
mation system is that the productivity of the staff will
be improved dramatically.

Employing the use of an information system will re-
duce the risk and cost associated with errors and omis-
sions. As stated previously, an information system used
properly will ensure that deadlines are met, clients
are called, phone messages are returned, and a record
is kept of all activities on a file. Some insurance com-
panies reduce their malpractice insurance if a law
firm can demonstrate an efficient and effective infor-
mation system.

“Utilizing the business systems” will allow attorneys
to stay on top of their practice and hopefully as a by-
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product give them peace of mind. Utilizing the sys-
tem is more than ordering staff to use it. With any
new procedure requiring training and lead time, “uti-
lization” is not instant, so one must factor in the cost
of disruption with present systems, the cost of the pro-
gram, and the cost of training.

The bottom line to any business is the fact that it
must stay profitable to remain in business. In the law
firm environment there is always pressure to increase
billable hours. The information provided above
demonstrates that this goal can be achieved.

With greater profits the successful law will expand.
The demands on one’s time will increase. However,
with the correct information systems in place, the in-
frastructure is already available to accommodate this
growth. As such, even with growth the information
system will become a critical ally in battling the in-
creased demands. The information system will allow
the firm to continue to work efficiently and effec-
tively. In short, utilizing an information system is a
wise investment.

Training is an often-overlooked part of the making
an information system effective. Money spent on train-
ing is often considered “soft money” which could eas-
ily be put to use elsewhere. This is not so. The staff
who make up a successful law firm are the number
one competitive advantage. They deserved to be
trained because they make the successful law firm
work. A firm can “sink or swim” by its staff. The staff
are the ones who use the business function more than
the attorneys. They keep track of attorneys and clients.
This allows the attorneys to keep track of the law.
Therefore, the better the information system pro-
vided for them, the better the whole practice will be.
To empower staff, make sure they get the proper train-
ing on the information systems used by the law firm.
Sometimes training is not best conducted “in house”;
use outside firms specializing in afternoon seminars.
Knowing how to use a program does not guarantee a
competent trainer. Remember a satisfied staff pro-
duces a higher quality of work. This fact alone bene-
fits a successful law firm and ultimately affects the bot-
tom line. With an efficiently running and effective
information system, the partners of a successful law
firm can sleep at night.

lll. PRETRIAL

At this juncture it must be stated that very few dis-
putes go to trial. The law itself favors settlements. Par-
ties have every right to go to trial if their dispute can-
not be settled. Judges cannot require parties to settle
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a dispute. However, the system is “set up” to encour-
age settlements. A settlement is an agreement be-
tween the parties involved in the dispute to terminate
the lawsuit.

A law firm can gain the competitive edge in pre-
trial to influence a settlement without involving the
cost of a trial. Jack Slobodin urges attorneys to con-
sider the following:

1. Reasons to settle

¢ Save time and expense of pursuing or
defending litigation

¢ Avoid risks of unexpected high or low verdicts
or judgments

¢ Finality (no posttrial motions or appeals)

¢ Confidentiality (can be a term of the
settlement agreement)

¢ Spare client emotional stress and interruption
of business and personal life

¢ Certainty (assure an outcome via settlement)

2. Factors influencing amount of settlement

® Respective evaluations of liability

® Respective evaluations of damages

e Extent to which each side is prepared for and
willing to go to trial

® Degree of overlap or difference in estimates of
verdict range

¢ Credibility and attractiveness of parties and
their positions

e Skill, experience, reputation, and personality of
counsel

e Status of litigation (suit filed, trial
approaching)

¢ Ability of each side to see benefit in proposed
settlement

Suffice to say, the whole goal of pretrial is to gain in-
formation about the dispute; evaluate the pros and
cons of the dispute; and, if not resolved, then decide
whether to go to trial. The following section reviews
how information systems can be utilized in this
process.

A. Legal Research

With each new dispute the attorney has to assess the
facts of the case. The attorney finds the law that best
supports his or her client’s position. At that point the
attorney must consider areas of the law that contra-
dict or at least challenge that position. Moreover, an
attorney must do research to determine if the current
law is still “good law.”
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The traditional way of attacking these problems
was going to the library and doing research through
books. Some attorneys still take this approach. In
essence, they are still using an information system,
just one that is not computerized. There are benefits
to this approach. A person doing research in the li-
brary can have a question that needs to be answered.
A similar question using a computer search requires
that the search engine be geared to accommodate
that query. Certain attorneys state that they do better
by themselves in the library than by using the benefits
of a search engine to find answers to their research
questions.

The Internet has spurred the development of many
companies offering research to law firms. They pro-
vide instant access to court forms, decision, statutes,
legislation, cases with histories, and codes annotated
with full-text citations. These systems can be loaded
on the desktop machine and accessed at any time.
The excitement of this research is that it accommo-
dates the attorney on the road. An attorney can be in
a motel or at home or anywhere, and as long as they
can log on to the Web they can do research.

Most of these companies promote the ease of use,
faster access, multidatabase searches, etc. as part of
their sales pitch. Moreover, the cost of this method of
research can be as low as $30 a month.

Accordingly, a law firm’s efforts to determine the
strength of its case can be utilized at such a low cost
and reap tremendous information. The attorney can
keep current virtually on a daily basis so as not to get
outmaneuvered by the other side. They keep current
with the law and have any forms they need with the
click of a mouse. This development in information
systems and the use of the Web has now become part
of the fundamental arsenal that a successful law firm
must have.

1. Interrogatories

Interrogatories are sent from one law firm to the op-
position’s law firm. These interrogatories contain
questions geared to gain information about the dis-
pute. The law firm gets a certain time to respond. If
they do not respond within a certain time frame then
the other law firm can go to court and compel the
other side to respond. Both sides generally send in-
terrogatories to each other. Once they are completed
and returned, both sides evaluate their case.
Boilerplate interrogatories are reviewed and appro-
priate questions are selected. A word processor is used
predominately in this area to accommodate this func-
tion. The word processors’ function as an information
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system in this area has come under much attack. Some
detractors claim that attorneys get lazy and, utilizing
the benefits of word processing, send out interrogato-
ries more for the sake of it rather than trying to tailor
questions to extract the facts they really need clarified.
Also, large law firms have been known to “drown”
smaller law firms with interrogatories to stretch to the
limits the resources of the smaller operation (these are
often known as “punishment interrogatories”). Both
tactics are used to gain a competitive edge and to see
who can stay in the fight longest. The ethical rules in
this area are scarce to none.

2. Depositions

A deposition involves a meeting between the sides ac-
companied by their respective attorneys. The oppos-
ing attorney can ask the parties questions. A stenog-
rapher records all the questions and answers that take
place during the deposition. Depositions can be on
videotape and sometimes can be used at trial for im-
peachment purposes.

3. Videoconferencing

Videoconferencing is a simple method to cut down
the costs of traveling to various sites, including inter-
national travel, to take depositions. Moreover, it can
be used for client meetings. The technology is in place
for such events. With the advent of affordable inte-
grated services digital network (ISDN) lines, video-
conferencing now delivers television-quality picture
and audio. From an information systems standpoint,
attorneys argue that they gain a lot of information by
“reading” the person being deposed through their
body language, reaction to the questions, and level of
movement during the proceedings. The question then
becomes can the same be achieved by using video-
conferencing. If experienced attorneys embrace this
use of technology as a costsaving device, then it will
filter to all firms given that the cost for the set up is
reducing every day.

4. Using the Web to Search
Public Information

The Internet as an information resource has become
an invaluable tool. Most public agencies either have
or are in the process of putting public information on
the Web. It is easy for an attorney or members of their
staff to log on to the Internet and seek information.
Below is a list of some areas that can be found.
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Public records

Media searches

Criminal history
Litigation history

Public record research and retrieval
Property search
Ownership form
Background information
Liens and judgments
Business associations
Financial condition

The information found can be used to strengthen a
client’s position with regards to settlement. Remem-
ber information is power and the Internet is currently
an unfathomable medium for this type of information
gathering. Knowledge-based systems are used to inte-
grate on-line public record. These systems search and
produce intelligent document assembly. More discus-
sion of knowledge-based systems can be found in other
chapters. Suffice to say, this is a growing area in the
successful law firm. Once again, the competitive edge
can be gained by due diligent search on the Web.

5. Electronic Evidence and Discovery

More and more businesses are digitizing their busi-
ness activities. Most commercial information is now
digitally coded in some manner. Thus, electronic data
has become a crucial source of discoverable evidence.
Parties to litigation are now targeting computer sys-
tems. Accordingly, electronic discovery has become a
crucial element of the litigation jungle.

Once coded, information can then be sorted and
transmitted with the click of a mouse. In response, at-
torneys must be prepared to accept evidence in this
manner. Also, they must be prepared to council their
clients on how that information should be stored and
managed in the first place with the knowledge that
the information maybe subpoenaed at some point in
the future.

An article in Computer Security stated that it was in-
herent in computer information systems by their very
nature to open Pandora’s box with litigation liability.
For example, the information that could be found in
e-mail backup systems that store a company’s e-mail;
how does a company upon request produce the dis-
covery requested form the vast libraries of informa-
tion which is now no longer available; and what could
be done to limit the need to accumulate uncontrol-
lable amounts of data?

With these statements in mind, it is important for suc-
cessful law firms to retain expertise in technology, law,
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and litigation strategy when they are in the discovery
stage of a dispute. This will ensure that the successful law
firm maintains control of the discovery process from a
defensive stance and attains its discovery goals from a
proactive stance. From a malpractice perspective, by re-
taining the correct skills the firm can avoid expensive
mistakes and reduce the cost of electronic discovery.
Electronic Evidence Discovery, Inc. presented the
following as to what is involved in electronic discovery.

¢ Identifying, locating, retrieving, and reviewing
potentially relevant data in both client and
opposing party systems

¢ Identifying the most cost-effective means for
responding to electronic discovery requirements
with minimum disruption to business operations

® Developing and implementing strategic electronic
discovery plans and assisting with the development
of production requests and deposition outlines

¢ Formulating accurate and proper responses and
objections to requests for production and
interrogatories

¢ Extracting relevant information from electronic
mail, various desktop applications, and other
electronic sources in a proper, timely, and cost-
effective manner

® Reading and recovering data from obsolete tapes
and disks for which hardware and software is no
longer available

¢ Conducting high-speed searches of electronic data
sets, including e-mail, and extracting relevant
information for litigation at speeds ranging up to
many gigabytes per hour

® Reducing huge data sets to a manageable size for
analysis

® Recovering data that has been deleted, tampered
with, damaged, or hidden

® Accessing password-protected and encrypted data

® Verifying dates and other file attributes and
tracing user activity

® Providing data in printed or electronic formats
that meet counsel’s needs

Entrepreneur magazine in April 1996 wrote, “Unless
your business has established systems for managing
electronic data, one lawsuit could mean disaster.” In
summation, electronic evidence and discovery is a
double-edged sword. In the dispute one party is try-
ing to get information applicable to the dispute and
the other side has to produce the evidence. The main
areas for investigation are the companies’ records
management systems, e-mail, backup systems, and his-
toric data archives. Therefore, it is necessary for cor-
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porate counsel or a companies’ outside counsel to
produce electronic data in the most cost-effective
manner possible and use the pursuit of electronic dis-
covery as a strategic litigation tool.

IV. TRIAL

Failing all attempts to resolve the dispute, the suc-
cessful law firm now has to prepare for and conduct
a trial. The arena moves from the conferences rooms
of the opposing law offices to a courtroom. The court-
room has its own aura. Whether it is a jury trial or a
bench trial a result will be reached as to the dispute.
Fifty percent of the parties involved will be happy.
The preparation and presentation of information at
this stage becomes crucial. Accordingly, information
systems play an important part. The first step is get-
ting all the information coordinated for the trial.

A. Litigation Management
Using the Internet

The Internet in a very short time has become the next
industrial revolution. It has or will very shortly be-
come intricate in the lives of every person on the
planet. However, attorneys have been slow to use its
potential for supporting litigation. In a complex case
the amount of information to be managed and coor-
dinated can run into millions of pages of transcripts.
Law firms have used traditional software packages
such as word processing, spreadsheets, and databases
to achieve a level of management and coordination.
However, Craig Freeman found that these traditional
approaches have inherent weaknesses:

¢ Inconsistent, difficult software application
interfaces

¢ Performance problems and difficult remote access

e Difficulties in sharing information among
distributed counsel

¢ A large number of applications to control all case
information

An Internet- or extranet-based solution can resolve
the weaknesses in this traditional approach. An Inter-
net browser coupled with a designed, easy-to-use in-
terface can provide a comfortable “look and feel” in-
teraction with the Internet. The processing can be
accomplished by using server-side processing of in-
formation. This type of approach allows the success-
ful law firm to retrieve information over the Internet
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utilizing their current browser. The big bonus of this
approach is that this can be achieved without requir-
ing any additional software on the office computer.
Moreover, utilizing the Internet through a browser
means that an attorney can work on the case from any
location that has access to the Internet.

The Internet by its very nature allows attorneys to
share information from anywhere. The Internet al-
lows legal teams the ability to instantly search and re-
trieve case-related documents from anywhere at any
time using a simple Web browser. E-mail is the tradi-
tional method in this area. E-mail allows attorneys to
notify each other of changes to the case, new infor-
mation, or a recent court decision that will directly
impact the dispute. In essence, this creates a seamless
method of sharing information. The capabilities of
one’s e-mail system and its ability to interact with data-
base systems allow all attorneys associated with the dis-
pute to be automatically notified of updates when
new or changed information becomes available.

Beyond e-mail, all information involved in the case
can be stored and accessed through the Internet- or
extranet-based solution. This means that information
can be updated from anywhere an attorney can get
access to the Internet. This allows for immediacy and
current real-time information being at the fingertips
of those who need access to it. Decision-making and
coordination of the information needed to win the
dispute can be now directed to this goal. In the past
this was a rather cumbersome endeavor.

As information overload has become a tactical
weapon in many large litigation disputes, it makes a
strong case for storing case-critical data on the Inter-
net, allowing access by the attorneys involved in a case
that involves multiple law firms. This method allows
equal and multiple access to the information in real
time. As to the future, it is the only way to go.

In summary, the Internet is an important part of a
successful law firm’s arsenal in litigation. A successful law
firm can harness the convenience and power that the
Internet provides. According to Craig Freeman, the fun-
damental areas in using the Internet in this manner are:

® A browser-based system utilizing Microsoft’s
Internet Explorer or Netscape’s Navigator

* No additional software requirements on client
(i.e., attorneys) workstations

® A programmed interface to case information that
is familiar yet powerful, such as software that
mimics Yahoo

* A standards-based system allowing the use of
e-mail and other information sharing capabilities

® A secure system with significant controls

Law Firms

1. The Courtroom and the Jury

The courtroom is a daunting place. The jury is now
empanelled and the evidence is coordinated to pre-
sent a good case. It is fundamental to recognize at the
outset in this setting that the jury will remember only
30% of what they hear. They will comprehend 80 % of what
they see and hear and the average reading level of juries has
been claimed to be fourth grade in some areas. Parallel to
this fact is the development of information technol-
ogy. Most courtrooms have been around a long time
and therefore are not wired to accommodate the new
technology that is currently available.

The first electronic courtroom was designed and
equipped in Tucson, AZ in 1984 and cost $250,000.
More technology courtrooms have been installed in
Virginia and the latest is in Kansa City, MO. The cost
to the courtroom in Kansas City was $62,000. The
hardest part of the installation was raising the floor to
accommodate the wiring needed to support the in-
formation technology. The digital courtroom creates
a highly visual environment for trial presentation.
Moreover, it reduces the amount of paperwork car-
ried into the courtroom, reduces the time required to
present information, and allows for fast retrieval.

In this courtroom display monitors are located on
the bench, the podium, and both counsel tables. Ten-
inch monitors are provided for the court reporter
and the witness. A 37- in. monitor is used for the jury.

The technology courtroom has the following in-
formation systems:

® Audio visual systems

Power podiums used to house the overhead
projector, video camera, and VCR

High speed ISDN lines

Video phone

Ability to teleconference

With the above equipment in place, the courtroom is
now graphically and visually stimulating. This equip-
ment allows the successful law firm the ability to
demonstrate evidence in a more persuasive manner
and to effectively present its case to the jury.

The ability to teleconference allows attorneys to
present testimony of people who are not available to
be in the courtroom. This saves the travel expense
and the waiting time for expert witnesses and also
saves time and money for all concerned. Teleconfer-
encing allows the jury to instantly see and discuss pro-
gressively transmitted images without waiting for the
full image to be received. It can also import images of
documents, graphics, spreadsheets, or entire files to
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share and mark up with others involved in the tele-
conference.

The VCR allows the jury to view depositions taken
of witnesses. This is very useful for the attorney when
the defendant says one thing at trial and another in
the deposition. The tape can be set up to play from
preset places on command. What a dramatic way to
impeach a witness!!

Given the presentation of the information, the ju-
ries’ attention to the information and retention for
later use is greatly increased. RSI, Inc. found that this
comes about due to the following:

* Immediacy—the information is quickly and
dramatically presented to the jury.

* I'mphasis—attorneys have the ability to underscore
the message they want to present at a peak moment.

® Organization—With organization comes speed of
access. With the click of a button the information
is there for the jury to see.

® Lase of modification—The information can be
modified as needed to illustrate one’s point or
change as the testimony is presented. The jury will
be spellbound.

® Permanency—The ability to use the information
presented at trial at a latter date.

2. Digital Advocacy

It is fundamental that attorneys be aware of the local
rules so that they do not turn up to trial and find that
the courtroom cannot accommodate what they want
to present. The question is can the courtroom ac-
commodate what they want to achieve?

As the successful law firm prepares for trial, it must
think ahead with the technology courtroom in mind.
It needs to be emphasized that it is important that the
attorney does not ONLY think of technology in the
courtroom, but the attorney must think about tech-
nology in his or her daily practice. The potential for
technology and electronic presentation can be used
in arbitration, mediation, settlement, and negotia-
tion. The attorney must utilize a mixture of tradi-
tional demonstrative evidence with exhibits and new
technologies for maximum impact and persuasion
power. Well before trial the attorney must determine
technology needs based on presentation type, size
and layout of the courtroom, size of the jury, and re-
quirements of the judge and court system.

If the courtroom supports multimedia presenta-
tions, the successful law firm can then store informa-
tion on CD-ROM. Attorneys can also use digital cam-
eras to take photos. These images can be edited and
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stored on CDs or laser disks for presentation with the
click of a mouse. The laptop computer becomes the
command center and fundamental to organizing in-
formation to be presented in this manner. It makes
the multimedia connectivity more versatile.

Once an image is stored digitally, it can be in-
creased in size to help visually impact one’s point. An-
imation can be added to the presentation to illustrate
a significant point or can be used to draw the juries’
attention back to the task at hand. It provides a change
of tempo to engage the juries’ attention.

Do not present the technology; let the technology
present the attorney When used at its best, technol-
ogy is almost invisible. The attorney is the master of
the power of persuasion. Technology holds the power
to captivate and to enable the attorney to make quick,
concise points for maximum retention.

3. The “John Madden”

In the first version of PowerPoint the user could use
the mouse to work interactively on the screen with the
presentation. The name John Madden comes from the
football broadcaster for Fox Television who first used
this idea to communicate to the audience how plays
are run by the offense and defense during televised
football games. It proved to be very popular. Electronic
annotation such as a light pen can be used upon im-
ages on the screen to highlight points. This is interac-
tive and is a very powerful way to reinforce a piece of
information the attorney wants the jury to focus on.
Also it can be used by a witness to demonstrate, on the
image, where they were or what they did next. Both
these activities give the jury the “feel” of being there.

4. Evidentiary Foundation

Multimedia presentations by their very nature and
peoples’ natural distrust of what they do not under-
stand make it paramount that the attorney demon-
strate effectively evidentiary foundation. In essence,
what is presented can be trusted to represent what it
is supposed to. To guarantee this, the presentation
must have a reliable basis and must use scientifically
approved and accepted expertise. Regarding photos,
animation, and documents presented in a multimedia
format, the attorney still has to have witnesses avail-
able to testify to their reliability and to lay the neces-
sary foundation as to their authenticity.

When the jury retires to the jury room, the infor-
mation presented through the multimedia format
must now be reduced to a paper format for the jury to
be able to request information they wish to review.
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This fact must always be kept in mind, and an attorney
must be prepared to have these documents available.

If the case goes to appeal, then the evidence still
has to be available for review and a record of all im-
ages must be kept of what the jury saw during the
trial. These are all considerations an attorney has to
recognize in order to maintain the integrity of the
new multimedia courtroom.

In summation, a multimedia courtroom empowers
an attorney to enhance evidence and empowers their
ability to communicate. With that power comes the
responsibility to control it. It is one thing to present
a case, it is another thing to overwhelm the jury.

B. The Future

Information systems will become more and more a
part of the attorneys “briefcase,” particularly in the
following areas:

1. Internet

As the Internet develops and software for the Internet
is produced for attorneys directly, its use from any-
where will be the main attraction.

2. Expert Systems and
Decisions Support Systems

By its nature the legal profession should lend itself to
expert and decision support systems given that it is
rule based. In the past this observation has been
overoptimistic. Leo van der Wees found that previous
attempts have brought attorneys together for week-
ends to produce the rules for such a system. In the fu-
ture, with developments in software in this area and
as the more areas of the laws become codified, this
area should expand. Future software will allow an at-
torney to type in the facts of the case; in turn, the soft-
ware will render the judges decision. Currently, bank-
ruptcy in Chapter 7 cases uses software to produce
the documents to file with the court. As long as the
information is true and correct, the trustee will send
the debtor a discharge notice after the formalities of
a creditor meeting and judges are observed.

3. Digital Jury Rooms

Given the digital courtroom, the next step is the dig-
ital jury room to allow the jury to review the infor-

Law Firms

mation presented in trial in the same format as pre-
sented in the courtroom.

V. CONCLUSIONS

Regardless of all the new information systems, the le-
gal profession is still about people—the litigants, the
attorneys, the judge, and the jury. In spite of all the
work that can be done in all the states of litigation,
there is a saying in the United Kingdom, “There is
nowt queer like folk.” Literally translated, it means
that when we try to understand people we are often
wrong. With such sage advice in mind, information
systems can still give the successful law firm the com-
petitive advantage. New information systems compli-
ment good legal skills, but were never meant to re-
place these skills. Look at the latest hi-tech army rifle
equipped with a state-of-the-art laser sight designed
for “fire and forget shooting.” At the end of the weapon
is a bayonet lug to attach a bayonet. In the end tech-
nology helps the person; if technology helps the per-
son and if technology fails, it goes back to the begin-
ning, i.e., “hand to hand” combat and the bayonet.
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[. INFORMATION SYSTEMS AND LIBRARIES
[I. LIBRARY INFORMATION SYSTEM BASICS
1. INFRASTRUCTURE
IV. DATABASE STORAGE AND ACCESS
V. DATABASE SEARCH AND RETRIEVAL SYSTEMS
VI. ELECTRONIC CONTENT (E-CONTENT)

GLOSSARY

aggregators Information intermediaries that partner
with content providers to provide user search in-
terfaces/systems and/or other content linkages or
support.

bibliographic utilities Companies that, for a fee, fa-
cilitate capturing, creating, and accessing cata-
loging records for libraries.

Boolean searching Based on Boolean algebra devel-
oped by George Boole in the mid 1800s, a search
method using structured logical search queries us-
ing the operators OR, AND, and NOT.

digital object identifier (DOI) “A system for identifying
and exchanging intellectual property in the digital
environment. It provides a framework for managing
intellectual content, for linking customers with con-
tent suppliers, for facilitating electronic commerce,
and enabling automated copyright management for
all types of media.” See http://www.doi.org/

document type definition (DTD) Defines, identifies,
and specifies the processes of markup language
coded documents. There are various DTDs.

Dublin Core An international and broadly based
information-sector effort to develop a new, stan-
dard, but flexible metadata system to support in-
teroperability among various information systems
(NISO/ANSI Standard 739.85-2001).

e-content Content or information in an electronic or
digital format.

Encyclopedia of Information Systems, Volume 3
Copyright 2003, Elsevier Science (USA). All rights reserved.

VII. DISTRIBUTED ACCESS AND SEARCHING
VIIl. APPLICATIONS
IX. BUDGET CONTROL AND ASSESSMENT
X. LEGAL, ETHICAL, AND SOCIAL ISSUES
XI. RESEARCH, INITIATIVES, AND FUNDING
XIl. THE FUTURE

information content distribution chain All partici-
pants/steps in providing information including the
information creator/author, publisher, programmer,
distributor/vendor, database producer, search en-
gine/information retrieval system, library or infor-
mation service, portal, and communication provider.

integrated library systems (ILS) Library information
systems or database management systems that inte-
grate library process and service modules includ-
ing public access, reference, circulation, billing, in-
terlibrary lending, acquisitions, serials, and
cataloging.

machine readable cataloging (MARC) Metadata of li-
brary resources in a form understood by computers.

metadata Information about information.

National Information Standards Organization (NISO)
One of several standards organizations creating
standards for the library and information industry.

natural language processing (NLP) Based on artificial
intelligence (Al); computers are programmed to
understand natural language rather than artificial
query language.

portable document format (PDF) A file format used
by Adobe Systems and libraries to download and
transfer e-content journal articles, documents, etc.

relevancy ranking Ranking results of a database
search by using algorithms and word/phrase
weighting based on word location and occurrence.

syntax Database search protocols which dictate the
forms of search queries including punctuation,
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grammar, and the optimal way to structure a search
within a database.

739.50 Information Retrieval Protocol (NISO Z39.50/
ISO 23950) “Defines a standard way for two com-
puters to communicate and share information. De-
signed to support searching and information re-
trieval—full-text documents, bibliographic data,
images, and multimedia—this standard is based on
client-server architecture and is fully operational
over the Internet. Specifies access control, resource
control, extended services, and a ‘help’ facility and
addresses communication between the client and
server.” See http://www.niso.org/standards/stan-
dard_detail.cfm?std_id=465 [December 17, 2001].

ALL TYPES OF LIBRARIES, whether academic, med-
ical, public, school, or special, provide information
and services to assist users in accessing information.
Information systems (IS) are integral to organizing,
indexing, delivering, and managing library resources.
Libraries archive, preserve, acquire, subscribe, cata-
log, index, store, and facilitate access to information.
Libraries provide user services such as access, instruc-
tion, and reference assistance. Library IS applications
are used throughout these processes, from informa-
tion creation to information utilization.

Library Applications

I. INFORMATION SYSTEMS
AND LIBRARY MANAGEMENT

A. History and Information Delivery

In 1962, Schultheiss, Culbertson, and Heiliger au-
thored one of the first books on advanced library au-
tomation. Advanced Data Processing in the University Li-
brary describes electronic computers, punched cards,
card readers, punched paper, and magnetic tape used
for library processes. Much has changed since that
time including hardware, software, infrastructure, and
the information content distribution chain itself. In-
formation creation, distribution, and access methods
have been radically transformed by IS. Figure 1 illus-
trates current information infrastructure, access
points, and delivery. While IS provide information
more quickly, with increased access and less user ef-
fort, the process has become more complex, relying
heavily on networked IS.

B. Digital and Virtual Library Environments

The phrase digital library generally refers to collec-
tions of materials in a digitized or electronic form.
Today, new information is first created in a digital

Information Distributed Value added Generic
resources/ digital Search/  |nterfaces  subject gateway
suppliers access  discovery gateways  mechanisms
Print User
Electronic authentication
full text < Mirrors Library || 7.39.50 - L Help screens
Multimedia catalogues Search and merge
Internet Search scoring
ress)urces Commercial Pointers Supply options
Digital b ™ : B and g
libraries directories ik Request supply
inks -
Libraries Caches Seqrch to subiect Billing/payment  |User
engines | | 10 Subjec Feedback
Stores Internet specific eedbac
-y 1 . . ~ ~ . . .
Archives directories information| Discussion lists
Commercial Download
vendors facilities
Digital Viewi
Internet ; L - L lewing
public domain Archives library Web ™ Licensing
providers search arrangements
Government servers Copyright
management

[ Delivery =

Figure 1

Infrastructure and access points. [Gartner, Inc., Gartner figure used in Neil McLean, “The Global Schol-

arly Information Infrastructure: The Quest for Sustainable Solutions” (Washington, DC: Coalition for Networked In-
formation, January 19, 1998), Fig. 1. Available at http://www.cni.org/regconfs/1997/ukoln-content/repor~10.html

[February 10, 2001]. Reprinted by permission of Gartner.]
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format and then distributed in electronic, print, and
media forms. Various programs have been imple-
mented to retrospectively convert archival informa-
tion to digital form for improved preservation, dis-
tribution, and space and cost savings. Digital
information, or e-content, and the development of
Internet and Web technologies allow information to
be created, captured, archived, distributed, searched,
and retrieved anywhere with the Web as portal. This
has produced the virtual library or the library without
walls. Libraries continue to purchase physical formats
such as books, compact discs, DVDs, etc., and also ac-
quire and/or provide access to licensed electronic in-
formation sources. Users have more options. They
can access and use resources inside the library, check
out information in physical packaged formats, and,
increasingly, access and use library information from
remote locations outside the “brick and mortar” li-
brary. It is in this digital/virtual library environment
that IS are used to manage libraries and deliver
resources.

Il. LIBRARY INFORMATION SYSTEM BASICS
A. Bibliographic Structures and Systems

Information regarding library holdings and the actual
information accessed from a library take on different
but interrelated forms including:

e Bibliographic and retrievable field elements which
describe a particular item or source and allow
enhanced search capabilities

¢ Information formats including text, graphics,
sound, video, computer software, maps, etc.

¢ Databases such as integrated IS, web-based
information retrieval systems, and bibliographic
and full text systems which provide control and
access to these various elements, formats, and
library collections

The foundation of these structures and systems is of-
ten based on industry or library/information science
standards. Some of these elements and structures were
used in a paper card catalog/print index era but have
been adapted or improved in library IS. These stan-
dardized forms improve search capabilities among
different vendor products and system platforms, mak-
ing sharing and accessing information more efficient
and compatible.
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B. Bibliographic Records

Historically, the bibliographic record served as the ba-
sis for library information catalogs, identifying an in-
formation source by author, title, publication infor-
mation, date, assigned subject headings describing the
item, and possibly other fields such as a summary ab-
stract, an acquisition number, or other standard num-
ber. While the bibliographic record is still important,
new documentation standards and more sophisticated
and/or unstructured information retrieval systems
have enhanced searching and access capabilities.

1. MARC Record Basics

In order to use the bibliographic record in an elec-
tronic information system, the machine readable cat-
aloging (MARC) record was developed in the 1960s.
The MARC record is based on library cataloging con-
ventions. In the United States, Canada, and Britain,
these conventions are compiled in the American Anglo
Cataloging Rules (presently AACR2R revised) and
through the CONSER (Cooperative Online SERials)
Program. The current U.S. and Canadian MARC for-
mat is called MARC21 and is an implementation of
ANSI Standard 7Z39.2 (1994, revised 2001), the Infor-
mation Interchange Format. There are various MARC
standards throughout the world, but most have simi-
lar structures. MARC record files can be electronically
transferred in mass, generally using tape loads, file
transfer protocol (FTP), or a standard information re-
trieval protocol called NISO Z39.50. MARC contains
data fields for retrieving and accessing pertinent bibli-
ographic information about library materials including
descriptions, content, locations, specific local annota-
tions, formats, and numbering schemes. Computers
read, translate, manipulate, and access MARC. The
MARC record describes and identifies physical library
holdings and increasingly, what is digitally accessible to
library users.

Each MARC record has specific coded fields and
headers that identify the information contained in
particular fields. The MARC record structure has 10
basic field groups and contains 3 major sections in-
cluding the leader, directory, and variable fields. Figure 2
illustrates a sample coded MARC record for the book
Make the Team.

MARC coded or abbreviated fields facilitate effec-
tive use of computer disc storage space, provide con-
sistency in record format, facilitate the sharing of
MARC records among individual libraries, decrease
duplication of effort, facilitate record access for



58

Library Applications

01041cam 2200265 a 4500001002000000003000400020005001700024008004100041010002400082020002500

1060200044001310400018001750500024001930820018002171000032002352450087002672460036003542500012003

90260003700402300002900439500004200468520022000510650003300730650001200763/\###89048230#/AC/r91/DL

C~19911106082810.91891101s1990####maua###j######000#0#eng## \##$a###89048230#/AC/r91/##$a0316107514

:$c$12.95/M##$a0316107506 (pbk.) :$c$5.95 ($6.95Can. ) ##$aDLC$cDLCSIDLCA00$aGV9I43.255b.B741990700$a796.

334/2$220”10$aBrenner, Richard J.,$d1941-A10$a Make the team.$pSoccer :$ba heads up guide to super soccer! /$cRichard J.
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Figure 2 Sample coded MARC record [Furrie, B. Part XI: A sample record in various formats. Available at
http://lcweb.loc.gov/ marc/umb. Reprinted by permission of the Library of Congress].

interlibrary lending networks, and provide compati-
ble and standard record formats and protocol among
various library systems and vendor products.

2. MARC Fields and Electronic Resources

MARC fields not only describe information items but
now also have the capability of linking bibliographic
records to the entire document or information source.
The 856 MARC field provides access to an electronic
or digital source by direct Internet link. Other MARC
fields of particular significance to electronic library
systems are presented in work by Bluh (pp. 134-136).

Field Purpose

506 Restrictions on access note

516 Type of computer file or data note

530 Other physical formats available

538 Mode of access and system requirement note

740 Added entry for electronic version of print source

776 International Standard Serial Number (ISSN) for
electronic serial

856 Electronic location and access (URL: Universal
Resource Locator)

3. Controlled Descriptors,
Thesauri, and Authority Files

Predetermined subject descriptors, headings, and/or
names describe the content of information items.
Such descriptors, if used consistently within a data-
base, provide controlled subject and name indexing
and access. Descriptors, in a database thesaurus file,
show subject relationships through conventions such

as “see” and “see also” references and, in a hierarchi-
cal arrangement, indicate broader and narrower
terms. Electronic thesaurus files are useful in search-
ing databases, allowing direct search capabilities from
thesaurus links. The Thesaurus of ERIC Descriptors, The-
saurus of Psychological Index Terms, and Medical Subject
Headings (MeSH) of the National Library of Medicine
are examples of controlled database thesauri.

Similar to database thesauri, cataloging authority
control files and records are used to control and pro-
vide consistent forms for subjects, titles, series, au-
thors, geographic locations, and proper names. There
are several standard library authority sources includ-
ing the Library of Congress Name Authority file, Library of
Congress Subject Headings, and Sears List of Subject Head-
ings. These authority sources provide standards,
thereby eliminating or decreasing variant forms. This
improves the quality and control of individual records
and the database.

4. Classification and Identification Systems

Classification systems are organizational tools used to
organize materials and collections. Alphanumeric, nu-
meric, or alphabetical classification systems bring like
subject materials together on the shelf—a sort of
“parking” system. Classification systems are based on
an organized or classified body of knowledge. Classi-
fication systems have been used most often with phys-
ical materials such as books and periodicals in print
or microform formats. At first glance, in a virtual col-
lection, classification seems less important. However,
classification systems are not format dependent. A
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classification is more than a shelf location designa-
tion. Classifications provide a means to browse by cat-
egorized subject, as with a “shelflist” both in physical
and virtual formats, and to provide a basis for data
analysis. Most libraries in the U.S. use one of the fol-
lowing systems: Library of Congress Classification,
Dewey Decimal Classification, National Library
of Medicine Classification, or other more specialized
systems.

5. Barcodes and Identification Systems

While there is more emphasis on access vs ownership
in the virtual library, inventory, control, and data man-
agement are still important issues. Library users con-
tinue to need and use print and other traditional for-
mats. To assist in inventory control, barcodes are used
to track the location of an item and its use status; to
maintain a database of materials, user data, borrow-
ing privileges, materials currently in a user’s posses-
sion, and outstanding billing or material obligations.

Additionally, identification systems (not classification)
are commonly used to identify information resource
records. Identification number examples include the
Library of Congress Control Number (LCCN), Inter-
national Standard Serial Number (ISSN) for periodi-
cals, and the International Standard Book Number
(ISBN) for monographs.

C. Cataloging Bibliographic Utilities

Cataloging records are generally created by national
and/or large libraries within a country. In the United
States, most cataloging is created by the Library of
Congress Cataloging Division and other major con-
tributing libraries. Sharing contributed cataloging
with other libraries saves time, money, and personnel
costs. These few libraries create individual (but not
necessarily unique) cataloging records for almost
every published, media, or electronic work. Some li-
braries follow nonstandard and/or locally developed
cataloging practices that may require alterations to
shared cataloging records or creation of unique
records. Individual libraries or library systems attach
specific holdings, barcodes, and location/collection
information to records. Companies that facilitate cap-
turing, creating, and accessing cataloging records for
a fee are called bibliographic utilities. Examples in-
clude the Online Computer Library Center (OCLC)
and the Research Libraries Group (RLIN). These util-
ities provide specific functionality including the abil-
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ity to alter and add holding codes to records, load
large numbers of records into a database, and facili-
tate resource sharing (interlibrary lending) among
library networks.

D. Integrated Library Systems (ILS)

Integrated library systems (ILS) are database manage-
ment systems (DBMS) for libraries. ILS help manage
library functions including acquiring, processing, cat-
aloging, locating, linking, and distributing informa-
tion and collections. ILS generally provide integrated
modules for these various functional areas. Such func-
tion integration requires library organizations to re-
think organizational structures, workflows, procedures,
and policies related to acquisitions, bibliographic
records, and public catalog screens. While basic ILS
products are vendor driven, industry innovation, re-
quirements for interoperability with other systems,
and library/customer input help add functionality.

Periodic reviews of vendors and ILS are available
from the “Automated System Marketplace” of the Li-
brary Journal (http://www.libraryjournal.com), Library
Technology Guides (http://staffweb.library.vanderbilt.
edu/breeding/ltg.html), Integrated Library System Re-
ports (http://www.ilsr.com/index.htm), Project LIS
(http://www.coe.missouri.edu/~is334/projects/Proj-
ect_LIS), and issues of Information Today. Vendors also
demonstrate products at major library and informa-
tion system meetings. While systems vary, presently
ILS/DBMS features typically include:

® Open system design

¢ Interoperability

e (Client/server architecture

¢ Distributed networking

® Graphical user interfaces

* Compliance with such industry standards as
relational DBMS, ANSI/NISO 739.50, and MARC
record importing and exporting protocols

® Report creation capability for assessment and
tracking purposes, using relational DBMS and
Structured Query Language (SQL)

Newer functionality can include:

® Enhanced electronic content linking

¢ Content enrichment such as book jacket
images, tables of contents, book summaries,
and reviews
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® Multilanguage adaptability
¢ Interlibrary loan management modules
® Modules for other library collections and services

Translating coded MARC information into under-
standable and clear information is reliant on ILS on-
line public access catalog (OPAC) database modules
which search and display specified field information
for public use. Most OPAC systems are web-based,
provide customizable displays, and are one compo-
nent of integrated library systems.

Purchasing an ILS usually requires a request for
proposal (RFP) process. In addition to cost, reliabil-
ity, and effectiveness factors, specific considerations
regarding ILS selection include:

¢ Searching mechanisms and protocols and the
ability to refine searches

e In-house control of screens and data

¢ Collection development support functions including
available report generation and budget control

¢ Display, print, and download system functions

¢ Security and user authentication practices

¢ Integration of all library modules including public
access, circulation or check out services, technical
processing, acquisitions, cataloging, and serials

¢ Special areas such as archive, image, interlibrary
lending, and reserves modules

¢ Interoperability with other information standards
and platforms

¢ Type, size, and purpose of library

E. Metadata

Metadata are the data collected to describe other data
or information describing information. It is a system
of providing standard and common descriptions for
diverse data and information, both structured and
unstructured. MARC records are used to describe
structured and standard record formats. In the Inter-
net and Web environment, new metadata systems are
being developed and defined for structured, less struc-
tured, and, more often, for unstructured forms of in-
formation. One such system is the Dublin Core.

The Dublin Core (named for the first organiza-
tional meeting in Dublin, Ohio, in 1995) is an inter-
national and broadly based information-sector effort
to provide a flexible metadata standard, to support in-
teroperability among various information systems.
The Dublin Core standard was approved in 2001 by
the American National Standards Institute (ANSI
7.39.85-2001) and consists of fifteen elements.
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Title Contributor  Source
Creator Date Language
Subject Type Relation
Description  Format Coverage
Publisher Identifier Rights

More detailed information and developments regard-
ing the Dublin Core are available at http://www.niso.
org/standards/standard_detail.cfm?std_id=725 and
http://dublincore.org/.

Another metadata system example is the Govern-
ment Information Locator Service (GILS) used by the
U. S. Government Printing Office. The International
Federation of Library Associations and Institutions
(IFLA) web site (http://www.ifla.org/Il/metadata.
htm) presents a list of links to other metadata systems
in use or in development. Specifications, called cross-
walks, have been developed to map one metadata sys-
tem to another.

F. Standards and Development

Moving experimental systems and technologies from
testing to commercial use has been enhanced by stan-
dards. Players in the information distribution chain,
including creators, industry, vendors, and libraries co-
operatively working together, have set standards that
use viable and cutting-edge systems to deliver infor-
mation. Electronic information standards of data in-
terchange, formatting, programming and markup lan-
guages have increased the interoperability among
library databases. Many of these standards and speci-
fications are now in use or are being adapted for com-
mercial library products.

In the field of library IS, standards organizations
include the National Information Standards Organi-
zation (NISO), American National Standards Insti-
tute (ANSI), Library of Congress (LC), World Wide
Web Consortium (W3C), Internet Engineering Task
Force (IETF), Book Industry Study Group (BISG),
Open e-book Forum (OeBF), EDItEUR, and Interna-
tional Standards Organization (ISO), among others.

Some libraries and library consortia have devel-
oped in-house, large- and small-scale information sys-
tems. Generally, however, in-house information sys-
tem development and maintenance is too costly for
most mid- to small-sized libraries. Commercial enter-
prises or cooperative library and commercial projects
are able to produce large-scale systems at lower unit
costs with a large customer base, greater capital, server
and personnel resources for product development,
and research and technical support.
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lll. INFRASTRUCTURE
A. General Factors

Library IS infrastructure requires the same consider-
ations as other IS applications including:

e Compatibility, reliability, resiliency, scalability,
speed, memory, capacity

® Quality, customization, and flexible screen design

¢ Technical support availability

¢ Funding for software and database site licenses,

equipment purchases and replacement, and

training

Vendor stability

Regarding library specifications, Mayo and Nelson, in
Wired for the Future: Developing Your Library Technology Plan
(pp- 57-58), list the following factors to be considered.

What Do You Look for When Evaluating
Possible Products and Services?

¢ Number of sites needing access

® Number of users

® Location of the users: in-library only, access from off-
site, or both

¢ Licensing restrictions on the use of the data

* Frequency of updates of the data contained in the re-
source and the currency of the data

® Authentication of users

® Indexing and retrieval features

¢ User interface to the product, including the special
interface needs of persons with disabilities

¢ Costs to support the product

¢ Training requirements to support usage of the materi-
als, including training the staff and training the public

B. Other Considerations

The compatibility and integration of library and larger
institutional systems should also be considered—hard-
ware, software, operating, and network systems. Al-
though these technologies change, currently, most li-
brary systems are networked, server-based systems.
Barber’s “Networking Checklists for Library Managers”
is a useful tool in analyzing and planning infrastructure.

IV. DATABASE STORAGE AND ACCESS

“Library databases” can refer to ILS, online public ac-
cess catalogs, other electronically searchable/accessi-
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ble resources, and/or licensed databases. Licensed
databases provide indexing, abstracting, and/or elec-
tronic journals and information resources, usually for
a subscription licensing fee. Library database discus-
sion involves database storage and impacts of Web/In-
ternet access.

A. CD-ROM

In general, libraries have moved away from databases
requiring standalone workstations and single use CD-
ROM database technology. Web and in-house server
databases offer simultaneous user access, greater in-
teractivity, integration, and currency. While informa-
tion is still distributed in CD-ROM format (software,
media, geographical spatial data, data, and text
sources), this format is decreasing in popularity as a
library database storage format due to its limitations.
Some smaller libraries may find CD-ROM source for-
mats and microcomputer applications more afford-
able than licensed networked resources. Libraries se-
lecting single user CD-ROM formats must provide
standalone workstations with appropriate software to
support these various products.

B. Webh/Internet

Internet and Web technologies have revolutionized li-
braries by allowing linkages and access from a graph-
ical user interface (GUI) or browser. This allows
simultaneous network access to varied types of infor-
mation and sources, providing data and information
transfer, manipulation, and linkages to other re-
sources. As an example, Java (a computer language
that runs on any computer and is used in a net-
work/web environment) allows the use of library sys-
tem program applications that are compatible across
platforms. The ability to transfer information is also a
great user convenience. Users can print materials,
download information, and/or send the material elec-
tronically to an e-mail address. Libraries’ home pages
provide links to both print, in-house, and remote elec-
tronic database and Internet sources from one cen-
tral access point. Alliances among information cre-
ators, publishers, aggregators, portal vendors, and
Internet service providers through the web have in-
creasingly blurred the content distribution chain.
However, it has also made the process more seamless
to library users. This has increased both the use and
utility of information resources.
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V. DATABASE SEARCH AND
RETRIEVAL SYSTEMS

A. Search Systems, Syntax,
and Information Retrieval

All library databases have search rules dictating what
is searchable and the search syntax—meaning the
form of a search query and the optimal way to struc-
ture a search. Two concepts pertinent to information
searching and retrieval are recall and relevancy. Recall
refers to the number of relevant references, articles,
books, or other information items retrieved from a
search. Relevancy, or precision, refers to the degree to
which items retrieved are pertinent and germane to
the user’s request. Search systems should provide a
balance of recall and relevancy. The focus of this sec-
tion is on licensed or traditional library database
search systems rather than Internet search engines.
However, many of these conventions are used in both
arenas and, in some cases, are used in combination.
Most context-based and structured information sys-
tems include the following elements.

1. Common Search Elements

Boolean logic and operators (based on Boolean algebra)
are used in most information databases, providing the
ability to combine synonyms and variant concepts to-
gether to access relevant items. AND, OR, and NOT
are the basic Boolean connectors.

Nesting is used to show search logic and the order
in which Boolean commands will be performed. Nest-
ing is commonly indicated using parentheses.

ExaMPLE

((higher education OR universities OR colleges)
AND students AND costs) NOT (community colleges
or junior colleges).

Adjacency and proximity operators narrow or broaden
a search by indicating word relationships in context—
words’ proximity to each other in the reference or
text. Use of adjacency and proximity operators should
improve search results. Words found closer together
in context usually indicate increased relevancy.

ExXAMPLE
Higher education NEAR student costs would be a more
specific search than higher education AND student costs.

Truncation and wild card or universal character search-
ing allow the user to search word roots or portions of
words with variant endings or variant spellings. A sym-
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bol, such as an asterisk, signifies missing characters
that should be searched. Some databases automati-
cally search for root word stems.

ExAamMPLE
Spous* would retrieve spouse, spouses, or spousal.

Key word searching allows searching by any word
within searchable database fields. Generally, a list of
common and incidental “stop words” are excluded
from database searches.

Related-term searching uses a built in thesaurus to
cross reference search terms. For instance, a searcher
might input the word spouse and, in related-term
searching, a term such as marriage would also be
searched.

Field searching allows the searcher to confine search
terms and phrases to particular fields, providing more
concise and relevant search results.

Phrase searching allows searching for bound phrases,
signaled by symbols (such as quotes) or by automati-
cally searching adjacent words as bound phrases.

Search limits allow the user to limit a query by any
number of parameters such as date, language, source
document, and/or information type (scholarly or pop-
ular, full text or bibliographic reference, abstract or
citation).

Search histories allow a user to revise or edit previous
searches based on a review of the search results.

2. Special Elements

Examples of more specialized search retrieval sys-
tems follow.

Search mapping connects or maps variant concepts
or resources together. Chemical Abstracts’ Chemname,
the Unified Medical Language System (UMLS), and In-
stitute for Scientific Information (ISI) databases are
examples of mapping database systems. The Chemical
Abstract mapping system allows a user to search a
known chemical name and all other related substance
and brand names. The UMLS provides a similar func-
tion by pulling together multiple thesauri of differing
medical databases and indicating all related terms,
again, mapping one term to the others. ISI products
are based on “citation indexing” where searchers look
for relevant and related research (clusters) based or
mapped on a primary source’s citations and other au-
thors’ citing the primary source.

Multilanguage information systems and translation are
provided in some database search systems. These sys-
tems handle diacritics and various languages.

Natural language searching is based on artificial in-
telligence (AI) where computers are programmed to
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understand natural language queries. Natural lan-
guage searching allows the user to input a question or
phrase. This is simpler for the user because the com-
puter and search system do the work behind the
scenes, using the common search elements listed in
the previous section and relevancy ranking based on
word location and occurrence. Natural language re-
sults may not be as precise as searcher controlled
Boolean searches, etc. Natural language searching is
available in many Internet search engines and in some
more traditional library databases.

Relevancy sorting or ranking is based on statistical
weighting and algorithms. The purpose of this mech-
anism is to draw directly from the materials that ap-
pear to be the most relevant based on the user’s re-
quest. The U. S. Congressional THOMAS system
provides access to congressional texts and summaries
of bills, public laws, votes, the Congressional Record, and
committee reports. This is a large text system that
provides searchers with options of Boolean searching
or relevancy ranking based on weighted searches us-
ing an algorithm. Algorithms and weighting vary
among database systems but generally, term frequency,
location, and adjacency are used in the formula.

Fuzzy set searching recognizes that although a search
query has resulted in a set of retrieved items, some of
the items are more relevant to the actual query than
others. Fuzzy logic assists users by finding and rank-
ing results and then identifying how close a match the
item is to the original query—*“closest matches,” “close
matches,” “not as close matches,” and catching incor-
rect or misspelled terms. In terms of incorrect input,
the system will indicate that something close was
found, although not an exact match. This provides
the user an opportunity to confirm or edit the search
query. The U. S. National Criminal Justice Reference Ser-
vice using Convera Retrieval Ware uses fuzzy logic in
its search system. The retrieved set is then ranked by
relevancy.

3. Intelligent Technologies

Lancaster and Warner note that Al, expert system
(ES), decision support system (DSS), and knowledge
based system (KBS) applications in libraries have of-
ten only been prototypes. However, in addition to
these technologies being integrated in some database
search engines, there are operational library applica-
tions for database/source selection, collection deci-
sion control systems, and adaptive technologies.
Source selection systems assist users in identifying the
best group of sources or databases using successive
menus or question-answer methods to narrow the
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topic (see http://www.ala.org/rusa/mars/expert-
sys.html). Collection decision support systems may be
a component of a larger system, built with an off-the-
shelf program, or a specially designed program such
as PAD (Periodical Analysis Database) (http://home.
kscable.com/bobweeks/pad/pad.html).

Intelligent search agents are most often used in cur-
rent awareness, selective dissemination of information
(SDI), or alerting service tools (push technology). The
“agent,” operating on selected parameters or profiles
set by a user, at regular intervals searches selected data-
bases and/or Web sites and transfers the information
to the user’s e-mail or other profile area. Lilsevier
ScienceDirect has such a program titled, “My Alerts.”
Aaron (in Ensor, pp. 249-250) provides examples of li-
brary intelligent search agent applications that include:

¢ New-title alerts

¢ Subject alerts from online public access catalogs
(OPAGs)

® Overdue and availability notices from circulation
systems

e Articles of topical interest from a database

e Publisher dispatch data about the status of issues

¢ Tables of contents of selected journals

¢ Title changes and publication status changes

ES searchingrelies on a developed or developing knowl-
edge base (KBS). ES are computer systems that per-
form functions normally handled by humans and that
learn from these functions and transactions. AskJeeves
(http://askjeeves.com/) does this. While AskJeeves is
a commercial search engine/Internet resource and is
not strictly a library database, it is a good example of
ES searching. When a question is asked, relevant sites
that have proven useful to previous users are retrieved.
The search system is therefore relying on a develop-
ing knowledge base. ES searching is not widely used
in library information retrieval systems, but there are
instances of its possible application in live real-time
reference interaction over the Internet. Data from
query responses received can be stored for later use.

B. Structured vs Unstructured Information

Information can be divided into two broad categories:
structured and unstructured. Structured information
is usually classified and indexed based on standard-
ized methods. Metadata systems are used to access
structured information databases. Unstructured in-
formation is found on the Internet, in Web docu-
ments and sites, and in graphic, sound, or media files.
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Unstructured files, until recently, often had no set
pattern of indexing or classification. Instead, infor-
mation extraction systems such as natural language
processing (NLP) “seek” the material (not index it)
or rank materials by relevancy based on algorithms,
word location, and occurrence.

Structured and unstructured information databases
and access systems are increasingly converging. Struc-
tured information database searching is improved by
using newer and popular techniques such as NLP, re-
sults ranking, weighted term searching, using sample
results to “find more like this,” and search query as-
sistance such as searching additional terms. These
techniques are used widely in Internet search engines.
Unstructured information searches are also improved
by the introduction of structured access points based
on metadata such as the Dublin Core.

VI. ELECTRONIC CONTENT (E-CONTENT)

Content creation, publishing, distribution, and trans-
fer have changed dramatically because of text, image,
and sound digitization. There are distinct formats of
electronic content (e-content) but the linkages among
these different formats are rapidly increasing. The re-
sources discussed in the following section are avail-
able through licensed, pay-per-use, and/or free data-
bases usually accessible via the Internet/Web.

A. e-Periodicals

Full text periodicals (including e-journals or e-zines,
short for e-magazines) are usually text or HTML (Hy-
perText Markup Language) files. These files are
cheaper to produce, more easily downloaded, take
less computer disc space than graphics and image for-
mats, and are more easily manipulated and trans-
ferred. Full text periodicals usually lack graphics and
are more affordable for the producer, but are less
helpful to the user.

Full image periodical articles give the reader text
and graphics such as charts, illustrations, etc. Gener-
ally, these image files, accessible from the Internet/
Web through a browser, are dependent upon external
software programs (plug-ins) for creating, transfer-
ring, and reading files. Such programs as Adobe Acro-
bat are often used in conjunction with full image files
but require the user to have access to the free reader
program. These graphic files are in a transferable form
called portable document format (PDF).

Increasingly, e-content providers are converting to
XML formats (eXtensible Markup Language) to pro-
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vide content repurposing or cross-media publishing—
that is, the creation of content that can be distributed
in multiple formats rather than creating content for
one particular media. Content can then be made avail-
able through various means such as the Web, personal
digital assistants, print, etc.

There are a variety of e-periodical “packages” or
products. These packages may be provided by pub-
lishers (or alliances of publishers) such as Project Muse
from Johns Hopkins University Press or Elsevier’s Sci-
enceDirect; library community retrospective and
archival backfile initiatives such as JSTOR (journal
storage project); publisher and scholarly society part-
nerships such as Stanford University’s HighWire Press
which focuses on value-added electronic functionality
and graphics in science, technology, and medical
journals; aggregator services such as EBSCOHost,
which negotiate full text/image access to periodicals;
commercial publishers that provide paper subscrip-
tions and limited electronic access; and electronic
only journals. These packages may be free but are
more often fee-based licensed resources.

Other initiatives have sought to speed, expand, and
archive scholarly communication within the research
community and then provide access over the Inter-
net. One example is arXiv, a free electronic preprint
or e-print archive of scientific research in physics,
mathematics, and other scientific areas. Authors can
submit, replace, and/or remove papers from the arXiv
collection and researchers can access the materials.

B. Indexing and Abhstracting Datahases

Databases that provide indexing, bibliographic
records, and abstracts (not full text/image) are an-
other type of e-content form. These types of basic bib-
liographic/abstracting databases are enhanced by
linkages to digital full text/image materials. Some of
these databases provide links to selected full text/im-
age materials but increasingly full e-content inclusion
in the database or linkages to full e-content will be
mandatory for a vendor to stay competitive.

C. Linking Software and Services

E-journals/periodicals are most useful when the title
has a stable URL and/or a persistent URL (PURL) al-
lowing a direct and permanent link that is maintained
in metadata search information. Some aggregators
provide only e5journal access through their search in-
terface and do not provide stable URLs. To improve
electronic resource access, some aggregators have ne-
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gotiated stable URL connections for customers and
developed methods to load 856 MARC field informa-
tion into library databases and ILS. This allows users
to access e-periodicals directly from library online cat-
alogs. New aggregator linking software and services are
cropping up. These services may have variant ways of
processing or even slightly different products, but all
are based on OpenURL specifications. Linking com-
panies that have access to multiple vendors and data-
base producers are now acting as link aggregators. Ex-
amples of these linking services include jake: Jointly
Administered Knowledge Environment (http://jake-
db.org/) and Openly Informatics Inc. (http://www.
openly.com/link.openly/).

CrossRef is also based on OpenURL specifications
and is a cooperative initiative of publishers. Imple-
mentation of CrossRef means a “researcher can click on
a reference citation in a journal and immediately ac-
cess the cited [reference, abstract], or article . . . [us-
ing] Digital Object Identifiers (DOI), which are tagged
to article metadata supplied by the participating pub-
lishers.” (Publishers International Linking Association)

Linking technologies are now being integrated into
ILS products. SFX is an example of a citation linking
system based on OpenURL. SFX is being used by the
ILS company Ex Libris, allowing customizable search-
ing and access by the library “ . . . to dynamically cre-
ate [context-sensitive] links that fully integrate . . . [a
library’s] information resources regardless of who
hosts them—the library itself or external information
providers.” (http://www.sfxit.com/)

D. Electronic Books (e-Books)

Electronic books, or e-books, are becoming more
prevalent but have not had the popularity once fore-
cast. Nevertheless, e-books are finding their way into
academic and commercial markets. E-books come in
forms including: (1) e-book apparatus that hold down-
loaded books, (2) entire book collections accessible
via the Web, or (3) electronic reference sources.
E-books may be freely available, as in the Gutenberg
Project (http://promo.net/pg/), the National Academy
Press (http://www.nap.edu), or xrefer (http://xrefer.
com/), or for purchase or subscription, as is the case
with netLibrary (http://www.netlibrary.com). These sys-
tems allow the user to search the book text, review
and read, possibly highlight sections and/or take
notes online, print and download selections, and, de-
pending on the pricing and licensing model, “check
out” the e-book for in-depth reading and research.
Other e-book reference sources may provide search-
ing but not browsing. If there is a stable URL link, the
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e-book can be cataloged in a library’s ILS providing a
direct link to the electronic book. Some of these sys-
tems are self-contained systems that do not require
any special software while others require plug-ins for
specific access levels. Due to copyright protection is-
sues and pricing model experimentation, there is a
good deal of variation in the e-book industry. The Na-
tional Institute of Standards and Technology, Open
eBook Forum (OeBF), and the American Association
of Publishers are some of the e-book standards setting
organizations.

E. Other Formats Including
Data, Maps, and GIS

Statistical databases present data in HTML, PDF, or
other easily readable formats. Many of these databases
also allow data extraction for customizable reports
and/or downloading in multiple formats such as
comma-delimited, HTML, or spreadsheet formats.
These variations are convenient, allowing the user to
view and/or download data in a textual format or a
spreadsheet format for calculation purposes. Appro-
priate plug-ins or data extraction programs are some-
times required. XML formats used with various tools
will allow additional manipulation capabilities of re-
search data. “XML Cover Pages” (http://xml.cover-
pages.org/) provides a useful list of XML applications
in library, archival, and museum settings.

Cartographic and geospatial data, digital maps, and
individual print maps are available in libraries. Map
products range from easily accessed and updated dig-
ital maps and mapping systems available through the
Web to highly specialized and technical geographical
information systems (GIS). General issues of concern
to libraries include:

¢ Indexing and accessing both print and digital map
collections

¢ Ensuring quality relating to accuracy, print quality,
and scale

¢ Providing appropriate hardware, software, and
trained personnel to provide quality maps and
services

Vil. DISTRIBUTED ACCESS AND SEARCHING
A. Remote Access
Library IS in an Internet environment allow access

from remote locations. Internet service providers
are the portal from which users can access library
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resources, but because of licensing agreements and
user restrictions, users must first be authenticated be-
fore gaining remote online access.

B. User Authentication and Security

User authentication and security are important issues
for libraries and information system managers. Data-
base license agreements prescribe the user popula-
tion authorized to access particular databases. Library
systems must have some means of securely authenti-
cating authorized users. A number of methods are
used for authentication: IP (Internet Protocol Ad-
dress) authorization, use of a proxy server that checks
and verifies authorized users before allowing the user
access to databases, individual database passwords,
and/or digital certificates/signatures which use en-
cryption and are used in e-commerce. Important is-
sues to consider in selecting an authentication method
include the number of users and user groups, num-
ber of access locations, limitations, flexibility in al-
lowing remote use of resources, user-ease, infrastruc-
ture, resources, and staffing available to implement
and control systems.

C. Z39.50 Information Retrieval Protocol

The ANSI/NISO 739.50 Information Retrieval Proto-
col “provides a generalized mechanism [model] for
transmitting and managing queries and the result sets
of records created by those queries. . . . [is] capable
of working with many data types and in many appli-
cation contexts.” (Needleman, pp. 160-161). Specifi-
cally, the Z39.50 protocol specifies:

* A client/server-based protocol for information
retrieval

e Procedures and structures for a client to
(a) search a database provided by a server,
(b) retrieve database records identified by a search,
(¢) scan a term list, and (d) sort a result set

e Access control, resource control, extended
services, and a “help” facility (ANSI/NISO Z39.50-
1995, Abstract)

739.50 has been touted as a means of performing
one-stop and multiple database searching. Used in
conjunction with application profiles and integrated
library systems and/or Z39.50 compliant database sys-
tems, 739.50 has been used as a mechanism to create
virtual union (cooperative) catalogs from various li-
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braries’ catalogs and to facilitate distributed search-
ing of various databases. There are problems with im-
plementation and Lynch outlines some of the possi-
ble difficulties. Inconsistent search results are possible
due to (1) databases’ indexing inconsistencies and
variations, and (2) reliance on the “lowest common
denominator” in terms of supported query language
usable among various databases. Reliability and re-
sponse times can also be impacted by the slowest part
of the system and/or network such as an individual li-
brary’s online catalog system, network problems,
and/or load factors involved in processing and ag-
gregating retrieved records at smaller installations.
Nonetheless, a fairly large number of ILS and library
database systems are Z39.50 compliant, allowing users
to search multiple databases simultaneously. Exam-
ples include NLM Gateway (http://gateway.nlm.nih.
gov/gw/Cmd) and Searchlight (http://searchlight.
cdlib.org/cgi-bin/searchlight). Other Z39.50 compli-
ant vendors are listed at http://lcweb.loc.gov/
23950/ agency/register/entries.html.

New products are being introduced which provide
multiple database searching capabilities without data-
bases having to be 7Z39.50 compliant. An example is
Webleat, which provides a single search interface for
all Web-based in-house, ILS, and outside databases.

Vill. APPLICATIONS

The following section describes specific applications
of IS in particular library service areas. Table I sum-
marizes information systems and application areas.

A. Acquisitions and Collection Development

Collection development is the systematic assessment,
selection, and deselection of library resources. Li-
brarian selectors/bibliographers use vendor informa-
tion systems in conjunction with ILS to build library
collections. Automated vendor collection develop-
ment and acquisition functions can include:

e Approval programs (automatically receiving books
for a library based on a preselected profile)

¢ Electronic selection programs providing online
reviews and selection bibliographies of books and
other information resources and notification
services

¢ Electronic ordering, payment, and claims through
Electronic Data Interchange (EDI)

¢ Online transaction security
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Table | Information Systems and Library Application Examples
Information system
Electronic data Decision Collaborative ~ Geographical =~ Media and Expert Metadata Natural
interchange support computing information virtual systems & systems &  language
(EDI) systems systems (GIS)  information knowledge- retrieval systems
systems based systems
Applications
Library Electronic Library Map and Internet, Web,  SDI or current Integrated  Bibliographic
acquisitions measure, instruction &  spatial data bibliographic awareness library & electronic
assessment, interactive collections records, & systems systems text systems
and report reference electronic and
writing services text systems library
systems catalogs

¢ Cataloging interface and shelf-ready processing
® Report generating capabilities

B. Archives and Special Collections
in a Digital Environment

Archival and special collections include text, art, ob-
jects, photographs, geographical data, maps, sound,
and other media. These collections present special is-
sues because of unusual and nonstandard formats,
conservation/preservation requirements, and some-
times the costly and fragile nature of materials. There
are a number of digital archive programs in large in-
stitutions, but increasingly, smaller libraries are also
participating.

While archive digitization is not directly within the
scope of this text, systems used to access collections are
relevant. An important standard is the Library of Con-
gress’ Encoded Archival Description Document Type
Definition (EAD DTD) used in formatting archival
finding aids and indexes. (A finding aid is a detailed
descriptive guide or inventory of archive or museum
collections.) Metadata systems are used to define, de-
scribe, and access digital archival collections. A helpful
source for archival metadata and digital imaging pro-
jects is the Cornell University Library, Department of
Preservation and Conservation’s Web site, Moving The-
ory into Practice: Digital Imaging Tutorial available at
http://www.library.cornell.edu/preservation/tutorial /
index.html. The site outlines three types of digital im-
age metadata: descriptive, structural, and administra-
tive. Rothenberg’s Avoiding Technological Quicksand:
Finding a Viable Technical Foundation for Digital Preserva-
tion provides an overview of the issues and problems in-
volved with electronic preservation projects.

C. Reference Services

1. Library Users

Reference services are designed to help users access
and use library resources. Reference services are de-
livered in-person, by phone, electronically through
Web sites, by e-mail, or through collaborative com-
puting. Library personnel help users select appropri-
ate databases and resources, structure effective search
strategies, identify pertinent print, electronic, and
media resources, and find additional assistance by re-
ferral to other resources.

User needs are changing. While IS make research
more effective and efficient, users now face informa-
tion overload. Users must evaluate the reliability and
authority of multiple information sources. Users may
be using systems and sources remotely, where on-site
assistance is not readily available. New ways have been
implemented to provide remote assistance online,
make databases more intuitive, and assist the user in-
teractively with online technologies and other infor-
mation assistance enhancements.

2. Reference Collections

Reference sources can be accessed electronically
through the Web, providing improved search capa-
bilities, simultaneous multiuser access, and down-
loading, printing, and/or e-mailing capabilities. On-
line sources can be updated more frequently; combine
text, statistical data, sound, and media; offer links to
outside source materials; and in some cases, offer in-
teractive functionality.

The advent of information systems has leveled the
playing field for distant education and remote library
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services. Access to electronic sources through IS al-
lows improved access to rural or isolated areas and to
students on residential campuses as well as students
at off-campus sites or through distance/online
programs.

3. Virtual Reference Services

Virtual reference services currently include virtual ref-
erence collections found on web sites, e-mail refer-
ence transactions provided synchronously, and
live /real-time online reference programs providing
24-hour, 7-days-a-week (24/7) or specified time block
service.

Live online reference programs and systems are similar
to customer service or help-desk software programs
used in commercial enterprises. These systems allow
real-time interaction between the user and library per-
sonnel and service at varied locations and time zones
around the world. Some of these systems have the
ability to capture a knowledge base to assist the
librarian and user with future questions.

4. Web-Based Databases and
Library Home Pages

Internet/Web-based databases provide authorized
users direct access to varied search capabilities from
basic to advanced, links to other resources, and si-
multaneous use of a database with other users. Web-
based databases loaded on a local server allow the lo-
cal institution in-house control over public access
screens, local holdings, and information linked to
databases.

Library Web pages are usually the gateway to li-
brary resource access, the OPAC, and databases, mak-
ing Web page design important. Garlock and Piontek,
in Designing Web Interfaces to Library Services and Re-
sources (pp. 4-8) provide nine principles to aid library
personnel in Web and interface design.

¢ Plan your structure carefully.

¢ Let content inform design.

* Be consistent.

¢ Create an intuitive Web site.

® Make sure your interface is compatible and
accessible.

® Provide a solid navigational base.

¢ Design your interface for your audience.

e Put user input into perspective.

® Be aware of the dynamic nature of the Web.
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D. Adaptive Technology, Universal
Design, and Disabilities Legislation

The Americans with Disabilities Act (ADA) of 1990,
The Rehabilitation Act of 1973, and various revisions,
specifically mandate library and information environ-
ment access for persons with disabilities. In addition to
legislative direction, making information systems ac-
cessible and useable by all individuals should be a goal
of information providers. This entails providing acces-
sible library Web sites, selecting library databases that
are compatible with adaptive technologies, and pro-
viding adaptive equipment and software to access li-
brary systems. Many of these adaptive technologies use
voice and visual recognition patterns based on artifi-
cial intelligence programs. Mates describes IS adaptive
technologies including screen reader/synthesizers,
Braille software translators, speech recognition soft-
ware, and text browser software.

E. Information Competency and Instruction

Library information competency means teaching
users the best way to frame research questions, search,
access, evaluate, and transfer pertinent information.
IS are more sophisticated and complicated but often
provide at least some measure of output. While a search
may produce good recall, relevancy may suffer with-
out practical search limits. Resultant content may be
less than adequate due to the ease of putting any in-
formation on the Web. For these reasons, libraries
provide reference and instructional services. User
needs and behavior have brought about a number of
initiatives including:

¢ Information competency components in
library/user instruction

¢ Use of collaborative computing and chat systems
for library/information instruction

¢ Improved Web and database designs that are
more intuitive to the user

¢ Intelligent technologies that assist users in
selecting databases and/or information sources
and that perform enhanced searches

e

. Plagiarism Detection

Educators and librarians involved with teaching in-
formation competency are concerned about plagia-
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rism, particularly in academic settings. The Internet
has exacerbated the problem because it is easier to
copy source material, find term papers on the Web,
and cut and paste material. On the other hand, IS
also make it easier to detect plagiarized work. An ex-
ample is illustrated in turnitin.com’s plagiarism.org
service (http://plagiarism.org/solution.html). The
system uses information extraction and machine
learning methods. Patterns or “digital fingerprints”
are made of the content/paper and are compared
with Internet documents and the plagiarism.org data-
base. This process is used to identify similar patterns
through machine learning.

G. Access and Circulation Services

ILS have improved management information systems
by providing canned and customizable reports con-
cerning collection and database use; circulation, work-
flow, and workload statistics; and automatically gen-
erating periodic notices for fines, overdue, lost, and
recalled materials.

In addition to barcode systems discussed earlier,
other information tracking and inventory systems have
been introduced. The digital smart chip is being used
by some libraries. A radio frequency identification
(RFID) smart chip is inserted into library materials.
The smart chip actually stores bibliographic data
about the item. The system assists in inventory and
shelf-reading, providing security against material theft
and streamlining checkout processes. Smart cards are
used for library user identification, to access data-
bases, to check out materials, and as debit cards for
fines, printing, etc.

H. Reserves

Reserve collections are high use collections and ma-
terials that have special check out limitations and are
usually reserved for students enrolled in specific
courses. While libraries still maintain physical reserve
collections many ILS and/or academic libraries have
electronic reserve collection capabilities. These elec-
tronic reserve collection functions can provide elec-
tronic indexing of the collection, simultaneous multi-
ple user and remote access, archival functions, and
copyright tracking. Most of these systems use Web
technologies and ILS modules for cataloging and de-
scribing materials by course, instructor, and biblio-
graphic information.
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|. Automated Storage and Retrieval

Robotics and Al have been applied in a limited way to
library collections. In the 1990s there was interest in
library automated storage and retrieval systems
(AS/RS). Decreased budgets for new buildings and a
continued need for compact storage for older, less
used collections were the impetus for using AS/R sys-
tems. This technology, used in manufacturing and in-
ventory dependent businesses, was adapted for library
storage and retrieval, linking information and robotic
systems that retrieve materials from compact storage.
A few libraries have adapted this technology; but, with
growing emphasis on digitized information rather
than storage of print materials, interest in AR/S seems
to have waned.

J. Interlibrary Loan (ILL)

Before there were adequate information systems avail-
able, interlibrary loan (ILL) processes—one library bor-
rowing an item from another—were tedious and lengthy
tasks. Information systems have revolutionized this
process. Interlibrary lending modules and bibliographic
utilities have improved both service quality and speed.
Library personnel can request materials—books, jour-
nal articles, and media—from a list of libraries known
to have the material. Once the request is made, the sys-
tem allows the lending library time to fill it. If the re-
quest goes unfilled it is automatically passed to the next
lending library until it is filled. While books and media
still must be shipped, articles, graphics, and portions of
books can be electronically delivered over the Internet
with document delivery software such as Aviel for Win-
dows from the Research Libraries Group, and delivered
to the user as a PDF file.

Statistical packages for monitoring and assessing
interlibrary loan services are available and provide
cost information, number of borrowing and lending
transactions, copyright control and payment, transac-
tion turnaround times, nonfill rates, and information
useful for collection development purposes.

There are some software programs and systems that
provide user initiated ILL service with limited library
mediation. Users can search consortia library catalogs
with Z39.50 broadcast searching, submit requests with-
out mediation from the borrowing library, be notified
of request status, and have materials delivered to the
borrowing library for user access. One example of this
is the “Borrow Direct Project” of Columbia University,
University of Pennsylvania, and Yale University.
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K. Application Outsourcing

Some library IS services can be outsourced to com-
mercial entities. There is debate concerning the cost-
effectiveness, quality received, and relevancy of out-
sourcing versus using in-house personnel and
resources. Improved information systems create new
system needs and, at the same time, allow commercial
companies to provide solutions using additional, cost-
effective systems. Sometimes commercial companies
can expedite jobs faster or at lower unit costs. To see
whether outsourcing certain system functions is vi-
able, library personnel must weigh efficiency, cost,
time, privacy and confidentiality issues, and knowl-
edge required of any particular job. In many ways, the
efficiency or cost-effectiveness depends on the situa-
tion, the library, and the project size and parameters.
There are a variety of outsourcing companies and
products.

¢ Rather than libraries having to contract with
multiple publishers, information jobbers or
aggregators provide acquisition services and/or
serial and book title acquisition packages. These
types of services assist library personnel in
acquiring both print and electronic source
materials.

¢ Digital resource control/management services
have evolved with increased electronic resources.
As an example, electronic journals are available
from many different vendors. Some require
licensed access while others are free. Some have
stable URLs and others are only accessible
through an aggregator. Some of these ejournal
aggregators have changing e-journal title
collections and various date availabilities due to
publisher contractual agreements. In addition to
electronic access to some journals, libraries may
also subscribe to other journals in paper or
microform formats. Electronic journal
management systems have been developed to
assist libraries manage, track, and provide records
of these various electronic and paper journal
holdings. One example is SerialSSolutions
(http://www.serialssolutions.com/Home.asp)
which tracks electronically available periodicals
and provides records and links to libraries.

¢ Some vendors provide shelf-ready books and/or
cataloging records transferred to a library’s
catalog system.

® Conversion of a Library’s MARC records from one
system to another can be problematic due to
varying record formats. Outsourcing companies
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often handle conversion projects, database
cleanup, and cataloging authority file updates
more cost-effectively and efficiently than an
individual library.

® Some libraries are using an application service
provider (ASP) model for their systems. This means
that the library leases access to application
software hosted on the vendor’s remote site rather
than maintaining library servers, running
applications, and storing ILS data on-site.

® Designed to provide electronic live backup
reference service for libraries, a fee-based 24/7
electronic reference Web-based center is provided
by Library Systems and Services, LLC (http://www.
virtualreference.net/virtual/03e.html).

More information regarding library outsourcing is
available from the American Library Association’s Web
site available at http://www.ala.org/alaorg/oif/out-
sourcing.html.

IX. BUDGET CONTROL AND ASSESSMENT
A. Budgeting and Control

Information systems provide effective, improved, and
faster access to vast information resources. Of course,
there is a price. In addition to network, hardware,
and software costs, a larger percentage of total library
budgets now goes towards expenditures for systems
and e-content. As reported by Sewell and the Associ-
ation of Research Libraries (ARL), 27 large research
libraries each expended on average $1,163,100 in
1999/2000 on electronic resources (13.5% of each li-
brary’s total materials budget). Each library spent an
annual average of over $126,000 on bibliographic util-
ity costs alone. Barry reports ILS vendors’ total rev-
enues for 2000 as $440 million from library markets.

It is also true that library IS can provide better
management information, expenditure control, and
resource assessment. Library IS provide faster, more
detailed, and cost-effective means of collecting and
analyzing information needed for management deci-
sions. Management information is improved with IS
by providing current data and report analysis of li-
brary, collection, network, and instructional usage
and services. Budgeting control is vastly improved
with IS, providing easily monitored purchase accounts,
secure electronic data interchange (EDI), and pro-
grammed reporting of accounts and expenditures by
various categories, order status, funds encumbered,
and purchases made. System interoperability with var-
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ious accounting, budgeting, and ordering systems are
important factors to consider when acquiring an ILS.
This allows for better management of budgetary re-
sources and integration with larger scale institutional
accounting systems.

B. Assessment

A good integrated library information system is essen-
tial to assessing collections and use. Systems provide
report-writing capabilities that allow individual li-
braries and library managers to assess collections by
subject, budget account, date, price, selector, and title.

The amount of use particular sources, databases,
or collections receive is important in reviewing re-
sources and making purchase decisions. Library or-
ganizations such as the International Coalition of

Table Il
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Library Consortia (ICOLC) and the ARL have guide-
lines for measuring electronic source use. Table II dis-
plays suggested measures.

Additionally, the NISO standard on Library Statistics
is now in its b-year review cycle (ANSI/NISO Standard
739.7-1995 available at http://www.niso.org/stan-
dards). These standards specify data categories col-
lected for academic, public, school, and special li-
braries including information regarding unit and
target population, personnel, collections, facilities, fi-
nances, and service and activity measures.

X. LEGAL, ETHIGAL, AND SOCIAL ISSUES

E-content and database licensing, digital copyright,
universal access, and online protection and privacy
will be ongoing concerns for the foreseeable future.

Suggested Measures for Assessing Electronic Resource Use®

Suggested measures and statistics for
research library networked services

ICOLC guidelines for statistical measures of usage of
Web-based indexed, abstracted, and full text resources

Patron accessible electronic resources
Number of electronic full text journals
Number of electronic reference sources
Number of electronic books

Use of networked resources and services
Number of electronic reference transactions
Number of logins (sessions) to electronic databases
Number of queries (searches) in electronic databases
Items requested in electronic databases
Virtual visits to library’s Web site and catalog

Expenditures for networked resources and related infrastructure
Cost of electronic full text journals
Cost of electronic reference sources
Cost of electronic books
Library expenditures for bibliographic utilities, networks,
and consortia
External expenditures for bibliographic utilities, networks,
and consortia
Library digitization activities
Size of library digital collection
Use of library digital collection
Cost of digital collection construction and management

Performance measures

Statistical measurement elements
Queries (searches)
Menu selections
Sessions or logins
Turnaways due to simultaneous user limits
Items examined
User, institutional, and consortium confidentiality
Comparative statistics
Secure access to statistical reports via the WWW

Vendor data provided

For each specific database of the provider

For each institutionally-defined set of IP addresses/
locators to subnet level

By total consortium

By special data element passed by subscriber (e.g.,
account or ID number)

By time period, Vendor’s system should minimally
report by month. For each month, each type of
use should be reported by hour of the day, and
vendor should maintain 24 months of historical
data.

Percentage of electronic reference transactions of total reference

Percentage of virtual library visits of all library visits
Percentage of electronic books to all monographs

“International Coalition of Library Consortia. November 1998. “Guidelines for Statistical Measures of Usage of Web-based Indexed, Ab-
stracted, and Full Text Resources.” Available at http://www.library.yale.edu/consortia/webstats.html [November 2001]; Association of Re-
search Libraries. October 2001. “Measures and Statistics for Research Library Networked Services: Procedures and Issues (ARL E-Metrics
Phase II Report).” p. 56. Available at http://www.arl.org/stats/newmeas/emetrics/ [November 2001].
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A brief outline of the issues and pertinent legislation
follow.

A. Licensing and Contracts

Expectations and standards for e-content and data-
base licensing are fairly standard compared to several
years ago. Davis (in Ensor, pp. 368-372) discusses con-
cerns that should be addressed in IS contracts and li-
cense agreements including:

Parties in the agreement
Ownership rights

Lease rights

Users

Access

Databases

Search results

Software

Product maintenance

Access control

Hidden costs and penalties
Contract terms and termination
Warranty, liability, and indemnity clauses.

The Council on Library and Information Resources
sponsors a web site, LIBLICENSE, providing model
contract language and information about licensing
electronic resources (http://www.library.yale.edu/
~llicense/index.shtml). The ICOLC has developed
“Guidelines for Technical Issues in Request for Pro-
posal (RFP) Requirements and Contract Negotiations”
(http://www.library.yale.edu/consortia/techissuespr.
html). These guidelines are particularly useful in re-
viewing the technical requirements, software, hard-
ware, and network configurations of an electronic data-
base or system.

B. Copyright

Copyright laws protect content creators, publishers,
producers, and distributors’ rights to information and
payment for content use. New laws have been created
to address digital copyright. The 1998 U. S. Digital
Millennium Copyright Act (DMCA), copyright laws of
the U. S. and other countries, and world copyright
treaties (World Intellectual Property Organization at
http://wipo.org/) are relevant sources of information
regarding copyright restrictions.

Information systems that control and facilitate user
access to copyrighted material, track usage, and pro-
vide payment and licensing authority are called digi-
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tal rights management or copyright management tech-
nologies. These systems are often integrated into pub-
lishers’ or sources’ web sites. The Copyright Clear-
ance Center and its web site at http://www.
copyright.com/ provide information and services re-
garding copyright payment.

C. Universal Access

Library legislation provides for networked universal ac-
cess and service to libraries and library users, regard-
less of geographical location. The U. S. Telecommuni-
cations Act of 1996 (Pub. L 104-104) set up the
Universal Service Program for Schools and Libraries
providing discounted rates (E-rate). The Library Ser-
vices and Technology Act (LSTA) established library
telecommunication connections and services. Access to
versus control of licensed databases, software, and online
information continues to be debated by way of the Uni-
form Computer Information Transactions Act (UCITA)
now being proposed in various states.

D. Privacy and Confidentiality

Privacy and user confidentiality are ongoing issues for
libraries due to the confidential nature of library
users’ records and the importance of preserving in-
tellectual freedom. New information systems provide
more sophisticated ways of collecting data. However,
the sole purpose for collecting data is to better man-
age libraries and to assess and improve collections, re-
sources, and services. It is not intended for monitor-
ing an individual’s use of information. Safeguards and
attention to system security are vital issues. The Amer-
ican Library Association (ALA) provides a Web site on
“Privacy Resources for Librarians, Library Users, and
Families” available at http://www.ala.org/alaorg/oif/
privacyresources.html.

E. Child Safety, Censorship, and Filtering

Internet access and user protection is a controversial
issue among libraries, families, and schools. Recent
United States statutes include the Children’s Internet
Protection Act (CIPA, 2001), Neighborhood Chil-
dren’s Internet Protection Act (NCIPA, 2001), and
Children’s Online Privacy Protection Act (COPPA,
2000). The CIPA and NCIPA make selected federal
funding for some libraries dependent on usage of
“technology protection measures” such as filtering



Library Applications

programs. Thus, the issues of censorship and intel-
lectual freedom have been raised.

The issues of filtering, intellectual freedom, censor-
ship, and child safety raise questions of who decides
what is filtered, what criteria are used, and the effec-
tiveness of filtering programs. Filtering and controlling
Web/Internet access and child safety are primarily is-
sues for public and school libraries and are handled dif-
ferently at various libraries. However, all libraries should
have a written Internet access policy and guidelines.
Shuler (in Ensor, pp. 202-203) provides an overview of
options for controlling web access in libraries including
(1) do nothing, (2) restrict minors’ use of unfiltered ac-
cess, (3) provide filtered access in areas where minors’
collections are located, and/or (4) use filtering through-
out the library and ask adults to request exceptions.

Various filtering/control technologies include:

e Filtering by Web site location or by subject using a
separate filtering/blocking program

¢ Using an Internet service provider that offers
filtered ISP service(s)

¢ Using URL rating or labeling technology
standards as devised by the Platform for Internet
Content Selection (PICS) (these technical
standards allow a Web creator or a third party to
rate Web site content)

Various viewpoints and information on intellectual
freedom, filtering and blocking systems, rating pro-
grams, and child Internet safety are available from the
following sources:

e Maxwell, N. K. (March/April 2001). Alternatives
to filters. Library Technology Reports, Vol. 37, No. 2,
1-58.

® American Library Association’s (ALA) “Filters and
Filtering” available at http://www.ala.org/alaorg/
oif/filtersandfiltering.html

¢ Family Friendly Libraries Home Page available at
http: //www.fflibraries.org/

¢ The Internet Content Rating Association available
at http://www.rsac.org/

¢ Internet Education Foundation’s “GetNetWise”
available at http://www.getnetwise.org/tools/

e The National Coalition for the Protection of
Children and Families’ “FilterReview.com”
available at http://www.filterreview.com/

XI. RESEARCH, INITIATIVES, AND FUNDING

There are several organizations involved in digital li-
brary and IS program research, development, pro-
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duction, and funding. Four organizations include The
American Society for Information Science and Tech-
nology (http://www.asis.org/); The Berkeley Digital
Library SunSITE, a cooperative effort by the Library
of the University of California, Berkeley, and Sun Mi-
crosystems, Inc. (http://sunsite.berkeley.edu/); The
Digital Libraries Initiative of the National Science
Foundation in cooperation with other federal agen-
cies (http://www.dli2.nsf.gov/); and The Text Re-
trieval Conference (TREC) which encourages re-
search in information retrieval from large text
collections (http://trec.nist.gov/).

XIl. THE FUTURE

New developments are part of all information system
landscapes, including library IS applications. The Li-
brary & Information Technology Association (LITA),
a division of the American Library Association, main-
tains an excellent Web site titled “Top Tech Trends”
(http://www.lita.org/committe /toptech /mainpage.
htm). The following trends and future issues are
gleaned from the LITA Web site, new and evolving IS
applications, and areas requiring additional refine-
ment. Foreseeable trends involve four major areas:
telecommunications and hardware, information orga-
nization and products, access and standards, and
text/information retrieval and extraction.

A. Telecommunications, Wireless
Technologies, and Hardware

Use of advanced telecommunication systems will increase.
This includes new generation wireless and radiofre-
quency technologies, Voice over Internet Protocol,
and uses for hardware devices such as 