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Lecture Notes: Analytic Tableaux

Peter Selinger

These notes are based on RaymondM. Smullyan, “First-order logic”. Dover Pub-
lications, New York 1968.

1 Analytic Tableaux

Definition. A signed formula is an expression TX or FX , where X is an (un-
signed) formula. Under a given valuation, a signed formula TX is called true if
X is true, and false ifX is false. Also, a signed formula FX is called true ifX is
false, and false ifX is true.

We begin with the following observations about signed formulas:

Observation 1.1. For all propositionsX, Y :

1a. T (¬X) ⇒ FX .
1b. F (¬X) ⇒ TX .
2a. T (X ∧ Y ) ⇒ TX and TY .
2b. F (X ∧ Y ) ⇒ FX or FY .
3a. T (X ∨ Y ) ⇒ TX or TY .
3b. F (X ∨ Y ) ⇒ FX and FY .
4a. T (X → Y ) ⇒ FX or TY .
4b. F (X → Y ) ⇒ TX and FY .

The method of analytic tableaux can be summarized as follows: To prove the
validity of a propositionX , we assume FX and derive a contradiction, using the
rules from Observation 1.1. In doing so, we follow a specific format which is
illustrated in the following example.
Example 1.2. An analytic tableau proving the validity of X = (p ∨ (q ∧ r)) →
((p ∨ q) ∧ (p ∨ r)) is shown in Table 1. Note: the line numbers, such as (1), (2)
etc, are not part of the formalism; they are only used for our discussion.
The initial premise on line (1) is of the form F (Y → Z), where Y = (p∨(q∧r))
and Z = ((p ∨ q) ∧ (p ∨ r)). By rule 4b, we can conclude both TY and FZ.
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(1) F (p ∨ (q ∧ r)) → ((p ∨ q) ∧ (p ∨ r))
(2) T (p ∨ (q ∧ r))
(3) F ((p ∨ q) ∧ (p ∨ r))!!!!!!!!!!!!!!!! """"""""""""""""

(4) Tp
######## $$$$$$$$

(5) F (p ∨ q)
(6) Fp
(7) Fq

×

(8) F (p ∨ r)
(9) Fp
(10) Fr

×

(11) T (q ∧ r)
(12) Tq
(13) Tr

######## $$$$$$$$

(14) F (p ∨ q)
(15) Fp
(16) Fq

×

(17) F (p ∨ r)
(18) Fp
(19) Fr

×

Table 1: An analytic tableau forX = (p ∨ (q ∧ r)) → ((p ∨ q) ∧ (p ∨ r)).

These are called the direct consequences of line (1), and we write them in lines (2)
and (3), respectively. After we have done so, we say that line (1) has been used.
Now consider the formula in line (2), which is of the form T (X ∨Y ), whereX =
p and Y = q ∧ r. From rule 3a, we may conclude that either TX or TY holds.
Since the conclusion in this cases involves a choice between two possibilities, we
say that the formula on line (2) branches. When using such a formula, the tableaux
splits into two branches, one for each possibility. This has been done in lines (4)
and (11).
Continuing in a similar fashion, we use up all the lines containing composite for-
mulas. We say that a branch is closed if it contains both TX and FX , for some
signed formulaX . We mark closed branches with the symbol×. A closed branch
represents a contradiction. Since in this example, all branches are closed, we con-
clude that the original formula (p ∨ (q ∧ r)) → ((p ∨ q) ∧ (p ∨ r)) is valid.

As the example shows, note that there are essentially two types of signed formulas:

(A) signed formulas with direct consequences, which are T (¬X), F (¬ X),
T (X ∧ Y ), F (X ∨ Y ), and F (X → Y ), and

(B) signed formulas which branch, which are F (X ∧ Y ), T (X ∨ Y ), and
T (X → Y ).
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When using a formula of type (A), we simply add all of its direct consequences
to each branch underneath the formula being used. When using a formula of type
(B), we split each branch underneath the formula into two new branches. The
rules for tableaux can be summarized schematically as follows:

T (¬X)
FX

F (¬X)
TX

T (X ∧ Y )
TX
TY

F (X ∧ Y )
FX | FY

T (X ∨ Y )
TX | TY

F (X ∨ Y )
FX
FY

T (X → Y )
FX | TY

F (X → Y )
TX
FY

Definition. A branch is said to be complete if every formula on it has been used.
A tableau is said to be completed if every one of its branches is complete or closed.
A tableau is said to be closed if all of its branches are closed. A tableau is said to
be open if it is not closed, i.e., if it has at least one open branch.
We say that a formulaX has been proved by the tableaux method if there exists a
closed analytic tableau with origin FX .

Strategies. Our goal is to find a completed analytic tableau for a given formula.
There are different strategies for deriving such a tableau.
Strategy 1 is to work systematically downwards: in this strategy, we never use a
line until all lines above it have been used. When using this strategy, we are guar-
anteed to arrive at a completed tableau after a finite number of steps. However,
strategy 1 is often more inefficient than the following strategy 2:
Strategy 2: give priority to lines of type (A). This means that we use up all lines of
type (A) before using those of type (B). When following this strategy, we postpone
the creation of new branches until absolutely necessary, thus keeping the size of
the tableau smaller when compared to strategy 1.
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Abbreviations. We often use the following shortcut notation when discussion
signed formulas: We use the letter α to stand for any signed formula of type (A).
In this case, we use α1 and α2 to denote the direct consequences (in the special
case where there is only one direct consequence, we will set α1 = α2). All
possibilities for α, α1, and α2 are summarized in the following table:

α α1 α2

T (X ∧ Y ) TX TY
F (X ∨ Y ) FX FY
F (X → Y ) TX FY
T (¬X) FX FX
F (¬ X) TX TX

We also use the letter β to stand for any signed formula of type (B). In this case,
we use β1 and β2 to denote the two alternative consequences. For reasons of
symmetry, we further also allow β to also stand for a signed formula which is a
negation, in which case we set β1 = β2. Thus, all possibilities for β, β1, β2 are
summarized as follows:

β β1 β2

F (X ∧ Y ) FX FY
T (X ∨ Y ) TX TY
T (X → Y ) FX TY
T (¬X) FX FX
F (¬ X) TX TX

With these conventions, the rules for tableaux can be written succinctly as follows:

α
α1

α2

β
β1 | β2

Definition. The conjugate of a signed formula FX is TX , and the conjugate of
a signed formula TX is FX . We write ϕ̄ for the conjugate of a signed formula ϕ.

We also observe the following: the conjugate of any α is some β, and in this case,
(α1) = β1 and (α2) = β2. The conjugate of any β is some α, and in this case,
(β1) = α1 and (β2) = α2. Moreover, for any signed formula ϕ, we have ¯̄ϕ = ϕ.
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2 Soundness and Completeness for Analytic Tableaux

Recall that we have called a branch of a tableau “complete” if every formula on
it “has been used”. With our convention on using the letters α and β for signed
formulas, we may express this more precisely:
A branch θ of a tableau T is complete if for every α ∈ θ, both α1, α2 ∈ θ, and for
every β ∈ θ, either β1 ∈ θ or β2 ∈ θ.
As before, we say that a tableau T is completed if every branch θ of T is either
closed or complete.

2.1 Tableaux and valuations

Let [[−]] be a valuation. We extend [[−]] to signed formulas in the obvious way
by letting [[TX ]] = [[X ]] and [[FX ]] = 1 − [[X ]]. Thus, FX is true under a given
valuation iffX is false under that valuation.

Definition. Let [[−]] be a valuation. We say that a branch θ of a tableau T is true
under [[−]] if for all ϕ ∈ θ, [[ϕ]] = 1. We say that T is true under [[−]] if there is at
least one branch θ of T such that θ is true under [[−]].

2.2 Soundness

Soundness states that if a formula X is provable by the tableaux method, then X
is a tautology.

Theorem 2.1 (Soundness). SupposeX is a proposition, and T is a closed tableau
with origin FX . Then X is a tautology.

The proof depends on the following lemma:

Lemma 2.2. Suppose T1 and T2 are tableaux such that T2 is an immediate exten-
sion of T1. Then T2 is true under every interpretation under which T1 is true.

Proof. Suppose T1 is true under the given valuation [[−]]. Then T1 has at least
one true branch θ. Now T2 was obtained by adding one or two successors to the
endpoint of some branch θ1 of T1. If θ1 #= θ, then θ is still a branch of T2, hence
T2 is true and we are done. Assume therefore that θ1 = θ. Then θ was extended
by one of the following operations:
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(A) For some α ∈ θ, we have added α1 or α2, so θ ∪ {α1} or θ ∪ {α2} is a
branch of T2. But [[α]] = 1, therefore [[α1]] = 1 and [[α2]] = 1, therefore T2

contains a true branch.

(B) For some β ∈ θ, we have added both β1 and β2, so both θ ∪ {β1} and
θ ∪ {β2} are branches of T2. But [[β]] = 1, therefore [[β1]] = 1 or [[β2]] = 1,
therefore T2 contains at least one true branch. !

Lemma 2.3. Let [[−]] be a fixed valuation. For any tableau T , if the origin of T
is true under [[−]], then T is true under [[−]].

Proof. This is an immediate consequence of the previous lemma, by induction:
T is obtained from the origin by repeatedly extending the tableau in the sense of
Lemma 2.2, at each step preserving truth. !

Proof of the Soundness Theorem: Let T be a closed tableau with origin FX , and
let [[−]] be any valuation. Since T is closed, each branch contains some formula
and its negation, and therefore T cannot be true under [[−]]. From Lemma 2.3, it
follows that the origin of T is false under [[−]], thus [[FX ]] = 0, thus [[X ]] = 1.
Since [[−]] was arbitrary, it follows thatX is a tautology. !

2.3 Completeness

Completeness is the converse of soundness: it states that if X is a tautology, then
X is provable by the tableaux method. In fact we will prove something slightly
stronger, namely, ifX is a tautology, then every strategy for completing a tableaux
forX will lead to a closed tableaux.

Theorem 2.4 (Completeness). (a) SupposeX is a tautology. Then every com-
pleted tableau with origin FX must be closed.

(b) Suppose X is a tautology. Then X is provable by the tableaux method.

The main ingredient in the proof is the notion of a Hintikka set.

Definition. Let S be a (finite or infinite) set of signed formulas. Then S is called a
Hintikka set (or downward saturated) if it satisfies the following three conditions:

(H0) There is no propositional variable p such that both Tp ∈ S and Fp ∈ S.

(H1) If α ∈ S, then α1 ∈ S and α2 ∈ S.
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(H2) If β ∈ S, then β1 ∈ S or β2 ∈ S.

Note that, by definition, a complete non-closed branch θ is a Hintikka set.
If S is a set of signed formulas, we say that S is satisfiable if there exists a valua-
tion [[−]] such that for all ϕ ∈ S, [[ϕ]] = 1.

Lemma 2.5 (Hintikka Lemma). Every Hintikka set is satisfiable.

Proof. Let S be a Hintikka set, and define a valuation as follows: for any propo-
sitional variable p, let

[[p]] = 1 if Tp ∈ S,
[[p]] = 0 if Fp ∈ S,
[[p]] = 1 if Tp #∈S and Fp #∈S.

Note that, since S is a Hintikka set, we cannot have Tp ∈ S and Fp ∈ S at the
same time. Thus, this is well-defined. We recursively extend [[−]] to composite
formulas in the unique way.
We now claim that for all ϕ ∈ S, [[ϕ]] = 1. This is proved by induction on ϕ. For
atomic ϕ, this is true by definition. If ϕ is composite, then there are two cases:

(A) ϕ is some α. Then by (H1), α1 ∈ S and α2 ∈ S. By induction hypothesis,
[[α1]] = 1 and [[α2]] = 1, therefore [[α]] = 1.

(B) ϕ is some β. Then by (H2), β1 ∈ S or β2 ∈ S. By induction hypothesis,
[[β1]] = 1 or [[β2]] = 1, therefore [[β]] = 1.

Thus, [[ϕ]] = 1 for all ϕ ∈ S, and hence S is satisfiable as desired. !

Proof of the Completeness Theorem:

(a) Suppose X is a tautology, and T is some completed tableau with origin
FX . Suppose θ is some branch of T which is not closed. Then θ is a
Hintikka set by definition, hence satisfiable by the Hintikka Lemma. Thus,
there exists some valuation [[−]] which makes θ true. Since FX ∈ θ, we
have [[FX ]] = 1, hence [[X ]] = 0, hence X is not a tautology, a contradic-
tion. It follows that every branch of T is closed.

(b) It is easy to see that for any signed formula ϕ, there exists a completed
tableau with origin ϕ. For example, such a tableau is obtained by following
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Strategy 1 or Strategy 2 from Section 1. In particular, if X is a tautology,
then there exists a completed tableau with origin FX , which is closed by
(a), and henceX is provable by the tableaux method. !

2.4 Discussion of the proofs

We note the following features of the soundness and completeness proofs:

Soundness proof. The proof of soundness essentially proceeds by induction on
tableaux, as is evident in the proof of Lemma 2.3. One fixes a valuation, then
proves by induction that all derivations respect the given valuation.
This proof method is typical of soundness proofs in general. Compare this proof
e.g. to the soundness proof for natural deduction in Lemma 1.5.1 of van Dalen’s
book. Most of the time, soundness proofs are relatively easy.

Completeness proof. The central part of any completeness proof is a satisfiabil-
ity result: for a certain set of formulas, one must show that there exists a valuation
making all the formulas true. To see why this is central, notice that the complete-
ness property can be equivalently expressed as follows:
IfX is not provable, thenX is not a tautology.
Thus, it is natural to start by assuming that X is not provable (e.g., its analytic
tableau does not close). Now one must prove that X is not a tautology, which
amounts to finding a specific valuation which makes X false. In the case of ana-
lytic tableaux, this valuation is obtained using Hintikka’s lemma.
Compare this to the completeness proof for natural deduction in Section 1.5 of
van Dalen’s book. It uses a completely different method, yet the central lemma is
the one which allows one to construct a valuation, namely Lemma 1.5.11 (every
consistent set is satisfiable). The method used for constructing a suitable valua-
tion varies from proof system to proof system, and usually gets more difficult as
features are added to the logic.
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The Completeness of Propositional Resolution
A Simple and Constructive Proof

Jean Gallier
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Abstract. It is well known that the resolution method (for propositional logic) is complete.
However, completeness proofs found in the literature use an argument by contradiction
showing that if a set of clauses is unsatisfiable, then it must have a resolution refutation. As
a consequence, none of these proofs actually gives an algorithm for producing a resolution
refutation from an unsatisfiable set of clauses. In this note, we give a simple and constructive
proof of the completeness of propositional resolution which consists of an algorithm together
with a proof of its correctness.
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1 Introduction

The resolution method for (propositional) logic due to J.A. Robinson [4] (1965) is well-known
to be a sound and complete procedure for checking the unsatisfiability of a set of clauses.
However, it appears that the completeness proofs that can be found in the literature (for
instance, Chang and Lee [1], Lewis and Papadimitriou [3], Robinson [5]) are existence proofs
that proceed by contradiction to show that if a set of clauses is unsatisfiable, then it must
have a resolution refutation because otherwise a satisfying assignment can be obtained.
In particular, none of these proofs yields (directly) an algorithm producing a resolution
refutation from an unsatisfiable set of clauses. In that sense, these proofs are nonconstructive.
In Gallier [2] (1986), we gave a completeness proof based on an algorithm for converting a
Gentzen-like proof (using sequents) into a resolution DAG (see Chapter 4). Such a method
is more constructive than the others but, we found later on that it is possible to give a simple
and constructive proof of the completeness of propositional resolution which consists of an
algorithm together with a proof of its correctness. This algorithm and its correctness are the
object of this note.

It should be noted that Judith Underwood gave other constructive proof procedures in
her Ph.D. thesis, notably for the intuitionistic propositional calculus [6].

2 Review of Propositional Resolution

Recall that a literal , L, is either a propositional letter, P , or the negation, ¬P , of a propo-
sitional letter. A clause is a finite set of literals, {L1, . . . , Lk}, interpreted as the disjunc-
tion L1 ∨ · · · ∨ Lk (when k = 0, this is the empty clause denoted ). A set of clauses,
Γ = {C1, . . . , Cn}, is interpreted as the conjunction C1 ∧ · · · ∧ Cn. For short, we write
Γ = C1, . . . , Cn.

The resolution method (J.A. Robinson [4]) is a procedure for checking whether a set of
clauses, Γ, is unsatisfiable. The resolution method consists in building a certain kind of
labeled DAG whose leaves are labeled with clauses in Γ and whose interior nodes are labeled
according to the resolution rule. Given two clauses C = A∪{P} and C ′ = B∪{¬P} (where
P is a propositional letter, P /∈ A and ¬P /∈ B), the resolvent of C and C ′ is the clause

R = A ∪ B

obtained by cancelling out P and ¬P . A resolution DAG for Γ is a DAG whose leaves are
labeled with clauses from Γ and such that every interior node n has exactly two predecessors,
n1 and n2 so that n is labeled with the resolvent of the clauses labeling n1 and n2. In a
resolution step involving the nodes, n1, n2 and n, as above, we say that the two clauses C and
C ′ labeling the nodes n1 and n2 are the parent clauses of the resolvent clause, R, labeling
the node n. In a resolution DAG, D, a clause, C ′ is said to be a descendant of a clause, C,
iff there is a (directed) path from some node labeled with C to a node labeled with C ′. A
resolution refutation for Γ is a resolution DAG with a single root whose label is the empty
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clause. (For more details on the resolution method, resolution DAGs, etc., one may consult
Gallier [2], Chapter 4, or any of the books cited in Section 1.)

Here is an example of a resolution refutation for the set of clauses

Γ = {{P,Q}, {P,¬Q}, {¬P,Q}, {¬P,¬Q}} :

{P,Q} {P,¬Q} {¬P,Q} {¬P,¬Q}

{P} {Q}

{¬P}

3 Completeness of Propositional Resolution:
An Algorithm and its Correctness

Let Γ be a set of clauses. Thus, Γ is either the empty clause, , or it is a conjunction of
clauses, Γ = C1, . . . , Cn. We define the complexity , c(C), of a clause, C, as the number of
disjunction symbols in C; i.e., if C consists of a single literal (i.e., C = {L}, for some literal,
L), then c(C) = 0, else if C = {L1, . . . , Lm} (with m ≥ 2) where the Li’s are literals, then
c(C) = m − 1 (we also set c( ) = 0). If Γ is a conjunction of clauses, Γ = C1, . . . , Cn, then
we set

c(Γ) = c(C1) + · · · + c(Cn).

We now give a recursive algorithm, buildresol, for constructing a resolution DAG from
any set of clauses and then prove its correctness, namely, that if the input set of clauses is
unsatisfiable, then the output resolution DAG is a resolution refutation. This establishes the
completeness of propositional resolution constructively.

Our algorithm makes use of two functions, percolate, and graft.

1. The function percolate(D,A,L)

The inputs are: a resolution DAG, D, some selected leaf of D labeled with a clause, A,
and some literal, L. This function adds the literal L to the clause A to form the clause
A ∪ {L} and then “percolates” L down to the root of D. More precisely, we construct the
resolution DAG, D′, whose underlying unlabeled DAG is identical to D, as follows: Since
D and D′ have the same unlabeled DAG we refer to two nodes of D of D′ as corresponding
nodes if they are identical in the underlying unlabeled DAG. Consider any resolution step
of D. If both parent clauses are not descendants of the premise A, then the corresponding
resolution step of D′ is the same. If the parent clauses in D are C and C ′ where C ′ is a
descendant of the premise A (resp. C is a descendant of the premise A) and if R is the
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resolvent ot C and C ′ in D, then the corresponding parent nodes in D′ are labeled with C
and C ′ ∪ {L} and their resolvent node with R ∪ {L} (resp. the corresponding parent nodes
in D′ are labeled with C ∪{L} and C ′ and their resolvent node wih R∪{L}). If both parent
clauses C and C ′ in D are descendant of the premise A, then the corresponding parent nodes
in D′ are labeled with C ∪ {L} and C ′ ∪ {L} and their resolvent node with R ∪ {L}.

Observe that if ∆ ∪ {A} is the set of premises of D, then Γ = ∆ ∪ {A ∪ {L}} is the set
of premises of percolate(D,A,L).

For example, if D is the resolution DAG shown below (in fact, a resolution refutation)

{P,Q} {¬P,Q} A = {¬Q}

{Q}

Figure 1: Resolution DAG D

then adding L = ¬P to A = {¬Q} in D yields the resolution DAG D′ produced by
percolate(D,A,L):

{P,Q} {¬P,Q} {¬P,¬Q}

{Q}

{¬P}

Figure 2: Resolution DAG D′ = percolate(D,A,L)

2. The function graft(D1, D2)

Its inputs are two resolution DAGs, D1 and D2, where the clause, C, labeling the root
of D1 is identical to one of the premises of D2. Then, this function combines D1 and D2

by connecting the links to the premise labeled C in D2 to the root of D1, also labeled C,
obtaining the resolution DAG graft(D1, D2).

For example, if D1 and D2 are the resolution refutation DAGs shown below

{P,Q} {¬P,Q} {¬P,¬Q}

{Q}

{¬P}

Figure 3: Resolution DAG D1
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{P,Q} {P,¬Q} {¬P}

{P}

Figure 4: Resolution DAG D2

we obtain the resolution DAG

{P,Q} {P,¬Q} {¬P,Q} {¬P,¬Q}

{P} {Q}

{¬P}

Figure 5: Resolution DAG graft(D1, D2)

where the edges coming from D2 are indicated with thicker lines. The algorithm buildresol
is shown below.

3. The algorithm buildresol(Γ)

The input to buildresol is a set of clauses, Γ.

function buildresol(Γ)

begin

if all clauses in Γ are literals then

if Γ contains complementary literals L and ¬L,

then return a resolution refutation with leaves L and ¬L

else abort

endif

else select any nonliteral clause, C, in Γ and select any literal, L, in C;

let C = A ∪ {L}; let Γ = ∆ ∪ {C};
D1 = buildresol(∆ ∪ {A}); D2 = buildresol(∆ ∪ {L}); D′

1 = percolate(D1, A, L);

if D′
1 is a resolution DAG

then return D′
1

else D = graft(D′
1, D2); return D

endif

endif

end
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Finally, we prove the correctness of our recursive algorithm buildresol.

Theorem 3.1 For every conjunction of clauses, Γ, if Γ is unsatisfiable, then the algorithm
builresol outputs a resolution refutation for Γ. Therefore, propositional resolution is com-
plete.

Proof . We prove the correctness of the algorithm buildresol by induction on c(Γ). Let
Γ = C1, . . . , Cn. We may assume Γ '= , since the case Γ = is trivial. We proceed by
induction on c(Γ).

If c(Γ) = 0, then every clause, Ci, contains a single literal and if Γ is unsatisfiable, then
there must be two complementary clauses, Ci = {P} and Cj = {¬P}, in Γ. Thus, we
instantly get a resolution refutation by applying the resolution rule to {P} and {¬P}.

Otherwise, c(Γ) > 0, so there is some clause in Γ that contains at least two literals. Pick
any such clause, C, and pick any literal, L, in C. Write C = A∪ {L} with A '= and write
Γ =∆ , C (∆ can’t be empty since Γ is unsatisfiable). As Γ = ∆, A ∪ {L} is unsatisfiable,
both ∆, A and ∆, L must be unsatisfiable. However, observe that

c(∆, A) < c(Γ) and c(∆, L) < c(Γ).

Therefore, by the induction hypothesis, the algorithm buildresol produces two resolution
refutations, D1 and D2, with sets of premises ∆, A and ∆, L, respectively. Now, consider the
resolution DAG, D′

1 = percolate(D1, A, L), obtained from D1 by adding L to the clause A
and letting L percolate down to the root.

Observe that in D′
1, every clause that is a descendant of the premise A ∪ {L} is of the

form C ∪ {L}, where C is the corresponding clause in D1. Therefore, the root of the new
DAG D′

1 obtained from D1 is either labeled (this may happen when the other clause in a
resolution step involving a descendent of the clause A already contains L) or L. In the first
case, D′

1 is already a resolution refutation for Γ and we are done. In the second case, we can
combine D′

1 and D2 using graft(D′
1, D2) since the root of D′

1 is also labeled L, one of the
premises of D2. Clearly, we obtain a resolution refutation for Γ.

As an illustration of our algorithm, consider the set of clauses

Γ = {{P,Q}, {P,¬Q}, {¬P,Q}, {¬P,¬Q}}

as above and pick C = {¬P,¬Q}, L = ¬P and A = {¬Q}. After the two calls
buildresol(∆ ∪ {A}) and buildresol(∆ ∪ {L}), we get the resolution refutations D1:

{P,Q} {¬P,Q} {¬Q}

{Q}

Figure 6: Resolution DAG D1 = buildresol(∆ ∪ {A})
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and D2:

{P,Q} {P,¬Q} {¬P}

{P}

Figure 7: Resolution DAG D2 = buildresol(∆ ∪ {L})

When we add L = ¬P to A = {¬Q} in D1, we get the resolution DAG
D′

1 = percolate(D1, A, L):

{P,Q} {¬P,Q} {¬P,¬Q}

{Q}

{¬P}

Figure 8: Resolution DAG D′
1 = percolate(D1, A, L)

Finally, we construct the resolution refutation D = graft(D′
1, D2):

{P,Q} {P,¬Q} {¬P,Q} {¬P,¬Q}

{P} {Q}

{¬P}

Figure 9: Resolution DAG D = graft(D′
1, D2)

where the edges coming from D2 are indicated with thicker lines.

Observe that the proof of Theorem 3.1 proves that if Γ is unsatisfiable, then our algorithm
succeeds no matter which clause containing at least two literals is chosen and no matter which
literal is picked in such a clause.

Furthermore, as pointed out by one of the referees, although the proof of completeness
is constructive in the sense that it shows an algorithm is correct, it does not explicitly use
constructive logic. Nevertheless the logical proof can be recovered from the algorithm and
it is constructive.

7
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Chapter 9

SLD-Resolution And
Logic Programming

(PROLOG)

9.1 Introduction

We have seen in Chapter 8 that the resolution method is a complete procedure
for showing unsatisfiability. However, finding refutations by resolution can be
a very expensive process in the general case. If subclasses of formulae are
considered, more efficient procedures for producing resolution refutations can
be found. This is the case for the class of Horn clauses. A Horn clause is a
disjunction of literals containing at most one positive literal. For sets of Horn
clauses, there is a variant of resolution called SLD-resolution, which enjoys
many nice properties. SLD-resolution is a special case of a refinement of
the resolution method due to Kowalski and Kuehner known as SL-resolution
(Kowalski and Kuehner, 1970), a variant of Model Elimination (Loveland,
1978), and applies to special kinds of Horn clauses called definite clauses. We
shall present SLD-resolution and show its completeness for Horn clauses.

SLD-resolution is also interesting because it is the main computation
procedure used in PROLOG. PROLOG is a programming language based on
logic, in which a computation is in fact a refutation. The idea to define a
program as a logic formula and view a refutation as a computation is a very
fruitful one, because it reduces the complexity of proving the correctness of
programs. In fact, it is often claimed that logic programs are obviously cor-
rect, because these programs “express” the assertions that they should satisfy.
However, this is not quite so, because the notion of correctness is relative, and

410
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one still needs to define the semantics of logic programs in some independent
fashion. This will be done in Subsection 9.5.4, using a model-theoretic seman-
tics. Then, the correctness of SLD-resolution (as a computation procedure)
with respect to the model-theoretic semantics will be proved.

In this chapter, as in Chapter 8, we begin by studying SLD-resolution
in the propositional case, and then use the lifting technique to extend the
results obtained in the propositional case to the first-order case. Fortunately,
the lifting process goes very smoothly.

As in Chapter 4, in order to prove the completeness of SLD-resolution
for propositional Horn clauses, we first show that Horn clauses have GCNF ′-
proofs of a certain kind, that we shall call GCNF ′-proofs in SLD-form. Then,
we show that every GCNF ′-proof in SLD-form can be mapped into a linear
SLD-refutation. Hence, the completeness proof for SLD-resolution is con-
structive.

The arguments used for showing that every unsatisfiable Horn clause
has a GCNF ′-proof in SLD-form are quite basic and combinatorial in nature.
Once again, the central concept is that of proof transformation.

We conclude this chapter by discussing the notion of logic program and
the idea of viewing SLD-resolution as a computation procedure. We pro-
vide a rigorous semantics for logic programs, and show the correctness and
completeness of SLD-resolution with respect to this semantics.

The contents of Section 9.5 can be viewed as the theoretical foundations
of logic programming, and PROLOG in particular.

9.2 GCNF ′-Proofs in SLD-Form

First, we shall prove that every unsatisfiable propositional Horn clause has
a GCNF ′-proof of a certain type, called a proof in SLD-form. In order to
explain the method for converting a GCNF ′-proof into an SLD-resolution
proof, it is convenient to consider the special case of sets of Horn clauses,
containing exactly one clause containing no positive literals (clause of the
form {¬P1, ...,¬Pm}). Other Horn clauses will be called definite clauses.

9.2.1 The Case of Definite Clauses

These concepts are defined as follows.

Definition 9.2.1 A Horn clause is a disjunction of literals containing at
most one positive literal. A Horn clause is a definite clause iff it contains a
(single) positive literal. Hence, a definite clause is either of the form

{Q}, or {¬P1, ...,¬Pm, Q}.
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A Horn clause of the form
{¬P1, ...,¬Pm}

is called a negative clause or goal clause.

For simplicity of notation, a clause {Q} will also be denoted by Q. In
the rest of this section, we restrict our attention to sets S of clauses consisting
of definite clauses except for one goal clause. Our goal is to show that for
a set S consisting of definite clauses and of a single goal B, if S is GCNF ′-
provable, then there is a proof having the property that whenever a ∨ : left
rule is applied to a definite clause {¬P1, ...,¬Pm, Q}, the rule splits it into
{¬P1, ...,¬Pm} and {Q}, the sequent containing {Q} is an axiom, and the
sequent containing {¬P1, ...,¬Pm} does not contain ¬Q.

EXAMPLE 9.2.1

Consider the set S of Horn clauses with goal {¬P1,¬P2} given by:

S = {{P3}, {P4}, {¬P1,¬P2}, {¬P3,¬P4, P1}, {¬P3, P2}}.

The following is a GCNF ′-proof:

P3,¬P3 → P4,¬P4 →

P3, P4, {¬P3,¬P4} →

¬P1, P1 →

¬P2, P2 → P3,¬P3 →

P3,¬P2, {¬P3, P2} →

P3, {¬P1,¬P2}, P1, {¬P3, P2} →

P3, P4, {¬P1,¬P2}, {¬P3,¬P4, P1}, {¬P3, P2} →

Another proof having the properties mentioned above is

¬P1, P1 →

P3,¬P3 → P4,¬P4 →

P3, P4, {¬P3,¬P4} →

P3, P4,¬P1, {¬P3,¬P4, P1} →

¬P2, P2 → P3,¬P3 →

P3,¬P2, {¬P3, P2} →

P3, P4, {¬P1,¬P2}, {¬P3,¬P4, P1}, {¬P3, P2} →

Observe that in the above proof, the ∨ : left rule is first applied to the
goal clause {¬P1,¬P2}, and then it is applied to split each definite clause
{¬Q1, ...,¬Qm, Q} into {¬Q1, ...,¬Qm} and {Q}, in such a way that the se-
quent containing {Q} is the axiom Q,¬Q →. Note also that each clause
{¬Q1, ...,¬Qm} resulting from splitting a definite clause as indicated above is
the only goal clause in the sequent containing it.
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9.2.2 GCNF ′-Proofs in SLD-Form

The above example suggests that if a set of definite clauses with goal B is
GCNF ′-provable, it has a proof obtained by following rules described below,
starting with a one-node tree containing the goal B = {¬P1, ...,¬Pm}:

(1) If no leaf of the tree obtained so far contains a clause consisting of a
single negative literal ¬Q then,

As long as the tree is not a GCNF ′-proof tree, apply the ∨ : left rule
to each goal clause B of the form {¬Q1, ...,¬Qm} (m > 1) in order to form
m immediate descendants of B, else

(2) For every goal clause consisting of a single negative literal ¬Q, find a
definite clause {¬P1, ...,¬Pk, Q} (or Q when k = 0), and split {¬P1, ...,¬Pk,
Q} using the ∨ : left rule in order to get the axiom ¬Q,Q → in one node,
{¬P1, ...,¬Pm} in the other, and drop ¬Q from that second node.

Go back to (1).

In is not clear that such a method works, and that in step (2), the
existence of a definite clause {¬P1, ...,¬Pk, Q} such that Q cancels ¬Q is
guaranteed. However, we are going to prove that this is always the case.
First, we define the type of proofs arising in the procedure described above.

Definition 9.2.2 Given a set S of clauses consisting of definite clauses and
of a single goal B, a GCNF ′-proof is in SLD-form iff the conditions below
are satisfied:

For every node B in the tree that is not an axiom:

(1) If the set of clauses labeling that node does not contain any clause
consisting of a single negative literal ¬Q, then it contains a single goal clause
of the form {¬Q1, ...,¬Qm} (m > 1), and the ∨ : left rule is applied to this
goal clause in order to form m immediate descendants of B.

(2) If the set of clauses labeling that node contains some single negative
literal, for such a clause ¬Q, there is some definite clause

{¬P1, ...,¬Pk, Q},

(k > 0), such that the ∨ : left rule is applied to

{¬P1, ...,¬Pk, Q}

in order to get the axiom ¬Q,Q → and a sequent containing the single goal
clause {¬P1, ...,¬Pk}.

We are now going to prove that if a set of clauses consisting of definite
clauses and of a single goal clause if provable in GCNF ′, then it has a proof
in SLD-form. For this, we are going to perform proof transformations, and
use simple combinatorial properties.
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9.2.3 Completeness of Proofs in SLD-Form

First, we need to show that every GCNF ′-provable set of clauses has a proof
in which no weakenings takes place. This is defined as follows.

Definition 9.2.3 A GCNF ′-proof is without weakenings iff every applica-
tion of the ∨ : left rule is of the form:

Γ, A1, ..., Am → Γ, B →

Γ, (A1 ∨ B), ..., (Am ∨ B) →

We have the following normal form lemma.

Lemma 9.2.1 If a set S of clauses is GCNF ′-provable, then a GCNF ′-
proof without weakenings and in which all the axioms contain only literals
can be constructed.

Proof : Since G′ is complete, S → has a G′-proof T . By lemma 6.3.1
restricted to propositions, S → has a G′-proof T ′ in which all axioms are
atomic. Using lemma 4.2.2, S → has a G′-proof T ′′ in which all axioms
are atomic, and in which all applications of the ∨ : left rule precede all
applications of the ¬ : left rule. The tree obtained from T ′′ by retaining
the portion of the proof tree that does not contain ¬ : left inferences is the
desired GCNF ′-proof.

The following permutation lemma is the key to the conversion to SLD-
form.

Lemma 9.2.2 Let S be a set of clauses that has a GCNF ′-proof T . Then,
for any clause C in S having more than one literal, for any partition of the
literals in C into two disjunctions A and B such C = (A ∨ B), there is a
GCNF ′-proof T ′ in which the ∨ : left rule is applied to (A ∨ B) at the root.
Furthermore, if the proof T of S is without weakenings and all axioms contain
only literals, the proof T ′ has the same depth as T .

Proof : Observe that representing disjunctions of literals as unordered
sets of literals is really a convenience afforded by the associativity, commuta-
tivity and idempotence of ∨, but that this convenience does not affect the com-
pleteness of G′. Hence, no matter how C is split into a disjunction (A∨B), the
sequent Γ, (A∨B) → is G′-provable. By converting a G′-proof of Γ, (A∨B) →
given by lemma 9.2.1 into a GCNF ′-proof, we obtain a GCNF ′-proof with-
out weakenings, and in which the ∨ : left rule is applied to A and B only
after it is applied to (A∨B). If the ∨ : left rule applied at the root does not
apply to (A ∨ B), it must apply to some other disjunction (C ∨ D). Such a
proof T must be of the following form:
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Tree T

Π1 Π2

Γ, (A ∨ B), (C ∨ D) →

where Π1 is the tree

T1

Γ1, A →

S1

Γ1, B →

Γ1, (A ∨ B) →

Tm

Γm, A →

Sm

Γm, B →

Γm, (A ∨ B) →

R

Γ, (A ∨ B), C →

and where Π2 is the tree

T ′

1

∆1, A →

S′

1

∆1, B →

∆1, (A ∨ B) →

T ′

n

∆n, A →

S′

n

∆n, B →

∆n, (A ∨ B) →

S

Γ, (A ∨ B),D →

In the above proof, we have indicated the nodes to which the ∨ : left
rule is applied, nodes that must exist since all axioms consist of literals. The
inferences above Γ, (A ∨ B), C and below applications of the ∨ : left rule to
(A∨B) are denoted by R, and the similar inferences above Γ, (A∨B),D are
denoted by S. We can transform T into T ′ by applying the ∨ : left rule at
the root as shown below:

Tree T ′

Π′

1 Π′

2

Γ, (A ∨ B), (C ∨ D) →
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where Π′

1 is the tree

T1

Γ1, A →

Tm

Γm, A →

T ′

1

∆1, A →

T ′

n

∆n, A →

R S

Γ, A,C → Γ, A,D →

Γ, A, (C ∨ D) →

and where Π′

2 is the tree

S1

Γ1, B →

Sm

Γm, B →

S′

1

∆1, B →

S′

n

∆n, B →

R S

Γ, B,C → Γ, B,D →

Γ, B, (C ∨ D) →

Clearly, depth(T ′) = depth(T ).

Note that T ′ is obtained from T by permutation of inferences. We need
another crucial combinatorial property shown in the following lemma.

Lemma 9.2.3 Let S be an arbitrary set of clauses such that the subset
of clauses containing more than one literal is the nonempty set {C1, ..., Cn}
and the subset consisting of the one-literal clauses is J . Assume that S is
GCNF ′-provable, and that we have a proof T without weakenings such that
all axioms consist of literals. Then, every axiom is labeled with a set of literals
of the form {L1, ..., Ln} ∪ J , where each literal Li is in Ci, i = 1, ..., n.

Proof : We proceed by induction on proof trees. Since S contains at
least one clause with at least two literals and the axioms only contain literals,
depth(T ) ≥ 1. If T has depth 1, then there is exactly one application of the
∨ : rule and the proof is of the following form:

J, L1 → J, L2 →

J, (L1 ∨ L2) →
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Clearly, the lemma holds.

If T is a tree of depth k + 1, it is of the following form,

T1

Γ, A →

T2

Γ, B →

Γ, (A ∨ B) →

where we can assume without loss of generality that Cn = (A ∨ B). By the
induction hypothesis, each axiom of T1 is labeled with a set of clauses of the
form {L1, ..., Ln} ∪ J , where each literal Li is in Ci for i = 1, ..., n − 1, and
either Ln = A if A consists of a single literal, or Ln belongs to A. Similarly,
each axiom of T2 is labeled with a set of clauses of the form {L1, ..., Ln} ∪ J ,
where each literal Li is in Ci for i = 1, ..., n−1, and either Ln = B if B consists
of a single literal, or Ln belongs to B. Since the union of A and B is Cn,
every axiom of T is labeled with a set of clauses of the form {L1, ..., Ln} ∪ J ,
where each literal Li is in Ci, i = 1, ..., n. Hence, the lemma holds.

As a consequence, we obtain the following useful corollary.

Lemma 9.2.4 Let S be a set of Horn clauses. If S is GCNF ′-provable,
then S contains at least one clause consisting of a single positive literal, and
at least one goal (negative) clause.

Proof : It S is an axiom, this is obvious. Otherwise, by lemma 9.2.3, if
S is GCNF ′-provable, then it has a proof T without weakenings such that
every axiom is labeled with a set of literals of the form {L1, ..., Ln}∪J , where
each literal Li is in Ci, i = 1, ..., n, and J is the set of clauses in S consisting
of a single literal. If J does not contain any positive literals, since every
Horn clause Ci contains a negative literal say ¬Ai, the set {¬A1, ...,¬An}∪J
contains only negative literals, and so cannot be an axiom. If every clause in
J is positive and every clause Ci contains some positive literal say Ai, then
{A1, ..., An} ∪ J contains only positive literals and cannot be an axiom.

In order to prove the main theorem of this section, we will need to
show that the provability of a set of Horn clauses with several goals (negative
clauses) reduces to the case of a set of Horn clauses with a single goal.

Lemma 9.2.5 Let S be a set of Horn clauses consisting of a set J of single
positive literals, goal clauses N1,...,Nk, and definite clauses C1,...,Cm contain-
ing at least two literals.

If S is GCNF ′-provable, then there is some i, 1 ≤ i ≤ k, such that

J ∪ {C1, ..., Cm} ∪ {Ni}

is GCNF ′-provable. Furthermore, if T is a GCNF ′-proof of S without weak-
enings and such that the axioms contain only literals, J ∪ {C1, ..., Cm}∪ {Ni}
has a proof of depth less than or equal to the depth of T .
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Proof : We proceed by induction on proof trees. Let T be a GCNF ′-
proof of S without weakenings and such that all axioms contain only literals.

Case 1: J ∪ {C1, ..., Cm} ∪ {N1, ...,Nk} is an axiom. Then, one of the
positive literals in J must be the conjugate of some negative clause Ni, and
the lemma holds.

Case 2: The bottom ∨ : left rule is applied to one of the Ni. Without
loss of generality, we can assume that it is N1 = {¬Q1, ...,¬Qj ,¬P}.

Letting C = C1, ..., Cm, the proof is of the form

T1

J, C, N2, ..., Nk, {¬Q1, ...,¬Qj} →

T2

J, C, N2, ..., Nk,¬P →

J, C, N1, ...,Nk →

Observe that the bottom sequents of T1 and T2 satisfy the conditions of
the induction hypothesis. There are two subcases. If both

J,C1, ..., Cm, {¬Q1, ...,¬Qj} → and

J,C1, ..., Cm,¬P →

are provable, then

J,C1, ..., Cm, {¬Q1, ...,¬Qj ,¬P} →

is provable by application of the ∨ : rule, and the lemma holds. If

J,C1, ..., Cm, Ni →

is provable for some i, 2 ≤ i ≤ k, then the lemma also holds.

Case 3: The bottom ∨ : rule is applied to one of the Ci. Without loss
of generality, we can assume that it is C1 = {¬Q1, ...,¬Qj , P}. There are two
subcases:

Case 3.1: Letting N = N1, ...,Nk, the proof is of the form

T1

J,C2, ..., Cm,N , {¬Q1, ...,¬Qj} →

T2

J, P,C2, ..., Cm,N →

J,C1, ..., Cm,N →

Again the induction hypothesis applies to both T1 and T2. If

J,C2, ..., Cm, {¬Q1, ...,¬Qj} → is provable and

J, P,C2, ..., Cm, Ni → is provable
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for some i, 1 ≤ i ≤ k, then by the ∨ : rule,

J,C1, ..., Cm, Ni →

is also provable, and the lemma holds. If

J,C2, ..., Cm, Ni →

is provable for some i, 1 ≤ i ≤ k, then

J,C1, ..., Cm, Ni →

is also provable (using weakening in the last ∨ : rule).

Case 3.2: Letting N = N1, ...,Nk, the proof is of the form

T1

J,C2, ..., Cm,N , {¬Q2, ...,¬Qj , P} →

T2

J,C2, ..., Cm,¬Q1,N →

J,C1, ..., Cm,N →

Applying the induction hypothesis, either

J,C2, ..., Cm, Ni, {¬Q2, ...,¬Qj , P}

is provable for some i, 1 ≤ i ≤ k, and

J,C2, ..., Cm,¬Q1 →

is provable, and by the ∨ : rule, J,C1, ..., Cm, Ni is provable and the lemma
holds. Otherwise,

J,C2, ..., Cm, Ni

is provable for some i, 1 ≤ i ≤ k, and so J,C1, ..., Cm, Ni is also provable
using weakening in the last ∨ : rule. This concludes the proof.

We are now ready to prove the main theorem of this section.

Theorem 9.2.1 (Completeness of proofs in SLD-form) If a set S consisting
of definite clauses and of a single goal B = {¬P1, ...,¬Pn} is GCNF ′-provable,
then it has a GCNF ′-proof in SLD-form.

Proof : Assume that S is not an axiom. By lemma 9.2.1, there is a
GCNF ′-proof T without weakenings, and such that all axioms consist of
literals. We proceed by induction on the depth of proof trees. If depth(T ) = 1,
the proof is already in SLD-form (this is the base case of lemma 9.2.3). If
depth(T ) > 1, by n applications of lemma 9.2.2, we obtain a proof tree T ′

having the same depth as T , such that the i-th inference using the ∨ : left
rule is applied to {¬Pi, ...,¬Pn}. Hence, letting C = C1, ..., Cm, the tree T ′ is
of the form:
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Tn−1

J, C,¬Pn−1 →

Tn

J, C,¬Pn →

J, C, {¬Pn−1,¬Pn} →

...

T1

J, C,¬P1 →

T2

J, C,¬P2 → J, C, {¬P3, ...,¬Pn} →

J, C, {¬P2, ...,¬Pn} →

J, C, {¬P1, ...,¬Pn} →

where J is the set of clauses consisting of a single positive literal, and each
clause Ci has more than one literal. For every subproof rooted with J,C1, ...,
Cm,¬Pi →, by lemma 9.2.3, each axiom is labeled with a set of literals

{L1, ..., Lm} ∪ {¬Pi} ∪ J,

where each Lj is in Cj , 1 ≤ j ≤ m. In particular, since each clause Cj contains
a single positive literal Aj , for every i, 1 ≤ i ≤ n, {A1, ..., Am} ∪ {¬Pi} ∪ J
must be an axiom. Clearly, either some literal in J is of the form Pi, or there
is some definite clause C = {¬Q1, ...,¬Qp, Aj} among C1,...,Cm, with positive
literal Aj = Pi. In the first case, J,C1, ..., Cm,¬Pi → is an axiom and the
tree Ti is not present. Otherwise, let C ′ = {C1, ..., Cm}− {C}. Using lemma
9.2.2 again, we obtain a proof Ri of

J,C1, ..., Cm,¬Pi →

(of depth equal to the previous one) such that the the ∨ : left rule is applied
to C:

Pi,¬Pi →

T ′

i

J, {¬Q1, ...,¬Qp}, C ′,¬Pi →

J, {¬Q1, ...,¬Qp, Pi}, C ′,¬Pi →

Note that
J, {¬Q1, ...,¬Qp}, C

′,¬Pi →

has two goal clauses. By lemma 9.2.5, either

J, {¬Q1, ...,¬Qp}, C
′ →
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has a proof Ui, or
J,C ′,¬Pi →

has a proof Vi, and the depth of each proof is no greater than the depth
of the proof Ri of J, {¬Q1, ...,¬Qp, Pi}, C ′,¬Pi →. In the second case, by
performing a weakening in the last inference of Vi, we obtain a proof for
J,C1..., Cm,¬Pi → of smaller depth than the original, and the induction
hypothesis applies, yielding a proof in SLD-form for J,C1, ..., Cm,¬Pi → . In
the first case, ¬Pi is dropped and, by the induction hypothesis, we also have
a proof in SLD-form of the form:

Pi,¬Pi →

T ′′

i

J, {¬Q1, ...,¬Qp}, C ′ →

J, {¬Q1, ...,¬Qp, Pi}, C ′,¬Pi →

Hence, by combining these proofs in SLD-form, we obtain a proof in
SLD-form for S.

Combining theorem 9.2.1 and lemma 9.2.5, we also have the following
theorem.

Theorem 9.2.2 Let S be a set of Horn clauses, consisting of a set J of
single positive literals, goal clauses N1,...,Nk, and definite clauses C1,...,Cm

containing at least two literals. If S is GCNF ′-provable, then there is some
i, 1 ≤ i ≤ k, such that

J ∪ {C1, ..., Cm} ∪ {Ni}

has a GCNF ′-proof in SLD-form.

Proof : Obvious by theorem 9.2.1 and lemma 9.2.5.

In the next section, we shall show how proofs in SLD-form can be con-
verted into resolution refutations of a certain type.

PROBLEMS

9.2.1. Give a GCNF ′-proof in SLD-form for each of the following sequents:

{¬P3,¬P4, P5}, {¬P1, P2}, {¬P2, P1}, {¬P3, P4}, {P3},

{¬P1,¬P2}, {¬P5, P2} →

{P1}, {P2}, {P3}, {P4}, {¬P1,¬P2, P6}, {¬P3,¬P4, P7},

{¬P6,¬P7, P8}, {¬P8} →
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{¬P2, P3}, {¬P3, P4}, {¬P4, P5}, {P3}, {P1}, {P2}, {¬P1},

{¬P3, P6}, {¬P3, P7}, {¬P3, P8} →

9.2.2. Complete the missing details in the proof of lemma 9.2.5.

9.2.3. Write a computer program for building proof trees in SLD-form for
Horn clauses.

∗ 9.2.4. Given a set S of Horn clauses, we define an H-tree for S as a tree
labeled with propositional letters and satisfying the following proper-
ties:

(i) The root of T is labeled with F (false);

(ii) The immediate descendants of F are nodes labeled with proposi-
tional letters P1,...,Pn such that {¬P1, ...,¬Pn} is some goal clause in
S;

(iii) For every nonroot node in the tree labeled with some letter Q,
either the immediate descendants of that node are nodes labeled with
letters P1,...,Pk such that {¬P1, ...,¬Pk, Q} is some clause in S, or
this node is a leaf if {Q} is a clause in S.

Prove that S is unsatisfiable iff it has an H-tree.

9.3 SLD-Resolution in Propositional Logic

SLD-refutations for sets of Horn clauses can be viewed as linearizations of
GCNF ′-proofs in SLD-form.

9.3.1 SLD-Derivations and SLD-Refutations

First, we show how to linearize SLD-proofs.

Definition 9.3.1 The linearization procedure is a recursive algorithm that
converts a GCNF ′-proof in SLD-form into a sequence of negative clauses
according to the following rules:

(1) Every axiom ¬P, P → is converted to the sequence < {¬P}, >.

(2) For a sequent R → containing a goal clause N = {¬P1, ...,¬Pn}, with
n > 1, if Ci is the sequence of clauses that is the linearization of the subtree
with root the i-th descendant of the sequent R →, construct the sequence
obtained as follows:

Concatenate the sequences C ′

1,...,C
′

n−1, Cn, where, for each i, 1 ≤ i ≤
n− 1, letting ni be the number of clauses in the sequence Ci, the sequence C′

i

has ni − 1 clauses such that, for every j, 1 ≤ j ≤ ni − 1, if the j-th clause of
Ci is

{B1, ..., Bm},
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then the j-th clause of C ′

i is

{B1, ..., Bm,¬Pi+1, ...,¬Pn}.

(3) For every nonaxiom sequent Γ,¬P → containing some negative lit-
eral ¬P , if the definite clause used in the inference is {¬P1, ...,¬Pm, P}, letting
∆ = Γ − {¬P1, ...,¬Pm, P}, then if the sequence of clauses for the sequent
∆, {¬P1, ...,¬Pm} → is C, form the sequence obtained by concatenating ¬P
and the sequence C.

Note that by (1), (2), and (3), in (2), the first clause of each C ′

i, (1 ≤
i ≤ n − 1), is

{¬Pi,¬Pi+1, ...,¬Pn},

and the first clause of Cn is {¬Pn}.

The following example shows how such a linearization is done.

EXAMPLE 9.3.1

Recall the proof tree in SLD-form given in example 9.2.1:

¬P1, P1 →

P3,¬P3 → P4,¬P4 →

P3, P4, {¬P3,¬P4} →

P3, P4,¬P1, {¬P3,¬P4, P1} →

¬P2, P2 → P3,¬P3 →

P3,¬P2, {¬P3, P2} →

P3, P4, {¬P1,¬P2}, {¬P3,¬P4, P1}, {¬P3, P2} →

The sequence corresponding to the left subtree is

< {¬P1}, {¬P3,¬P4}, {¬P4}, } >

and the sequence corresponding to the right subtree is

< {¬P2}, {¬P3}, >

Hence, the sequence corresponding to the proof tree is

< {¬P1,¬P2}, {¬P3,¬P4,¬P2},

{¬P4,¬P2}, {¬P2}, {¬P3}, > .

This last sequence is an SLD-refutation, as defined below.

Definition 9.3.2 Let S be a set of Horn clauses consisting of a set D of
definite clauses and a set {G1, ..., Gq} of goals. An SLD-derivation for S
is a sequence < N0, N1, ...,Np > of negative clauses satisfying the following
properties:
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(1) N0 = Gj , where Gj is one of the goals;

(2) For every Ni in the sequence, 0 ≤ i < p, if

Ni = {¬A1, ...,¬Ak−1,¬Ak,¬Ak+1, ...,¬An},

then there is some definite clause

Ci = {¬B1, ...,¬Bm, Ak}

in D such that, if m > 0, then

Ni+1 = {¬A1, ...,¬Ak−1,¬B1, ...,¬Bm,¬Ak+1, ...,¬An}

else if m = 0 then

Ni+1 = {¬A1, ...,¬Ak−1,¬Ak+1, ...,¬An}.

An SLD-derivation is an SLD-refutation iff Np = . The SLD-resolution
method is the method in which a set of of Horn clauses is shown to be unsat-
isfiable by finding an SLD-refutation.

Note that an SLD-derivation is a linear representation of a resolution
DAG of the following special form:

Cp · · · Ci · · · C2 C1 N0 = Gj

N1

N2

Ni

Np =

At each step, the clauses

{¬A1, ...,¬Ak−1,¬Ak,¬Ak+1, ...,¬An} and

{¬B1, ...,¬Bm, Ak}

are resolved, the literals Ak and ¬Ak being canceled. The literal Ak is called
the selected atom of Ni, and the clauses N0, C1, ..., Cp are the input clauses.
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Such a resolution method is a form of linear input resolution, because it
resolves the current clause Nk with some clause in the input set D.

By the soundness of the resolution method (lemma 4.3.2), the SLD-
resolution method is sound.

EXAMPLE 9.3.2

The sequence

< {¬P1,¬P2}, {¬P3,¬P4,¬P2},

{¬P4,¬P2}, {¬P2}, {¬P3}, >

of example 9.3.1 is an SLD-refutation.

9.3.2 Completeness of SLD-Resolution for Horn Clauses

In order to show that SLD-resolution is complete for Horn clauses, since by
theorem 9.2.2 every set of Horn clauses has a GCNF ′-proof in SLD-form, it is
sufficient to prove that the linearization algorithm of definition 9.3.1 converts
a proof in SLD-form to an SLD-refutation.

Lemma 9.3.1 (Correctness of the linearization process) Given any GCNF ′-
proof T in SLD-form, the linearization procedure outputs an SLD-refutation.

Proof : We proceed by induction on proofs. If T consists of an axiom,
then the set S of Horn clauses contains a goal ¬Q and a positive literal Q,
and we have the SLD-refutation < {¬Q}, >.

Otherwise, because it is in SLD-form, letting C = C1, ..., Cm, the tree T
has the following structure:

Tn−1

J, C,¬Pn−1 →

Tn

J, C,¬Pn →

J, C, {¬Pn−1,¬Pn} →

...

T1

J, C,¬P1 →

T2

J, C,¬P2 → J, C, {¬P3, ...,¬Pn} →

J, C, {¬P2, ...,¬Pn} →

J, C, {¬P1, ...,¬Pn} →

Each tree Ti that is not an axiom is also in SLD-form and has the
following shape:
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Pi,¬Pi →

T ′

i

J, {¬Q1, ...,¬Qp}, C ′ →

J, {¬Q1, ...,¬Qp, Pi}, C ′,¬Pi →

where C ′ = {C1, ..., Cm} − {C}, for some definite clause C = {¬Q1, ...,¬Qp,
Pi}.

By the induction hypothesis, each tree T ′

i is converted to an SLD-
refutation

Yi =< {¬Q1, ...,¬Qp}, N2, ...,Nq > .

By rule (3), the proof tree Ti is converted to the SLD-refutation Xi obtained
by concatenating {¬Pi} and Yi. But then,

Xi =< {¬Pi}, {¬Q1, ...,¬Qp}, N2, ..., Nq >

is an SLD-refutation obtained by resolving {¬Pi} with {¬Q1, ...,¬Qp, Pi}.

If Ti is an axiom then by rule (1) it is converted to < {¬Pi}, >, which
is an SLD-refutation.

Finally, rule (2) combines the SLD-refutations X1,...,Xn in such a way
that the resulting sequence is an SLD-refutation. Indeed, for every i,
1 ≤ i ≤ n − 1, Xi becomes the SLD-derivation X ′

i, where

X ′

i =< {¬Pi,¬Pi+1...,¬Pn}, {¬Q1, ...,¬Qp,¬Pi+1...,¬Pn},

N2 ∪ {¬Pi+1...,¬Pn}, ...,Nq−1 ∪ {¬Pi+1...,¬Pn} >,

and so the entire sequence X ′

1,...,X
′

n−1,Xn is an SLD-refutation starting from
the goal {¬P1, ...,¬Pn}.

As a corollary, we have the completeness of SLD-resolution for Horn
clauses.

Theorem 9.3.1 (Completeness of SLD-resolution for Horn clauses) The
SLD-resolution method is complete for Horn clauses. Furthermore, if the
first negative clause is {¬P1, ...,¬Pn}, for every literal ¬Pi in this goal, there
is an SLD-resolution whose first selected atom is Pi.

Proof : Completeness is a consequence of lemma 9.3.1 and theorem 9.2.2.
It is easy to see that in the linearization procedure, the order in which the
subsequences are concatenated does not matter. This implies the second part
of the lemma.

Actually, since SLD-refutations are the result of linearizing proof trees
in SLD-form, it is easy to show that any atom Pi such that ¬Pi belongs to a
negative clause Nk in an SLD-refutation can be chosen as the selected atom.
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By theorem 9.2.2, if a set S of Horn clauses with several goals N1, ..., Nk

is GCNF ′-provable, then there is some goal Ni such that S − {N1, ...,Ni−1,
Ni+1, ...,Nk} is GCNF ′-provable. This does not mean that there is a unique
such Ni, as shown by the following example.

EXAMPLE 9.3.2

Consider the set S of clauses:

{P}, {Q}, {¬S,R}, {¬R,¬P}, {¬R,¬Q}, {S}.

We have two SLD-refutations:

< {¬R,¬P}, {¬R}, {¬S}, >

and
< {¬R,¬Q}, {¬R}, {¬S}, > .

In the next section, we generalize SLD-resolution to first-order languages
without equality, using the lifting technique of Section 8.5.

PROBLEMS

9.3.1. Apply the linearization procedure to the proof trees in SLD-form
obtained in problem 9.2.1.

9.3.2. Give different SLD-resolution refutations for the following sets of
clauses:

{P1}, {P2}, {P3}, {P4}, {¬P1,¬P2, P6}, {¬P3,¬P4, P7},

{¬P6,¬P7, P8}, {¬P8}.

{¬P2, P3}, {¬P3, P4}, {¬P4, P5}, {P3}, {P1}, {P2}, {¬P1},

{¬P3, P6}, {¬P3, P7}, {¬P3, P8}.

9.3.3. Write a computer program implementing the linearization procedure.

9.4 SLD-Resolution in First-Order Logic

In this section we shall generalize SLD-resolution to first-order languages with-
out equality. Fortunately, it is relatively painless to generalize results about
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propositional SLD-resolution to the first-order case, using the lifting technique
of Section 8.5.

9.4.1 Definition of SLD-Refutations

Since the main application of SLD-resolution is to PROLOG, we shall also
revise our notation to conform to the PROLOG notation.

Definition 9.4.1 A Horn clause (in PROLOG notation) is one of the fol-
lowing expressions:

(i) B : −A1, ..., Am

(ii) B

(iii) : −A1, ..., Am

In the above, B, A1,...,Am are atomic formulae of the form Pt1...tk,
where P is a predicate symbol of rank k, and t1,...,tk are terms.

A clause of the form (i) or (ii) is called a definite clause, and a clause of
the form (iii) is called a goal clause (or negative clause).

The translation into the standard logic notation is the following:

The clause B : −A1, ..., Am corresponds to the formula

(¬A1 ∨ ... ∨ ¬Am ∨ B);

The clause B corresponds to the atomic formula B;

The clause : −A1, ..., Am corresponds to the formula

(¬A1 ∨ ... ∨ ¬Am).

Actually, as in definition 8.2.1, it is assumed that a Horn clause is the
universal closure of a formula as above (that is, of the form ∀x1...∀xnC, where
FV (C) = {x1, ..., xn}). The universal quantifiers are dropped for simplicity
of notation, but it is important to remember that they are implicitly present.

The definition of SLD-derivations and SLD-refutations is extended by
combining definition 9.3.2 and the definition of a resolvent given in definition
8.5.2.

Definition 9.4.2 Let S be a set of Horn clauses consisting of a set D of
definite clauses and a set {G1, ..., Gq} of goals. An SLD-derivation for S
is a sequence < N0, N1, ...,Np > of negative clauses satisfying the following
properties:

(1) N0 = Gj , where Gj is one of the goals;
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(2) For every Ni in the sequence, 0 ≤ i < p, if

Ni =: −A1, ..., Ak−1, Ak, Ak+1, ..., An,

then there is some definite clause Ci = A : −B1, ..., Bm in D such that Ak

and A are unifiable, and for some most general unifier σi of Ak and ρi(A),
where (Id, ρi) is a separating substitution pair, if m > 0, then

Ni+1 =: −σi(A1, ..., Ak−1, ρi(B1), ..., ρi(Bm), Ak+1, ..., An)

else if m = 0 then

Ni+1 =: −σi(A1, ..., Ak−1, Ak+1, ..., An).

An SLD-derivation is an SLD-refutation iff Np = .

Note that an SLD-derivation is a linear representation of a resolution
DAG of the following special form:

Cp · · · Ci · · · C2 C1 N0 = Gj

N1

N2

Ni

Np =

σ1

σ2

σi

σp

At each step, the clauses

: −A1, ..., Ak−1, Ak, Ak+1, ..., An

and
A : −B1, ..., Bm

are resolved, the atoms Ak and ρi(A) being canceled, since they are unified
by the most general unifier σi. The literal Ak is called the selected atom of
Ni, and the clauses N0, C1, ..., Cp are the input clauses.

When the derivation is a refutation, the substitution

σ = (ρ1 ◦ σ1) ◦ ... ◦ (ρp ◦ σp)
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obtained by composing the substitutions occurring in the refutation is called
the result substitution or answer substitution. It is used in PROLOG to ex-
tract the output of an SLD-computation.

Since an SLD-derivation is a special kind of resolution DAG, (a linear
input resolution), its soundness is a consequence of lemma 8.5.2.

Lemma 9.4.1 (Soundness of SLD-resolution) If a set of Horn clauses has
an SLD-refutation, then it is unsatisfiable.

Proof : Immediate from lemma 8.5.2.

Let us give an example of an SLD-refutation in the first-order case.

EXAMPLE 9.4.1

Consider the following set of definite clauses, axiomatizing addition of
natural numbers:

C1 : add(X, 0,X).

C2 : add(X, succ(Y ), succ(Z)) : −add(X,Y,Z).

Consider the goal

B : −add(succ(0), V, succ(succ(0))).

We wish to show that the above set is unsatisfiable. We have the fol-
lowing SLD-refutation:

Goal clause Input clause Substitution

: −add(succ(0), V, succ(succ(0))) C2

: −add(succ(0), Y2, succ(0)) C1 σ1

σ2

where
σ1 = (succ(0)/X1, succ(0)/Z1, succ(Y2)/V ),

σ2 = (succ(0)/X2, 0/Y2)

The variables X1, Z1, Y2, X2 were introduced by separating substitu-
tions in computing resolvents. The result substitution is

(succ(0)/V, succ(0)/X1, succ(0)/Z1, succ(0)/X2).

The interesting component is succ(0)/V . Indeed, there is a computa-
tional interpretation of the unsatisfiability of the set {C1, C2, B}. For
this, it is necessary to write quantifiers explicitly and remember that
goal clauses are negative. Observe that

∀XC1 ∧ ∀X∀Y ∀ZC2 ∧ ∀V B
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is unsatisfiable, iff

¬(∀XC1 ∧ ∀X∀Y ∀ZC2 ∧ ∀V B)

is valid, iff
(∀XC1 ∧ ∀X∀Y ∀ZC2) ⊃ ∃V ¬B

is valid. But ∃V ¬B is actually

∃V add(succ(0), V, succ(0)).

Since (∀XC1 ∧ ∀X∀Y ∀ZC2) defines addition in the intuitive sense that
any X, Y , Z satisfying the above sentence are such that Z = X +Y , we
are trying to find some V such that succ(0) + V = succ(succ(0)), or in
other words, compute the difference of succ(succ(0)) and succ(0), which
is indeed succ(0)!

This interpretation of a refutation showing that a set of Horn clauses is
unsatisfiable as a computation of the answer to a query, such as

(∀XC1 ∧ ∀X∀Y ∀ZC2) ⊃ ∃V ¬B,

“find some V satisfying ¬B and such that some conditional

axioms ∀XC1 and ∀X∀Y ∀ZC2 hold,”

is the essense of PROLOG. The set of clauses {C1, C2} can be viewed as a
logic program.

We will come back to the idea of refutations as computations in the next
section.

9.4.2 Completeness of SLD-Resolution for Horn Clauses

The completeness of SLD-resolution for Horn clauses is shown in the following
theorem.

Theorem 9.4.1 (Completeness of SLD-Resolution for Horn Clauses) Let L
be any first-order language without equality. Given any finite set S of Horn
clauses, if S is unsatisfiable, then there is an SLD-refutation with first clause
some negative clause : −B1, ..., Bn in S.

Proof : We shall use the lifting technique provided by lemma 8.5.4. First,
by the Skolem-Herbrand-Gödel theorem, if S is unsatisfiable, there is a set Sg

of ground instances of clauses in S which is unsatisfiable. Since substitution
instances of Horn clauses are Horn clauses, by theorem 9.3.1, there is an
SLD-refutation for Sg, starting from some negative clause in Sg. Finally, we
conclude by observing that if we apply the lifting technique of lemma 8.5.4,
we obtain an SLD-refutation. This is because we always resolve a negative
clause (Ni) against an input clause (Ci). Hence, the result is proved.
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From theorem 9.3.1, it is also true that if the first negative clause is
: −B1, ..., Bn, for every atom Bi in this goal, there is an SLD-resolution whose
first selected atom is Bi. As a matter of fact, this property holds for any clause
Ni in the refutation.

Even though SLD-resolution is complete for Horn clauses, there is still
the problem of choosing among many possible SLD-derivations. The above
shows that the choice of the selected atom is irrelevant. However, we still have
the problem of choosing a definite clause A : −B1, ..., Bm such that A unifies
with one of the atoms in the current goal clause : −A1, ..., Ak−1, Ak, Ak+1, ...,
An.

Such problems are important and are the object of current research in
programming logic, but we do not have the space to address them here. The
interested reader is referred to Kowalski, 1979, or Campbell, 1983, for an
introduction to the methods and problems in programming logic.

In the next section, we discuss the use of SLD-resolution as a computa-
tion procedure for PROLOG.

PROBLEMS

9.4.1. Prove using SLD-resolution that the following set of clauses is unsat-
isfiable:

add(X, 0,X)

add(X, succ(Y ), succ(Z)) : −add(X,Y,Z)

: −add(succ(succ(0)), succ(succ(0)), U).

9.4.2. Prove using SLD-resolution that the following set of clauses is unsat-
isfiable:

add(X, 0,X)

add(X, succ(Y ), succ(Z)) : −add(X,Y,Z)

: −add(U, V, succ(succ(succ(0)))).

Find all possible SLD-refutations.

9.4.3. Using SLD-resolution, show that the following set of Horn clauses is
unsatisfiable:

hanoi(N,Output) : −move(a, b, c,N,Output).
move(A,B,C, succ(M), Output) : −move(A,C,B,M,Out1),

move(C,B,A,M,Out2),
append(Out1, cons(to(A,B), Out2), Output).

move(A,B,C, 0, nil).
append(cons(A,L1), L2, cons(A,L3)) : −append(L1, L2, L3).
append(nil, L1, L1).
: −hanoi(succ(succ(0)), Z)
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9.5 SLD-Resolution, Logic Programming (PROLOG)

We have seen in example 9.4.1 that an SLD-refutation for a set of Horn clauses
can be viewed as a computation. This illustrates an extremely interesting use
of logic as a programming language.

9.5.1 Refutations as Computations

In the past few years, Horn logic has been the basis of a new type of program-
ming language due to Colmerauer named PROLOG. It is not the purpose of
this book to give a complete treatment of PROLOG, and we refer the inter-
ested reader to Kowalski, 1979, or Clocksin and Mellish, 1981, for details. In
this section, we shall lay the foundations of the programming logic PROLOG.
It will be shown how SLD-resolution can be used as a computational proce-
dure to solve certain problems, and the correctness and completeness of this
approach will be proved.

In a logic programming language like PROLOG, one writes programs
as sets of assertions in the form of Horn clauses, or more accurately, definite
clauses, except for the goal. A set P of definite clauses is a logic program. As
we said in Section 9.4, it is assumed that distinct Horn clauses are universally
quantified.

Roughly speaking, a logic program consists of facts and assertions. Given
such a logic program, one is usually interested in extracting facts that are
consequences of the logic program P . Typically, one has a certain “query” (or
goal) G containing some free variables z1,...,zq, and one wants to find term
instances t1, ..., tq for the variables z1, ..., zq, such that the formula

P ⊃ G[t1/z1, ..., tq/zq]

is valid.

For simplicity, it will be assumed that the query is a positive atomic
formula G. More complicated formulae can be handled (anti-Horn clauses),
but we will consider this case later. In PROLOG, a goal statement G is
denoted by ? − G.

From a logical point of view, the problem is to determine whether the
sentence

P ⊃ (∃z1...∃zqG)

is valid.

From a computational point of view, the problem is to find term values
t1,...,tq for the variables z1,...,zq that make the formula

P ⊃ G[t1/z1, ..., tq/zq]

valid, and perhaps all such assignments.
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Remarkably, SLD-resolution can be used not only as a proof procedure,
but also a a computational procedure, because it returns a result substitution.
The reason is as follows:

The formula P ⊃ (∃z1...∃zqG) is valid iff

¬(P ⊃ (∃z1...∃zqG)) is unsatisfiable iff

P ∧ (∀z1...∀zq¬G) is unsatisfiable.

But since G is an atomic formula, ¬G is a goal clause : −G, and P ∧
(∀z1...∀zq¬G) is a conjuction of Horn clauses!

Hence, SLD-resolution can be used to test for unsatisfiability, and if
it succeeds, it returns a result substitution σ. The crucial fact is that the
components of the substitution σ corresponding to the variables z1,...,zq are
answers to the query G. However, this fact is not obvious. A proof will be
given in the next section. As a preliminary task, we give a rigorous definition
of the semantics of a logic program.

9.5.2 Model-Theoretic Semantics of Logic Programs

We begin by defining what kind of formula can appear as a goal.

Definition 9.5.1 An anti-Horn clause is a formula of the form

∃x1...∃xmB,

where B is a conjunctions of literals L1 ∧ ... ∧ Lp, with at most one negative
literal and FV (B) = {x1, ..., xm}.

A logic program is a pair (P,G), where the program P is a set of (uni-
versal) Horn clauses, and the query G is a disjunction

(G1 ∨ ... ∨ Gn)

of anti-Horn clauses Gi = ∃y1...∃zmi
Bi.

It is also assumed that for all i -= j, 1 ≤ i, j ≤ n, the sets of variables
FV (Bi) and FV (Bj) are disjoint. The union {z1, ..., zq} of the sets of free
variables occurring in each Bi is called the set of output variables associated
with G .

Note that an anti-Horn clause is not a clause. However, the terminology
is justified by the fact that the negation of an anti-Horn clause is a (universal)
Horn clause, and that ¬G is equivalent to a conjunction of universal Horn
clauses.

Remark : This definition is more general than the usual definition used
in PROLOG. In (standard) PROLOG, P is a set of definite clauses (that is,
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P does not contain negative clauses), and G is a formula that is a conjunction
of atomic formulae. It is shown in the sequel that more general queries can
be handled, but that the semantics is a bit more subtle. Indeed, indefinite
answers may arise.

EXAMPLE 9.5.1

The following is a logic program, where P consists of the following
clauses:

rocksinger(jackson).

teacher(jean).

teacher(susan).

rich(X) : −rocksinger(X).

: −teacher(X), rich(X).

The query is the following disjunction:

? − ¬rocksinger(Y ) ∨ rich(Z)

EXAMPLE 9.5.2

The following is the program of a logic program:

hanoi(N,Output) : −move(a, b, c,N,Output).
move(A,B,C, succ(M), Output) : −move(A,C,B,M,Out1),

move(C,B,A,M,Out2),
append(Out1, cons(to(A,B), Out2), Output).

move(A,B,C, 0, nil).
append(cons(A,L1), L2, cons(A,L3)) : −append(L1, L2, L3).
append(nil, L1, L1).

The query is:

? − hanoi(succ(succ(succ(0))), Output).

The above program is a logical version of the well known problem known
as the tower of Hanoi (see Clocksin and Mellish, 1981).

In order to give a rigorous definition of the semantics of a logic program,
it is convenient to define the concept of a free structure. Recall that we
are only dealing with first-order languages without equality, and that if the
language has no constants, the special constant # is added to it.

Definition 9.5.2 Given a first-order language L without equality and with
at least one constant, a free structure (or Herbrand structure) H is an L-
structure with domain the set HL of all closed L-terms, and whose interpre-
tation function satisfies the following property:
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(i) For every function symbol f of rank n, for all t1,...,tn ∈ HL,

fH(t1, ..., tn) = ft1...tn and

(ii) For every constant symbol c,

cH = c.

The set of terms HL is called the Herbrand universe of L. For simplicity
of notation, the set HL is denoted as H when L is understood. The following
lemma shows that free structures are universal. This lemma is actually not
necessary for giving the semantics of Horn clauses, but it is of independent
interest.

Lemma 9.5.1 A sentence X in NNF containing only universal quantifiers
is satisfiable in some model iff it is satisfiable in some free structure.

Proof : Clearly, if X is satisfied in a free structure, it is satisfiable in some
model. For the converse, assume that X has some model A. We show how a
free structure can be constructed from A. We define the function h : H → A
as follows:

For every constant c, h(c) = cA;

For every function symbol f of rank n > 0, for any n terms t1,...,tn ∈ H,

h(ft1...tn) = fA(h(t1), ..., h(tn)).

Define the interpretation of the free structure H such that, for any pred-
icate symbol P of rank n, for any n terms t1,...,tn ∈ H,

H |= P (t1, ..., tn) iff A |= P (h(t1), ..., h(tn)). (∗)

We now prove by induction on formulae that, for every assignment s : V → H,
if A |= X[s ◦ h], then H |= X[s].

(i) If X is a literal, this amounts to the definition (∗).

(ii) If X is of the form (B ∧ C), then A |= X[s ◦ h] implies that

A |= B[s ◦ h] and A |= C[s ◦ h].

By the induction hypothesis,

H |= B[s] and H |= C[s],

that is, H |= X[s].
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(iii) If X is of the form (B ∨ C), then A |= X[s ◦ h] implies that

A |= B[s ◦ h] or A |= C[s ◦ h].

By the induction hypothesis,

H |= B[s] or H |= C[s],

that is, H |= X[s].

(iv) X is of the form ∃xB. This case is not possible since X does not
contain existential quantifiers.

(v) X is of the form ∀xB. If A |= X[s ◦ h], then for every a ∈ A,

A |= B[(s ◦ h)[x := a]].

Now, since h : H → A, for every t ∈ H, h(t) = a for some a ∈ A, and so, for
every t in H,

A |= B[(s ◦ h)[x := h(t)]], that is, A |= B[(s[x := t]) ◦ h].

By the induction hypothesis, H |= B[s[x := t]] for all t ∈ H, that is, H |= X[s].

It is obvious that lemma 9.5.1 also applies to sets of sentences. Also,
since a formula is unsatisfiable iff it has no model, we have the following
corollary:

Corollary Given a first-order language without equality and with some
constant, a set of sentences in NNF and only containing universal quantifiers
is unsatisfiable iff it is unsatisfiable in every free (Herbrand) structure.

We now provide a rigorous semantics of logic programs.

Given a logic program (P,G), the question of interest is to determine
whether the formula P ⊃ G is valid. Actually, we really want more. If
{z1, ..., zq} is the the set of output variables occurring in G, we would like to
find some (or all) tuple(s) (t1, ..., tq) of ground terms such that

|= P ⊃ (B1 ∨ ... ∨ Bn)[t1/z1, ..., tq/zq].

As we shall see, such tuples do not always exist. However, indefinite (or
disjunctive) answers always exist, and if some conditions are imposed on P
and G, definite answers (tuples of ground terms) exist.

Assume that P ⊃ G is valid. This is equivalent to ¬(P ⊃ G) being
unsatisfiable. But ¬(P ⊃ G) is equivalent to P ∧ ¬G, which is equivalent
to a conjunction of universal Horn clauses. By the Skolem-Herbrand-Gödel
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theorem (theorem 7.6.1), if {x1, ..., xm} is the set of all universally quantified
variables in P ∧ ¬G, there is some set

{(t11, ..., t
1
m), ..., (tk1 , ..., tkm)}

of m-tuples of ground terms such that the conjunction

(P ∧ ¬G)[t11/x1, ..., t
1
m/xm] ∧ ... ∧ (P ∧ ¬G)[tk1/x1, ..., t

k
m/xm]

is unsatisfiable (for some k ≥ 1). From this, it is not difficult to prove that

|= P ⊃ G[t11/x1, ..., t
1
m/xm] ∨ ... ∨ G[tk1/x1, ..., t

k
m/xm].

However, we cannot claim that k = 1, as shown by the following example.

EXAMPLE 9.5.3

Let P = ¬Q(a) ∨ ¬Q(b), and G = ∃x¬Q(x). P ⊃ G is valid, but there
is no term t such that

¬Q(a) ∨ ¬Q(b) ⊃ ¬Q(t)

is valid.

As a consequence, the answer to a query may be indefinite, in the sense
that it is a disjunction of substitution instances of the goal. However, definite
answers can be ensured if certain restrictions are met.

Lemma 9.5.2 (Definite answer lemma) If P is a (finite) set of definite
clauses and G is a query of the form

∃z1...∃zq(B1 ∧ ... ∧ Bl),

where each Bi is an atomic formula, if

|= P ⊃ ∃z1...∃zq(B1 ∧ ... ∧ Bl),

then there is some tuple (t1, ..., tq) of ground terms such that

|= P ⊃ (B1 ∧ ... ∧ Bl)[t1/z1, ..., tq/zq].

Proof :

|= P ⊃ ∃z1...zq(B1 ∧ ... ∧ Bl) iff

P ∧ ∀z1...∀zq(¬B1 ∨ ... ∨ ¬Bl) is unsatisfiable.

By the Skolem-Herbrand-Gödel theorem, there is a set C of ground substitu-
tion instances of the clauses in P ∪ {¬B1, ...,¬Bl} that is unsatisfiable. Since
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the only negative clauses in C come from {¬B1, ...,¬Bl}, by lemma 9.2.5,
there is some substitution instance

(¬B1 ∨ ... ∨ ¬Bl)[t1/z1, ..., tq/zq]

such that
P ′ ∪ {(¬B1 ∨ ... ∨ ¬Bl)[t1/z1, ..., tq/zq]}

is unsatisfiable, where P ′ is the subset of C consisting of substitution instances
of clauses in P . But then, it is not difficult to show that

|= P ⊃ (B1 ∧ ... ∧ Bl)[t1/z1, ..., tq/zq].

The result of lemma 9.5.2 justifies the reason that in PROLOG only
programs consisting of definite clauses and queries consisting of conjunctions
of atomic formulae are considered. With such restrictions, definite answers
are guaranteed. The above discussion leads to the following definition.

Definition 9.5.3 Given a logic program (P,G) with query G = ∃z1...∃zqB
and with B = (B1 ∨ ...∨Bn), the semantics (or meaning) of (P,G) is the set

M(P,G) =
⋃

{{(t11, ..., t
1
q), ..., (t

k
1 , ..., tkq )}, k ≥ 1, (tk1 , ..., tkq ) ∈ Hq |

|= P ⊃ B[t11/z1, ..., t
1
q/zq] ∨ ... ∨ B[tk1/z1, ..., t

k
q/zq]}

of sets q-tuples of terms in the Herbrand universe H that make the formula

P ⊃ B[t11/z1, ..., t
1
q/zq] ∨ ... ∨ B[tk1/z1, ..., t

k
q/zq]

valid (in every free structure).

If P is a set of definite clauses and B is a conjunction of atomic formulae,
k = 1.

9.5.3 Correctness of SLD-Resolution as a Computation
Procedure

We now prove that for every SLD-refutation of the conjunction of clauses in
P ∧ ¬G, the components of the result substitution σ restricted to the output
variables belong to the semantics M(P,G) of (P,G). We prove the following
slightly more general lemma, which implies the fact mentioned above.

Lemma 9.5.3 Given a set P of Horn clauses, let R be an SLD-refutation
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Cp · · · Ci · · · C2 C1 N0 = Gj

N1

N2

Ni

Np =

σ1

σ2

σi

σp

with result substitution σ (not necessarily ground). Let θp = ρp ◦ σp, and for
every i, 1 ≤ i ≤ p − 1, let

θi = (ρi ◦ σi) ◦ θi+1.

(Note that σ = θ1, the result substitution.) The substitutions θi are also
called result substitutions.) Then the set of quantifier-free clauses

{θ1(N0), θ1(C1), ..., θp(Cp)}

is unsatisfiable (using the slight abuse of notation in which the matrix D of a
clause C = ∀x1...∀xkD is also denoted by C).

Proof : We proceed by induction on the length of the derivation.

(i) If p = 1, N0 must be a negative formula : −B and C1 a positive literal
A such that A and B are unifiable, and it is clear that {¬θ1(B), θ1(C1)} is
unsatisfiable.

(ii) If p > 1, then by the induction hypothesis, taking N1 as the goal of
an SLD-refutation of length p − 1 the set

{θ2(N1), θ2(C2), ..., θp(Cp)}

is unsatisfiable. But N0 is some goal clause

: −A1, ..., Ak−1, Ak, Ak+1, ..., An,

and C1 is some definite clause

A : −B1, ..., Bm,

such that A and Ak are unifiable. Furthermore, the resolvent is given by

N1 =: −σ1(A1, ..., Ak−1, ρ1(B1), ..., ρ1(Bm), Ak+1, ..., An),
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where σ1 is a most general unifier, and we know that

σ1(N0) ∧ (ρ1 ◦ σ1)(C1) ⊃ N1

is valid (by lemma 8.5.1). Since ρ1 is a renaming substitution, it is the identity
on N0, and by the definition of θ1, we have

{θ2(σ1(N0)), θ2(ρ1 ◦ σ1(C1)), θ2(C2), ..., θp(Cp)}

= {θ1(N0), θ1(C1), θ2(C2), ..., θp(Cp)}.

If {θ1(N0), θ1(C1), ..., θp(Cp)} was satisfiable, since

σ1(N0) ∧ (ρ1 ◦ σ1)(C1) ⊃ N1

is valid,
{θ2(N1), θ2(C2), ..., θp(Cp)}

would also be satisfiable, a contradiction. Hence,

{θ1(N0), θ1(C1), ..., θp(Cp)}

is unsatisfiable.

Theorem 9.5.1 (Correctness of SLD-resolution as a computational pro-
cedure) Let (P,G) be a logic program with query G = ∃z1...∃zqB, with
B = (B1 ∨ ... ∨ Bn). For every SLD-refutation R =< N0, N1, ..., Np >
for the set of Horn clauses in P ∧ ¬G, if R uses (as in lemma 9.5.3) the
list of definite clauses < C1, ..., Cp >, the list of result substitutions (not
necessarily ground) < θ1, ..., θp >, and if < ¬Ci1 , ...,¬Cik

> is the subse-
quence of < N0, C1, ..., Cp > consisting of the clauses in {¬B1, ...,¬Bn} (with
¬C0 = N0), then

|= P ⊃ θi1(Ci1) ∨ ... ∨ θik
(Cik

).

Proof : Let P ′ be the set of formulae obtained by deleting the universal
quantifiers from the clauses in P . By lemma 9.5.3, there is a sequence of
clauses < N0, C1, ..., Cp > from the set P ′ ∪ {¬B1, ...,¬Bn} such that

{θ1(N0), θ1(C1), ..., θp(Cp)}

is unsatisfiable. But then, it is easy to construct a proof of

P ⊃ θi1(Ci1) ∨ ... ∨ θik
(Cik

)

(using ∀ : right rules as in lemma 8.5.4), and this yields the result.

Note: The formulae Ci1 ,...,Cik
are not necessarily distinct, but the sub-

stitutions θi1 ,...,θik
might be.
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Corollary Let (P,G) be a logic program such that P is a set of definite
clauses and G is a formula of the form ∃z1...∃zqB, where B is a conjunction of
atomic formulae. For every SLD-refutation of the set of Horn clauses P ∧¬G,
if σ is the result substitution and (t1/z1, ..., tq/zq) is any ground substitution
such that for every variable zi in the support of σ, ti is some ground instance
of σ(zi) and otherwise ti is any arbitrary term in H, then

|= P ⊃ B[t1/z1, ..., tq/zq].

Proof : First, observe that ¬B must be the goal clause N0. Also, if some
output variable zi does not occur in the support of the output substitution
σ, this means that σ(zi) = zi. But then, it is immediate by lemma 9.5.3 that
the result of substituting arbitrary terms in H for these variables in

{θ1(N0), θ1(C1), ..., θp(Cp)}

is also unsatisfiable.

Theorem 9.5.1 shows that SLD-resolution is a correct method for com-
puting elements of M(P,G), since every set {(t11, ..., t

1
q), ..., (t

k
1 , ..., tkq )} of tuples

of terms in H returned by an SLD-refutation (corresponding to the output
variables) makes

P ⊃ B[t11/z1, ..., t
1
q/zq] ∨ ... ∨ B[tk1/z1, ..., t

k
q/zq]

valid.

Remark : Normally, we are interested in tuples of terms in H, because
we want the answers to be interpretable as definite elements of the Herbrand
universe. However, by lemma 9.5.3, indefinite answers (sets of tuples of terms
containing variables) have to be considered. This is illustrated in the next
example.

EXAMPLE 9.5.4

Consider the logic program of example 9.5.1. The set of clauses corre-
sponding to P ∧ ¬G is the following:

rocksinger(jackson).

teacher(jean).

teacher(susan).

rich(X) : −rocksinger(X).

: −teacher(X), rich(X).

rocksinger(Y ).

: −rich(Z)
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Note the two negative clauses. There are four SLD-refutations, two with
goal : −teacher(X), rich(X), and two with goal : −rich(Z).

(i) SLD-refutation with output (jean/Y ):

Goal clause Input clause Substitution

: −teacher(X), rich(X) teacher(jean)
: −rich(jean) rich(X) : −rocksinger(X) (jean/X)

: −rocksinger(jean) rocksinger(Y ) (jean/X1)
(jean/Y1)

The result substitution is (jean/Y, jean/X). Also, Z is any element of
the Herbrand universe.

(ii) SLD-refutation with output (susan/Y ): Similar to the above.

(iii) SLD-refutation with output (jackson/Z):

Goal clause Input clause Substitution

: −rich(Z) rich(X) : −rocksinger(X)
: −rocksinger(X1) rocksinger(jackson) (X1/Z)

(jackson/X1)

Y is any element of the Herbrand universe.

(iv) SLD-refutation with output (Y1/Y, Y1/Z):

Goal clause Input clause Substitution

: −rich(Z) rich(X) : −rocksinger(X)
: −rocksinger(X1) rocksinger(Y ) (X1/Z)

(Y1/X1)

In this last refutation, we have an indefinite answer that says that for
any Y1 in the Herbrand universe, Y = Y1, Z = Y1 is an answer. This is
indeed correct, since the clause rich(X) : −rocksinger(X) is equivalent
to ¬rocksinger(X) ∨ rich(X), and so

|= P ⊃ (¬rocksinger(Y1) ∨ rich(Y1)).

We now turn to the completeness of SLD-resolution as a computation
procedure.
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9.5.4 Completeness of SLD-Resolution as a Computa-
tional Procedure

The correctness of SLD-resolution as a computational procedure brings up im-
mediately the question of its completeness. For any set of tuples in M(P,G),
is there an SLD-refutation with that answer? This is indeed the case, as
shown below. We state and prove the following theorem for the special case
of definite clauses, leaving the general case as an exercise.

Theorem 9.5.2 Let (P,G) be a logic program such that P is a set of definite
clauses and G is a goal of the form ∃z1...∃zqB, where B is a conjunction
B1 ∧ ... ∧Bn of atomic formulae. For every tuple (t1, ..., tq) ∈ M(P,G), there
is an SLD-refutation with result substitution σ and a (ground) substitution η
such that the restriction of σ ◦ η to z1,...,zq is (t1/z1, ..., tq/zq).

Proof : By definition, (t1, ..., tq) ∈ M(P,G) iff

|= P ⊃ (B1 ∧ ... ∧ Bn)[t1/z1, ..., tq/zq] iff

P ∧ (¬B1 ∨ ... ∨ ¬Bn)[t1/z1, ..., tq/zq] is unsatisfiable.

By theorem 9.5.1, there is an SLD-refutation with output substitution θ1.
Since

(¬B1 ∨ ... ∨ ¬Bn)[t1/z1, ..., tq/zq]

is the only negative clause, by lemma 9.5.3, for some sequence of clauses
< C1, ..., Cp > such that the universal closure of each clause Ci is in P ,

{θ1((¬B1 ∨ ... ∨ ¬Bn)[t1/z1, ..., tq/zq]), θ1(C1), ..., θp(Cp)}

is also unsatisfiable. If θ1 is not a ground substitution, we can substitute
ground terms for the variables and form other ground substitutions θ′

1,...,θ
′

p

such that,

{θ′1((¬B1 ∨ ... ∨ ¬Bn)[t1/z1, ..., tq/zq]), θ
′

1(C1), ..., θ
′

p(Cp)}

is still unsatisfiable. Since the terms t1,...,tq are ground terms,

θ′1((¬B1 ∨ ... ∨ ¬Bn)[t1/z1, ..., tq/zq]) = (¬B1 ∨ ... ∨ ¬Bn)[t1/z1, ..., tq/zq].

By theorem 9.3.1, there is a ground SLD-refutation Rg with sequence of input
clauses

< {(¬B1 ∨ ... ∨ ¬Bn)[t1/z1, ..., tq/zq], C
′

1, ..., C
′

r > for

{(¬B1 ∨ ... ∨ ¬Bn)[t1/z1, ..., tq/zq], θ
′

1(C1), ..., θ
′

p(Cp)}.

By the lifting lemma (lemma 8.5.4), there is an SLD-refutation R with se-
quence of input clauses

< {¬B1, ...,¬Bn}, C
′′

1 , ..., C ′′

r > for

{{¬B1, ...,¬Bn}, C1, ..., Cp},
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such that for every pair of clauses N ′′

i in R and N ′

i in Rg, N ′

i = ηi(N ′′

i ), for
some ground substitution ηi. Let η = ηr, and let σ be the result substitution
of the SLD-refutation R. It can be shown that

(¬B1 ∨ ... ∨ ¬Bn)[t1/z1, ..., tq/zq] = (σ ◦ η)(¬B1 ∨ ... ∨ ¬Bn),

which shows that (t1/z1, ..., tq/zq) is equal to the restriction of σ◦η to z1, ..., zq.

9.5.5 Limitations of PROLOG

Theorem 9.5.1 and theorem 9.5.2 show that SLD-Resolution is a correct and
complete procedure for computing the sets of tuples belonging to the meaning
of a logic program. From a theoretical point of view, this is very satisfactory.
However, from a practical point of view, there is still something missing. In-
deed, we still need a procedure for producing SLD-refutations, and if possible,
efficiently. It is possible to organize the set all SLD-refutations into a kind of
tree (the search space), and the problem is then reduced to a tree traversal.
If one wants to retain completeness, the kind of tree traversal chosen must be
a breadth-first search, which can be very inefficient. Most implementations of
PROLOG sacrifice completeness for efficiency, and adopt a depth-first traver-
sal strategy.

Unfortunately, we do not have the space to consider these interesting
issues, but we refer the interested reader to Kowalski, 1979, and to Apt and
Van Emden, 1982, where the semantics of logic programming is investigated
in terms of fixedpoints.

Another point worth noting is that not all first-order formulae (in Skolem
form) can be expressed as Horn clauses. The main limitation is that negative
premises are not allowed, in the sense that a formula of the form

B : −A1, ..., Ai−1,¬A,Ai+1, ..., An.

is not equivalent to any Horn clause (see problem 3.5.9).

This restriction can be somewhat overcome by the negation by failure
strategy, but one has to be careful in defining the semantics of such programs
(see Kowalski, 1979, or Apt and Van Emden, 1982).

PROBLEMS

9.5.1. (a) Give an SLD-resolution and the result substitution for the follow-
ing set of clauses:
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French(Jean).

F rench(Jacques).

British(Peter).

likewine(X,Y ) : −French(X), wine(Y ).

likewine(X,Bordeaux) : −British(X).

wine(Burgundy).

wine(Bordeaux).

: −likewine(U, V ).

(b) Derive all possible answers to the query likewine(U, V ).

9.5.2. Give an SLD-resolution and the result substitution for the following
set of clauses:

append(cons(A,L1), L2, cons(A,L3)) : −append(L1, L2, L3).

append(nil, L1, L1).

: −append(cons(a, cons(b, nil)), cons(b, cons(c, nil)), Z)

9.5.3. Give an SLD-resolution and the result substitution for the following
set of clauses:

hanoi(N,Output) : −move(a, b, c,N,Output).
move(A,B,C, succ(M), Output) : −move(A,C,B,M,Out1),

move(C,B,A,M,Out2),
append(Out1, cons(to(A,B), Out2), Output).

move(A,B,C, 0, nil).
append(cons(A,L1), L2, cons(A,L3)) : −append(L1, L2, L3).
append(nil, L1, L1).
: −hanoi(succ(succ(succ(0))), Z)

9.5.4. Complete the proof of theorem 9.5.1 by filling in the missing details.

9.5.5. State and prove a generalization of theorem 9.5.2 for the case of ar-
bitrary logic programs.

∗ 9.5.6 Given a set S of Horn clauses, an H-tree for S is a tree labeled with
substitution instances of atomic formulae in S defined inductively as
follows:

(i) A tree whose root is labeled with F (false), and having n im-
mediate successors labeled with atomic formulae B1, ..., Bn, where
: −B1, ..., Bn is some goal clause in S, is an H-tree.

(ii) If T is an H-tree, for every leaf node u labeled with some atomic
formulae X that is not a substitution instance of some atomic formula
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B in S (a definite clause consisting of a single atomic formula), if X
is unifiable with the lefthand side of any clause A : −B1, ..., Bk in
S, if σ is a most general unifier of X and A, the tree T ′ obtained
by applying the substitution σ to all nodes in T and adding the k
(k > 0) immediate successors σ(B1),...,σ(Bk) to the node u labeled
with σ(X) = σ(A) is an H-tree (if k = 0, the tree T becomes the tree
T ′ obtained by applying the substitution σ to all nodes in T . In this
case, σ(X) is a substitution instance of an axiom.)

An H-tree for S is a proof tree iff all its leaves are labeled with substi-
tution instances of axioms in S (definite clauses consisting of a single
atomic formula).

Prove that S is unsatisfiable iff there is some H-tree for S which is a
proof tree.

Hint : Use problem 9.2.4 and adapt the lifting lemma.

∗ 9.5.7 Complete the proof of theorem 9.5.2 by proving that the substitution
ϕ = (t1/z1, . . . , tq/zq) is equal to the restriction of σ ◦ η to z1, . . . , zq.

Hint : Let R =< N ′′

0 , . . . , N ′′

r > be the nonground SLD-refutation
obtained by lifting the ground SLD-refutation Rg =< N ′

0, . . . , N
′

r >,
and let < σ′′

1 , . . . ,σ′′

r > be the sequence of unifiers associated with
R. Note that σ = σ′′

1 ◦ . . . ◦ σ′′

r . Prove that there exists a sequence
< η0, . . . , ηr > of ground substitutions, such that, η0 = ϕ, and for
every i, 1 ≤ i ≤ r, ηi−1 = λi ◦ ηi, where λi denotes the restriction of
σ′′

i to the support of ηi−1. Conclude that ϕ = λ1 ◦ . . . ◦ λr ◦ ηr.

Notes and Suggestions for Further Reading

The method of SLD-resolution is a special case of the SL-resolution of Kowal-
ski and Kuehner (see Siekman and Wrightson, 1983), itself a derivative of
Model Elimination (Loveland, 1978).

To the best of our knowledge, the method used in Sections 9.2 and 9.3 for
proving the completeness of SLD-resolution for (propositional) Horn clauses
by linearizing a Gentzen proof in SLD-form to an SLD-refutation is original.

For an introduction to logic as a problem-solving tool, the reader is re-
ferred to Kowalski, 1979, or Bundy, 1983. Issues about the implementation
of PROLOG are discussed in Campbell, 1983. So far, there are only a few
articles and texts on the semantic foundations of PROLOG, including Kowal-
ski and Van Emden, 1976; Apt and Van Emden, 1982; and Lloyd, 1984. The
results of Section 9.5 for disjunctive goals appear to be original.



Solving SAT and SAT Modulo Theories: From an Abstract
Davis–Putnam–Logemann–Loveland Procedure to DPLL(T)

ROBERT NIEUWENHUIS AND ALBERT OLIVERAS

Technical University of Catalonia, Barcelona, Spain

AND

CESARE TINELLI

The University of Iowa, Iowa City, Iowa

Abstract. We first introduce Abstract DPLL, a rule-based formulation of the Davis–Putnam–
Logemann–Loveland (DPLL) procedure for propositional satisfiability. This abstract framework al-
lows one to cleanly express practical DPLL algorithms and to formally reason about them in a simple
way. Its properties, such as soundness, completeness or termination, immediately carry over to the
modern DPLL implementations with features such as backjumping or clause learning.

We then extend the framework to Satisfiability Modulo background Theories (SMT) and use it to
model several variants of the so-called lazy approach for SMT. In particular, we use it to introduce a
few variants of a new, efficient and modular approach for SMT based on a general DPLL(X ) engine,
whose parameter X can be instantiated with a specialized solver SolverT for a given theory T , thus
producing a DPLL(T ) system. We describe the high-level design of DPLL(X ) and its cooperation
with SolverT , discuss the role of theory propagation, and describe different DPLL(T ) strategies for
some theories arising in industrial applications.

Our extensive experimental evidence, summarized in this article, shows that DPLL(T ) systems
can significantly outperform the other state-of-the-art tools, frequently even in orders of magnitude,
and have better scaling properties.

Categories and Subject Descriptors: B.6.3 [Logic Design]: Design Aids—Verification; F.4.1 [Math-
ematical Logic and Formal Languages]: Mathematical Logic—Computational logic; verification;
I.2.3 [Artificial Intelligence]: Deduction and Theorem Proving—Deduction (e.g., natural, rule-
based)
General Terms: Theory, Verification

Additional Key Words and Phrases: SAT solvers, Satisfiability Modulo Theories

This work was partially supported by Spanish Ministry of Education and Science through the Logic
Tools project TIN2004-03382 (all authors), the FPU grant AP2002-3533 (Oliveras) and National
Science Foundation (NSF) grant 0237422 (Tinelli and Oliveras).
Authors’ addresses: R. Nieuwenhuis and A. Oliveras, Technical University of Catalonia, Campus
Nord—Edif. Omega, C. Jordi Girona, 1–3, 08034 Barcelona, Spain; C. Tinelli, University of Iowa,
Department of Computer Science, 14 MacLean Hall, Iowa City, IA, 52242.
Permission to make digital or hard copies of part or all of this work for personal or classroom use is
granted without fee provided that copies are not made or distributed for profit or direct commercial
advantage and that copies show this notice on the first page or initial screen of a display along with the
full citation. Copyrights for components of this work owned by others than ACM must be honored.
Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, to redistribute
to lists, or to use any component of this work in other works requires prior specific permission and/or
a fee. Permissions may be requested from Publications Dept., ACM, Inc., 2 Penn Plaza, Suite 701,
New York, NY 10121-0701 USA, fax +1 (212) 869-0481, or permissions@acm.org.
C© 2006 ACM 0004-5411/06/1100-0937 $5.00

Journal of the ACM, Vol. 53, No. 6, November 2006, pp. 937–977.



938 R. NIEUWENHUIS ET AL.

1. Introduction

The problem of deciding the satisfiability of propositional formulas (SAT) does
not only lie at the heart of the most important open problem in complexity theory
(P vs. NP), it is also at the basis of many practical applications in such areas as Elec-
tronic Design Automation, Verification, Artificial Intelligence, and Operations Re-
search. Thanks to recent advances in SAT-solving technology, propositional solvers
are becoming the tool of choice for attacking more and more practical problems.

Most state-of-the-art SAT solvers [Moskewicz et al. 2001; Goldberg and Novikov
2002; Eén and Sörensson 2003; Ryan 2004] today are based on different vari-
ations of the Davis-Putnam-Logemann-Loveland (DPLL) procedure [Davis and
Putnam 1960; Davis et al. 1962]. Starting essentially with the work on the
GRASP, SATO and Relsat systems [Marques-Silva and Sakallah 1999; Zhang
1997; Bayardo and Schrag 1997], the spectacular improvements in the perfor-
mance of DPLL-based SAT solvers achieved in the last years are due to (i) bet-
ter implementation techniques, such as the two-watched literal approach for unit
propagation, and (ii) several conceptual enhancements on the original DPLL pro-
cedure, aimed at reducing the amount of explored search space, such as backjump-
ing (a form of non-chronological backtracking), conflict-driven lemma learning,
and restarts. These advances make it now possible to decide the satisfiability
of industrial SAT problems with tens of thousands of variables and millions
of clauses.

Because of their success, both the DPLL procedure and its enhancements have
been adapted to handle satisfiability problems in more expressive logics than
propositional logic. In particular, they have been used to build efficient algo-
rithms for the Satisfiability Modulo Theories (SMT) problem: deciding the sat-
isfiability of ground first-order formulas with respect to background theories such
as the theory of equality, of the integer or real numbers, of arrays, and so on
[Armando et al. 2000, 2004; Filliâtre et al. 2001; Barrett et al. 2002; de Moura
and Rueß 2002; Flanagan et al. 2003; Ganzinger et al. 2004; Bozzano et al. 2005].
SMT problems arise in many industrial applications, especially in formal verifi-
cation (see Section 3 for examples). They may contain thousands of clauses like
p ∨ ¬q ∨ a = f (b − c) ∨ g(g(b)) $=c ∨ a − c ≤7, with purely propositional atoms
as well as atoms over (combined) theories, such as the theory of the integers, or of
Equality with Uninterpreted Functions (EUF).

Altogether, many variants and extensions of the DPLL procedure exist today.
They are typically described in the literature informally and with the aid of pseudo-
code fragments. Therefore, it has become difficult for the newcomer to understand
the precise nature of all these procedures, and for the expert to formally reason
about their properties.

The first main contribution of this article is to address these shortcomings by
providing Abstract DPLL, a uniform, declarative framework for describing DPLL-
based solvers, both for propositional satisfiability and for satisfiability modulo
theories. The framework allows one to describe the essence of various prominent
approaches and techniques in terms of simple transition rules and rule application
strategies. By abstracting away heuristics and implementation issues, it facilitates
the understanding of DPLL at a conceptual level as well as its correctness and termi-
nation. For DPLL-based SMT approaches, it moreover provides a clean formulation
and a basis for comparison of the different approaches.
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The second main contribution of this article is a new modular architecture for
building SMT solvers in practice, called DPLL(T ), and a careful study of theory
propagation, a refinement of SMT methods that can have a crucial impact on their
performance.

The architecture is based on a general DPLL(X ) engine, whose parameter X can
be instantiated with a specialized solver SolverT for a given theory T , thus producing
a system DPLL(T ). Such systems can be implemented extremely efficiently and
have good scaling properties: our Barcelogic implementation of DPLL(T ) won four
divisions at the 2005 SMT Competition [Barrett et al. 2005] (for the other three
existing divisions it had no SolverT yet). The insights provided by our Abstract
DPLL framework were an important factor in the success of our DPLL(T ) archi-
tecture and its Barcelogic implementation. For instance, the abstract framework
helped us in understanding the interactions between the DPLL(X ) engine and the
solvers, especially concerning the different forms of theory propagation, as well as
in defining a good interface between both.

Section 2 of this article presents the propositional version of Abstract DPLL. It
models DPLL procedures by means of simple transition systems. While abstract
and declarative in nature, these transition systems can explicitly model the salient
conceptual features of state-of-the-art DPLL-based SAT solvers, thus bridging the
gap between logic-based calculi for DPLL and actual implementations. Within the
Abstract DPLL formalism, we discuss in a clean and uniform way properties such as
soundness, completeness, and termination. These properties immediately carry over
to modern DPLL implementations with features such as backjumping and learning.

For backjumping systems, for instance, we achieve this by modeling backjumping
by a general rule that encompasses several backtracking strategies—including basic
chronological backtracking—and explaining how different systems implement the
rule. Similarly, we model learning by general rules that show how devices such as
conflict graphs are just one possibility for computing new lemmas. We also provide
a general and simple termination argument for DPLL procedures that does not
depend on an exhaustive enumeration of truth assignments; instead, it relies on a
notion of search progress neatly expressing that search advances with the deduction
of new unit clauses—the higher up in the search tree the better—which is the very
essence of backjumping.

In Section 3, we go beyond propositional satisfiability, and extend the framework
to Abstract DPLL Modulo Theories. As in the purely propositional case, this again
allows us to express—and formally reason about—a number of current DPLL-based
techniques for SMT, such as the various variants of the so-called lazy approach
[Armando et al. 2000, 2004; Filliâtre et al. 2001; Audemard et al. 2002; Barrett
et al. 2002; de Moura and Rueß 2002; Flanagan et al. 2003; Ball et al. 2004].

In Section 4, based on the Abstract DPLL Modulo Theories framework, we in-
troduce our DPLL(T ) approach for building SMT systems. We first describe two
variants of DPLL(T ), depending on whether theory propagation is done exhaus-
tively or not. Once the DPLL(X ) engine has been implemented, this approach
becomes extremely flexible: a DPLL(T ) system for a theory T is obtained by sim-
ply plugging in the corresponding theory solver SolverT , which must only be able
to deal with conjunctions of theory literals and conform to a minimal and simple
set of additional requirements. We discuss the design of DPLL(X ) and describe
how DPLL(X ) and SolverT cooperate. We also show that practical T -solvers can
be designed to include theory propagation in an efficient way. A nontrivial issue
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is how to deal with conflict analysis and clause learning adequately in the context
of theory propagation. Different options and possible problems for doing this are
analyzed and discussed in detail in Section 5.

In Section 6, we discuss some experiments with our Barcelogic implementation
of DPLL(T ). The results show that it can significantly outperform the best state-
of-the-art tools and, in addition, scales up very well.

This article consolidates and improves upon preliminary ideas and results pre-
sented at the JELIA [Tinelli 2002], LPAR [Nieuwenhuis and Oliveras 2003;
Nieuwenhuis et al. 2005], and CAV [Ganzinger et al. 2004; Nieuwenhuis and
Oliveras 2005a] conferences.

2. Abstract DPLL in the Propositional Case

We start this section with some formal preliminaries on propositional logic and on
transition systems. Then we introduce several variants of Abstract DPLL and prove
their correctness properties, showing at the same time how the different features of
actual DPLL implementations are modeled by these variants.

2.1. FORMULAS, ASSIGNMENTS, AND SATISFACTION. Let P be a fixed finite set
of propositional symbols. If p ∈ P , then p is an atom and p and ¬p are literals of
P . The negation of a literal l, written ¬l, denotes ¬p if l is p, and p if l is ¬p. A
clause is a disjunction of literals l1 ∨ · · ·∨ln . A unit clause is a clause consisting of a
single literal. A (CNF) formula is a conjunction of one or more clauses C1∧· · ·∧Cn .
When it leads to no ambiguities, we will sometimes also write such a formula in
set notation {C1, . . . , Cn}, or simply replace the ∧ connectives by commas.

A (partial truth) assignment M is a set of literals such that {p,¬p} ⊆ M for no
p. A literal l is true in M if l ∈ M , is false in M if ¬l ∈ M , and is undefined in M
otherwise. A literal is defined in M if it is either true or false in M . The assignment
M is total over P if no literal of P is undefined in M . A clause C is true in M if at
least one of its literals is in M . It is false in M if all its literals are false in M , and it
is undefined in M otherwise. A formula F is true in M , or satisfied by M , denoted
M |= F , if all its clauses are true in M . In that case, M is a model of F . If F has no
models then it is unsatisfiable. If F and F ′ are formulas, we write F |= F ′ if F ′ is true
in all models of F . Then, we say that F ′ is entailed by F , or is a logical consequence
of F . If F |= F ′ and F ′ |= F , we say that F and F ′ are logically equivalent.

In what follows, (possibly subscripted or primed) lowercase l always denote
literals. Similarly, C and D always denote clauses, F and G denote formulas, and
M and N denote assignments. If C is a clause l1 ∨ · · · ∨ ln , we sometimes write
¬C to denote the formula ¬l1 ∧ · · · ∧ ¬ln .

2.2. STATES AND TRANSITION SYSTEMS IN ABSTRACT DPLL. DPLL can be
fully described by simply considering that a state of the procedure is either the
distinguished state FailState or a pair of the form M ‖ F , where F is a CNF formula,
that is, a finite set of clauses, and M is, essentially, a (partial) assignment.

More precisely, M is a sequence of literals, never containing both a literal and
its negation, where each literal has an annotation, a bit that marks it as a decision
literal (see below) or not. Frequently, we will consider M just as a partial assignment,
or as a set or conjunction of literals (and hence as a formula), ignoring both the
annotations and the order between its elements.
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The concatenation of two such sequences will be denoted by simple juxtaposition.
When we want to emphasize that a literal l is annotated as a decision literal we
will write it as ld. We will denote the empty sequence of literals (or the empty
assignment) by ∅. We say that a clause C is conflicting in a state M ‖ F, C if
M |= ¬C .

We will model each DPLL procedure by means of a set of states together with a
binary relation =⇒ over these states, called the transition relation. As usual, we use
infix notation, writing S =⇒ S′ instead of (S, S′) ∈ =⇒. If S =⇒ S′ we say that
there is a transition from S to S′. We denote by =⇒∗ the reflexive-transitive closure
of =⇒. We call any sequence of transitions of the form S0 =⇒ S1, S1 =⇒ S2, · · ·
a derivation, and denote it by S0 =⇒ S1 =⇒ S2 =⇒ · · · . We call any subsequence
of a derivation a subderivation.

In what follows, transition relations will be defined by means of conditional
transition rules. For a given state S, a transition rule precisely defines whether
there is a transition from S by this rule and, if so, to which state S′. Such a transition
is called an application step of the rule.

A transition system is a set of transition rules defined over some given set of
states. Given a transition system R, the transition relation defined by R will be
denoted by =⇒R . If there is no transition from S by =⇒R , we will say that S is
final with respect to R (examples of a transition system and a final state with respect
to it can be found in Definition 2.1 and Example 2.2).

2.3. THE CLASSICAL DPLL PROCEDURE. A very simple DPLL system, faithful
to the classical DPLL algorithm, consists of the following five transition rules. We
give this system here mainly for explanatory and historical reasons. The informally
stated results for it are easily obtained by adapting the more general ones given in
Section 2.5.

Definition 2.1. The Classical DPLL system is the transition system Cl consist-
ing of the following five transition rules. In this system, the literals added to M by
all rules except Decide are annotated as non-decision literals.

UnitPropagate :

M ‖ F, C ∨ l =⇒ M l ‖ F, C ∨ l if
{

M |= ¬C
l is undefined in M.

PureLiteral :

M ‖ F =⇒ M l ‖ F if






l occurs in some clause of F
¬l occurs in no clause of F
l is undefined in M.

Decide :

M ‖ F =⇒ M ld ‖ F if
{

l or ¬l occurs in a clause of F
l is undefined in M .

Fail :

M ‖ F, C =⇒ FailState if
{

M |= ¬C
M contains no decision literals.

Backtrack :

M ld N ‖ F, C =⇒ M ¬l ‖ F, C if
{

M ld N |= ¬C
N contains no decision literals.
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One can use the transition system Cl for deciding the satisfiability of an input
formula F simply by generating an arbitrary derivation ∅ ‖ F =⇒Cl · · · =⇒Cl Sn ,
where Sn is a final state with respect to Cl. The applicability of each of the five
rules is easy to check and, as we will see, their application always leads to finite
derivations. Moreover, for every derivation like the above ending in a final state
Sn , (i) F is unsatisfiable if, and only if, Sn is FailState, and (ii) if Sn is of the form
M ‖ F then M is a model of F . Note that in this Classical DPLL system the second
component of a state remains unchanged, a property that does not hold for the other
transition systems we introduce later.

We now briefly comment on what the different rules do. In the following, if M is
a sequence of the form M0 l1 M1 · · · lk Mk , where the li are all the decision literals
in M , we say that the state M ‖ F is at decision level k, and that all the literals of
each li Mi belong to decision level i .

—UnitPropagate: To satisfy a CNF formula, all its clauses have to be true. Hence, if
a clause of F contains a literal l whose truth value is not defined by the current
assignment M while all the remaining literals of the clause are false, then M
must be extended to make l true.

—PureLiteral: If a literal l is pure in F , that is, it occurs in F while its negation does
not, then F is satisfiable only if it has a model that makes l true. Thus, if M does
not define l it can be extended to make l true.

—Decide: This rule represents a case split. An undefined literal l is chosen from
F , and added to M . The literal is annotated as a decision literal, to denote that
if M l cannot be extended to a model of F then the alternative extension M ¬l
must still be considered. This is done by means of the Backtrack rule.

—Fail: This rule detects a conflicting clause C and produces the FailState state
whenever M contains no decision literals.

—Backtrack: If a conflicting clause C is detected and Fail does not apply, then the
rule backtracks one decision level, by replacing the most recent decision literal ld

by ¬l and removing any subsequent literals in the current assignment. Note that
¬l is annotated as a nondecision literal, since the other possibility l has already
been explored.

Example 2.2. The following is a derivation in the Classical DPLL system, with
each transition annotated by the rule that makes it possible. To improve readability
we denote atoms by natural numbers, and negation by overlining.

∅ ‖ 1∨2, 2∨3, 1∨3∨4, 2∨3∨4, 1∨4 =⇒Cl (Decide)
1d ‖ 1∨2, 2∨3, 1∨3∨4, 2∨3∨4, 1∨4 =⇒Cl (UnitPropagate)

1d 2 ‖ 1∨2, 2∨3, 1∨3∨4, 2∨3∨4, 1∨4 =⇒Cl (UnitPropagate)
1d 2 3 ‖ 1∨2, 2∨3, 1∨3∨4, 2∨3∨4, 1∨4 =⇒Cl (UnitPropagate)

1d 2 3 4 ‖ 1∨2, 2∨3, 1∨3∨4, 2∨3∨4, 1∨4 =⇒Cl (Backtrack)
1 ‖ 1∨2, 2∨3, 1∨3∨4, 2∨3∨4, 1∨4 =⇒Cl (UnitPropagate)

1 4 ‖ 1∨2, 2∨3, 1∨3∨4, 2∨3∨4, 1∨4 =⇒Cl (Decide)
1 4 3

d ‖ 1∨2, 2∨3, 1∨3∨4, 2∨3∨4, 1∨4 =⇒Cl (UnitPropagate)
1 4 3

d
2 ‖ 1∨2, 2∨3, 1∨3∨4, 2∨3∨4, 1∨4
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The last state of this derivation is final. The (total) assignment in it is a model of
the formula.

The Davis–Putnam procedure [Davis and Putnam 1960] was originally presented
as a two-phase proof-procedure for first-order logic. The unsatisfiability of a formula
was to be proved by first generating a suitable set of ground instances which then,
in the second phase, were shown to be propositionally unsatisfiable.

Subsequent improvements, such as the Davis-Logemann-Loveland procedure of
Davis et al. [1962], mostly focused on the propositional phase. What most authors
now call the DPLL Procedure is a satisfiability procedure for propositional logic
based on this propositional phase. Originally, this procedure amounted to the depth-
first search algorithm with backtracking modeled by our Classical DPLL system.

2.4. MODERN DPLL PROCEDURES. The major modern DPLL-based SAT
solvers do not implement the Classical DPLL system. For example, due to effi-
ciency reasons the pure literal rule is normally only used as a preprocessing step—
hence, we will not consider this rule in the following. Moreover, backjumping, a
more general and more powerful backtracking mechanism, is now commonly used
in place of chronological backtracking.

The usefulness of a more sophisticated backtracking mechanism for DPLL
solvers is perhaps best illustrated with another example of derivation in the Classical
DPLL system.

Example 2.3.

∅ ‖ 1∨2, 3∨4, 5∨6, 6∨5∨2 =⇒B (Decide)

1d ‖ 1∨2, 3∨4, 5∨6, 6∨5∨2 =⇒B (UnitPropagate)

1d 2 ‖ 1∨2, 3∨4, 5∨6, 6∨5∨2 =⇒B (Decide)

1d 2 3d ‖ 1∨2, 3∨4, 5∨6, 6∨5∨2 =⇒B (UnitPropagate)

1d 2 3d 4 ‖ 1∨2, 3∨4, 5∨6, 6∨5∨2 =⇒B (Decide)

1d 2 3d 4 5d ‖ 1∨2, 3∨4, 5∨6, 6∨5∨2 =⇒B (UnitPropagate)

1d 2 3d 4 5d 6 ‖ 1∨2, 3∨4, 5∨6, 6∨5∨2 =⇒B (Backtrack)

1d 2 3d 4 5 ‖ 1∨2, 3∨4, 5∨6, 6∨5∨2

Before the Backtrack step, the clause 6 ∨ 5 ∨ 2 is conflicting: it is false in the
assignment 1d 2 3d 4 5d 6. This is a consequence of the unit propagation 2 of the
decision 1d, together with the decision 5d and its unit propagation 6.

Therefore, one can infer that the decision 1d is incompatible with the decision
5d, that is, that the given clause set entails 1∨5. Similarly, it also entails 2∨5.

Such entailed clauses are called backjump clauses if their presence would have
allowed a unit propagation at an earlier decision level. This is precisely what back-
jumping does: given a backjump clause, it goes back to that level and adds the
unit propagated literal. For example, using 2∨5 as a backjump clause, the last
Backtrack step could be replaced by a backjump to a state with first component
1d 2 5.

We model all this in the next system with the Backjump rule, of which Backtrack
is a particular case. In this rule, the clause C ′ ∨ l ′ is the backjump clause, where l ′
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is the literal that can be unit propagated (5 in our example). Below we show that
the rule is effective: a backjump clause can always be found.

Definition 2.4. The Basic DPLL system is the four-rule transition system B
consisting of the rules UnitPropagate, Decide, Fail from Classical DPLL, and the
following Backjump rule:

Backjump :

M ld N ‖ F, C =⇒ M l ′ ‖ F, C if






M ld N |= ¬C, and there is
some clause C ′ ∨ l ′ such that:

F, C |= C ′ ∨ l ′ and M |= ¬C ′,
l ′ is undefined in M , and
l ′ or ¬l ′ occurs in F or in M ld N .

We call clause C in Backjump the conflicting clause and clause C ′ ∨ l ′ the backjump
clause.

Chronological backtracking, modeled by Backtrack, always undoes the last de-
cision l, going back to the previous level and adding ¬l to it. Conflict-driven
backjumping, as modeled by Backjump, is generally able to backtrack further than
chronological backtracking by analyzing the reasons that produced the conflicting
clause. Backjump can frequently undo several decisions at once, going back to a
lower decision level than the previous level and adding some new literal to that
lower level. It jumps over levels that are irrelevant to the conflict. In the previous
example, it jumps over the decision 3d and its consequence 4, which are totally un-
related with the reasons for the falsity of the conflicting clause 6∨5∨2. Moreover,
intuitively, the search state 1d 2 5 reached after Backjump is more advanced than
the state 1d 2 3d 4 5 reached after Backtrack. This notion of “being more advanced”
is formalized in Theorem 2.10 below.

We show in the proof of Lemma 2.8 below that the literals of the backjump clause
can always be chosen among the negations of the decision literals—although better
choices usually exist. When the negations of all the decision literals are included
in the backjump clause, the Backjump rule simulates the Backtrack rule of Classical
DPLL. We remark that, in fact, Lemma 2.8 shows that, whenever a state M ‖ F
contains a conflicting clause, either Fail applies, if there are no decision literals in
M , or otherwise Backjump applies.

Most modern DPLL implementations make additional use of backjump clauses:
they add them to the clause set as learned clauses, also called lemmas, implementing
what is usually called conflict-driven learning.

In Example 2.3, learning the clause 2 ∨ 5 will allow the application of
UnitPropagate to any state whose assignment contains either 2 or 5. Hence, it will
prevent any conflict caused by having both 2 and 5 in M . Reaching such similar
conflicts frequently happens in industrial problems having some regular structure,
and learning such lemmas has been shown to be very effective in improving per-
formance.

Since a lemma is aimed at preventing future similar conflicts, when these conflicts
are not very likely to be found again the lemma can be removed. In practice, a
lemma is removed when its relevance (see, e.g., Bayardo and Schrag [1997]) or its
activity level drops below a certain threshold; the activity can be, for example, the
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number of times it becomes a unit or a conflicting clause [Goldberg and Novikov
2002].

To model lemma learning and removal we consider the following extension of
the Basic DPLL system.

Definition 2.5. The DPLL system with learning, denoted by L , consists of the
four transition rules of the Basic DPLL system and the two additional rules:

Learn :

M ‖ F =⇒ M ‖ F, C if
{

each atom of C occurs in F or in M
F |= C.

Forget :
M ‖ F, C =⇒ M ‖ F if

{
F |= C.

In any application step of Learn, the clause C is said to be learned if it did not
already belong to F . Similarly, it is said to be forgotten by Forget.

Observe that the Learn rule allows one to add to the current formula F an arbitrary
clause C entailed by F , as long as all the atoms of C occur in F or M . This models
not only conflict-driven lemma learning but also any other techniques that produce
consequences of F , such as limited forms of resolution (see the following example).

Similarly, the Forget rule can be used in principle to remove from F any clause
that is entailed by the rest of F , not just those previously added to the clause set by
Learn. The applicability of the two rules in their full scope, however, is limited in
practice by the relative cost of determining such entailments in general.

The six rules of the DPLL system with learning model the high-level conceptual
structure of DPLL implementations. These rules will allow us to formally reason
about properties such as correctness or termination.

Example 2.6. We now show how the Backjump rule can be guided by means of
a conflict graph for finding backjump clauses. In this example we assume a strategy
that is followed in most SAT solvers: (i) Decide is applied only if no other Basic
DPLL rule is applicable (Theorem 5.2 of Section 5 shows that this is not needed,
but here we require it for simplicity) and (ii) after each application of Backjump, the
backjump clause is learned.

Consider a state of the form M ‖ F where, among other clauses, F contains:

9∨6∨7∨8 8∨7∨5 6∨8∨4 4∨1 4∨5∨2 5∨7∨3 1∨2∨3

and M is of the form: . . . 6 . . . 7 . . . 9d 8 5 4 1 2 3.
It is easy to see that this state can be reached after the last decision 9d by six

applications of UnitPropagate. For example, 8 is implied by 9, 6, and 7 because of
the clause 9∨6∨7∨8. A typical DPLL implementation will save the sequence of
propagated literals and remember for each one of them the clause that caused its
propagation. Now, in the state M ‖ F above the clause 1∨2∨3 is conflicting, since
M contains 1, 2 and 3. Using the saved information, the DPLL implementation can
trace back the reasons for this conflicting clause. For example, the saved data will
show that 3 was implied by 5 and 7, due to the clause 5∨7∨3. The literal 5 was in
turn implied by 8 and 7, and so on.

This way, working backwards from the conflicting clause and in the opposite
order in which each literal was propagated, it is possible to build the following
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conflict graph, where the nodes corresponding to the conflicting clause are shown in
gray:

This figure shows the graph obtained when the decision literal of the current
decision level (here, 9d) is reached in this backwards process—which is why this
node and the nodes belonging to earlier decision levels (in this example, literals 6
and 7) have no incoming arrows.

To find a backjump clause, it suffices to cut the graph into two parts. The first
part must contain (at least) all the literals with no incoming arrows. The second part
must contain (at least) all the literals with no outgoing arrows, that is, the negated
literals of the conflicting clause (in our example, 1, 2 and 3). It is not hard to see that
in such a cut no model of F can satisfy all the literals whose outgoing edges are cut.

For instance, consider the cut indicated by the dotted line in the graph, where
the literals with cut outgoing edges are 8, 7, and 6. From these three literals, by
unit propagation using five clauses of F , one can infer the negated literals of
the conflicting clause. Hence, one can infer from F that 8, 7, and 6 cannot be
simultaneously true, that is, one can infer the clause 8∨7∨6. In this case, this is a
possible backjump clause, that is, the clause C ′ ∨ l ′ in the definition of the Backjump
rule, with the literal 8 playing the role of l ′. The clause allows one to backjump to
the decision level of 7 and add 8 to it. After that, the clause 8∨7∨6 has to be learned
to explain in future conflicts the presence of 8 as a propagation from 6 and 7.

The kind of cuts we have described produce backjump clauses provided that
exactly one of the literals with cut outgoing edges belongs to the current decision
level. The negation of this literal will act as the literal l ′ in the backjump rule. In
the SAT literature, the literal is called a Unique Implication Point (UIP) of the
conflict graph. Formally, UIPs are defined as follows. Let D be the set of all the
literals of a conflicting clause C that have become false at the current decision
level (this set is always nonempty, since Decide is applied only if Fail or Backjump
do not apply). A UIP in the conflict graph of C is any literal that belongs to all
paths in the graph from the current decision literal to the negation of a literal in
D. Note that a conflict graph always contains at least one UIP, the decision literal
itself, but in general it can contain more (in our example 9d and 8 are both UIPs).

In practice, it is not actually necessary to build the conflict graph to produce
a backjump clause; it suffices to work backwards from the conflicting clause,
maintaining only a frontier list of literals yet to be expanded, until the first UIP
(first in the reverse propagation ordering) has been reached [Marques-Silva and
Sakallah 1999; Zhang et al. 2001].
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The construction of the backjump clause can also be seen as a derivation in
the resolution calculus, constructed according to the following backwards conflict
resolution process. In our example, the clause 8∨7∨6 is obtained by successive
resolution steps on the conflicting clause, resolving away the literals 3, 2, 1, 4 and
5, in the reverse order their negations were propagated, with the respective clauses
that caused the propagations:

8∨7∨5
6∨8∨4

4∨1
4∨5∨2

5∨7∨3 1∨2∨3
5∨7∨1∨2

4∨5∨7∨1
5∨7∨4

6∨8∨7∨5
8∨7∨6

The process stops once it generates a clause with only one literal of the current
decision level, which is precisely the first UIP (in our example, the literal 8 in
the clause 8 ∨ 7 ∨ 6). Some SAT solvers, such as Siege, also learn some of the
intermediate clauses in such resolution derivations [Ryan 2004].

2.5. CORRECTNESS OF DPLL WITH LEARNING. In this section, we show how the
DPLL system with learning can be used as a decision procedure for the satisfiability
of CNF formulas.

Deciding the satisfiability of an input formula F will be done by generating an
arbitrary derivation of the form ∅ ‖ F =⇒L · · · =⇒L Sn such that Sn is final with
respect to the Basic DPLL system. Note that final states with respect to the DPLL
system with Learning do not always exist, since the same clause could be learned
and forgotten infinitely many times.

For all rules their applicability is easy to check and, as we will show in
Theorem 2.11, if infinite subderivations with only Learn and Forget steps are avoided,
one always reaches a state that is final with respect to the Basic DPLL system. This
state S is moreover easily recognizable as final, because it is either FailState or of
form M ‖ F ′ where F ′ has no conflicting clauses and all of its literals are defined
in M . Furthermore, similarly to the Classical DPLL system and as proved below in
Theorem 2.12; in the first case, F is unsatisfiable, in the second case, it is satisfied
by M .

We emphasize that these formal results apply to any procedure modeled by
the DPLL system with learning, and can moreover be extended to DPLL Modulo
Theories. This generalizes the less formal correctness proof for the concrete pseudo
code of the Chaff algorithm given in Zhang and Malik [2003], which has the same
underlying proof idea.

The starting point for our results is the next lemma, which lists a few properties
that are invariant for all the states derived in the DPLL system with learning from
initial states of the form ∅ ‖ F .

LEMMA 2.7. If ∅ ‖ F=⇒L
∗M ‖ G, then the following hold.

(1) All the atoms in M and all the atoms in G are atoms of F.
(2) M contains no literal more than once and is indeed an assignment, that is, it

contains no pair of literals of the form p and ¬p.
(3) G is logically equivalent to F.



948 R. NIEUWENHUIS ET AL.

(4) If M is of the form M0 l1 M1 · · · ln Mn, where l1, . . . , ln are all the decision
literals of M, then F, l1, . . . , li |= Mi for all i in 0 . . . n.

PROOF. Since all four properties trivially hold in the initial state ∅ ‖ F , we only
need to prove that all six rules preserve them. Consider a step M ′ ‖ F ′=⇒L M ′′ ‖ F ′′

and assume all properties hold in M ′ ‖ F ′. Property 1 holds in M ′′ ‖ F ′′ because
the only atoms that may be added to M ′′ or F ′′ are the ones in F ′ or M ′, all of
which belong to F . The side conditions of the rules clearly preserve Property 2.
As for Property 3, only Learn and Forget may break the invariant. But learning (or
forgetting) a clause C that is a logical consequence clearly preserves equivalence
between F ′ and F ′′.

For the fourth property, consider that M ′ is of the form M ′
0 l1 M ′

1 · · · ln M ′
n , and

l1, . . . , ln are all the decision literals of M ′. If the step is an application of Decide,
there is nothing to prove. For Learn or Forget, it easily follows since M ′ is M ′′ and
F ′′ is logically equivalent to F ′. The remaining rules are:

UnitPropagate: Since M ′′ will be of the form M ′l (we use l and C as in the
definition of the rule), we only have to prove that F, l1, . . . , ln |= l, which holds
since (i) F, l1, . . . , ln |= M ′, (ii) M ′ |= ¬C , (iii) C ∨ l is a clause of F ′ and (iv) F
and F ′ are equivalent.

Backjump: Assume that, in the Backjump rule, ld is l j+1, the j +1-th decision
literal. Then (using l ′ and C ′ as in the definition of the rule), M ′′ is of the form
M ′

0 l1 M ′
1 · · · l j M ′

j l ′. We only need to show that F, l1, . . . , l j |= l ′. This holds as for
the UnitPropagate case, since we have (i) F, l1, . . . , l j |= M ′

0 l1 M ′
1 · · · l j M ′

j , (ii)
M ′

0 l1 M ′
1 · · · l j M ′

j |= ¬C ′, (iii) F ′ |= C ′ ∨ l ′ and (iv) F and F ′ are equivalent.

The most interesting property of this lemma is probably Property 4. It shows that
every nondecision literal added to an assignment M is a logical consequence of the
previous decision literals of M and the initial formula F . In other words, we have
that F, l1, . . . , ln |= M . Hence, the only arbitrary additions to M are the ones made
by Decide.

Another important property concerns the applicability of Backjump. Given a state
with a conflicting clause, it may not be clear a priori whether Backjump is ap-
plicable or not, mainly due to the need to find an appropriate backjump clause.
Below we show that, if there is a conflicting clause, it is always the case that either
Backjump or Fail applies. Moreover, whenever the first precondition of Backjump
holds (M ld N |= ¬C), a backjump clause C ′ ∨ l ′ always exists and can be easily
computed.

LEMMA 2.8. Assume that ∅ ‖ F=⇒L
∗ M ‖ F ′ and that M |= ¬C for some clause

C in F ′. Then either Fail or Backjump applies to M ‖ F ′.

PROOF. If there is no decision literal in M , it is immediate that Fail applies.
Otherwise, M is of the form M0 l1 M1 · · · ln Mn for some n > 0, where
l1, . . . , ln are all the decision literals of M . Since M |= ¬C we have, due to
Lemma 2.7-4, that F, l1, . . . , ln |= ¬C . If we now consider any i in 1 · · · n such
that F, l1, . . . , li |= ¬C , and any j in 0 · · · i − 1 such that F, l1, . . . , l j , li |= ¬C ,
we can show that then backjumping to decision level j is possible.

Let C ′ be the clause ¬l1∨· · ·∨¬l j , and note that M is also of the form M ′ l j+1 N .
Then Backjump is applicable to M ‖ F ′, yielding the state M ′ ¬li ‖ F ′. That is
because the clause C ′ ∨ ¬li satisfies all the side conditions of the Backjump rule:
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(i) F ′ |= C ′ ∨ ¬li because F, l1, . . . , l j , li |= ¬C , which implies, given that C
is in F ′ and F ′ is equivalent to F (by Lemma 2.7-3), that F, l1, . . . , l j , li is
unsatisfiable or, equivalently, that F |= ¬l1 ∨ · · · ∨ ¬l j ∨ ¬li ; furthermore,
M ′ |= ¬C ′ by construction of C ′;

(ii) ¬li is undefined in M ′ (by Lemma 2.7-2);
(iii) li occurs in M .

It is interesting to observe that, the smaller one can choose the value j in the
previous proof, the higher one can backjump. Note also that, if we construct the
backjump clause as in the proof and take i to be n and j to be n−1 then the Backjump
rule models standard backtracking.

We stress that backjump clauses need not be built as in the proof above, out of
the decision literals of the current assignment. It follows from the termination and
correctness results given in this section that in practice one is free to apply the
backjump rule with any backjump clause. In fact, backjump clauses may be built
to contain no decision literals at all, as is for instance possible in backjumping SAT
solvers relying on the first UIP learning scheme illustrated in Example 2.6.

Given the previous lemma, it is easy to prove that final states with respect to
Basic DPLL will be either FailState or M ‖ F ′, where M is a model of the original
formula F . More formally:

LEMMA 2.9. If ∅ ‖ F =⇒L
∗ S, and S is final with respect to Basic DPLL, then

S is either FailState, or it is of the form M ‖ F ′, where

(1) all literals of F ′ are defined in M,
(2) there is no clause C in F ′ such that M |= ¬C, and
(3) M is a model of F.

PROOF. Assume S is not FailState. If (1) does not hold, then S cannot be final,
since Decide would be applicable. Similarly, for (2): by Lemma 2.8, either Fail or
Backjump would apply. Together (1) and (2) imply that all clauses of F ′ are defined
and true in M , and since by Lemma 2.7(3), F and F ′ are logically equivalent this
implies that M is a model of F .

We now prove termination of the Basic DPLL system.

THEOREM 2.10. There are no infinite derivations of the form ∅ ‖ F =⇒B
S1 =⇒B · · · .

PROOF. It suffices to define a well-founded strict partial ordering . on states,
and show that each step M ‖ F =⇒B M ′ ‖ F is decreasing with respect to this
ordering, that is, M ‖ F . M ′ ‖ F . Note that such an ordering must be entirely
based on the first component of the states, because in this system without Learn and
Forget the second component of states remains constant.

Let M be of the form M0 l1 M1 · · · l p Mp, where l1, . . . , l p are all the decision
literals of M . Similarly, let M ′ be M ′

0 l ′1 M ′
1 · · · l ′p′ M ′

p′ .
Let n be the number of distinct atoms (propositional variables) in F . By

Lemma 2.7(1,2), we have that p, p′ and the length of M and M ′ are always smaller
than or equal to n.

For each assignment N , define m(N ) to be n−length(N ), that is, m(N ) is the num-
ber of literals “missing” in N for N to be total. Now define: M ‖ F ′ . M ′ ‖ F ′′ if
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(i) there is some i with 0 ≤ i ≤ p, p′ such that

m(M0) = m(M ′
0), . . . , m(Mi−1) = m(M ′

i−1), m(Mi ) > m(M ′
i ) or

(ii) m(M0) = m(M ′
0), . . . , m(Mp) = m(M ′

p) and m(M) > m(M ′).

Note that, in case (ii), we have p′ > p, and all decision levels up to p coincide
in number of literals. Comparing the number of missing literals in sequences is
clearly a strict ordering (i.e., it is an irreflexive and transitive relation) and it is
also well-founded, and hence this also holds for its lexicographic extension on
tuples of sequences of bounded length. It is easy to see that all Basic DPLL rules
are decreasing with respect to . if FailState is added as an additional minimal
element. The rules UnitPropagate and Backjump decrease by case (i) of the definition
and Decide decreases by case (ii).

It is nice to see in this proof that, in contrast to the classical, depth-first DPLL
procedure, progress in backjumping DPLL procedures is not measured by the num-
ber of decision literals that have been tried with both truth values, but by the number
of defined literals that are added to earlier decision levels. The Backjump rule makes
progress in this sense by increasing by one the number of defined literals in the
decision level it backjumps to. The lower this decision level is (i.e., the higher up
in the depth-first search tree), the more progress is made with respect to ..

As an immediate consequence of this theorem, we obtain the termination of
the DPLL system with learning if infinite subderivations with only Learn and Forget
steps are avoided. The reason is that the other steps (the Basic DPLL ones) decrease
the first components of the states with respect to the well-founded ordering, while
the Learn and Forget steps do not modify that component.

THEOREM 2.11. Every derivation ∅ ‖ F=⇒LS1=⇒L · · · by the DPLL system
with Learning is finite if it contains no infinite subderivations consisting of only
Learn and Forget steps.

Note that this condition is very weak and easily enforced. Learn is typically
only applied together with Backjump in order to learn the corresponding backjump
clause. The theorem entails that such a strategy eventually reaches a state where
only Learn and/or Forget apply, that is, a state that is final with respect to the Basic
DPLL system. As already mentioned, by Lemma 2.9, this state is moreover easily
recognizable because it is FailState or else it has the form M ‖ G with all literals
of G defined in M and no conflicting clause.

Actually, we could have alternatively defined a state M ‖ G to be final if M is a
partial assignment satisfying all clauses of G, hence allowing some literals of G to
remain undefined. Then the correctness argument would have been exactly the same
but without the use of Lemma 2.9—which now is needed mostly to show that the
current definition of a final state M ‖ G is a sufficient condition for M to be a model
of G. However, in typical DPLL implementations, checking each time whether a
partial assignment is a model of the current formula G is more expensive, because
of the necessary additional bookkeeping, than just extending a partial model of G to
a total one, which can be done with no search. But note that things may be different
in the SMT case (see a brief discussion at the end of Section 3), or when the goal
is to enumerate all models (perhaps in some compact representation) of the initial
formula F .
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We are now ready to prove that DPLL with learning provides a decision procedure
for the satisfiability of CNF formulas.

THEOREM 2.12. If ∅ ‖ F =⇒L
∗ S where S is final with respect to Basic DPLL,

then

(1) S is FailState if, and only if, F is unsatisfiable.
(2) If S is of the form M ‖ F ′ then M is a model of F.

PROOF. For Property 1, if S is FailState it is because there is some state M ‖ F ′

such that ∅ ‖ F=⇒L
∗ M ‖ F ′=⇒LFailState. By the definition of the Fail rule, there is

no decision literal in M and there is a clause C in F ′ such that M |= ¬C . Since F and
F ′ are equivalent by Lemma 2.7(3), we have that F |= C . However, if M |= ¬C ,
by Lemma 2.7(4), then also F |= ¬C , which implies that F is unsatisfiable. For
the right-to-left implication, if S is not FailState it has to be of the form M ‖ F ′.
But then, by Lemma 2.9(3), M is a model of F and hence F is satisfiable.

For Property 2, if S is M ‖ F ′, then, again by Lemma 2.9(3), M is a model
of F .

Note that the previous theorem does not guarantee confluence in the sense of
rewrite systems, say. With unsatisfiable formulas, the only possible final (with
respect to Basic DPLL) state for a sequence is FailState. If, on the other hand, the
formula is satisfiable, different states that are final with respect to Basic DPLL may
be reachable. However, all of them will be of the form M ‖ F ′, with M a model of
the original formula.

Although Theorem 2.12 was given for the relation =⇒L, it also holds for =⇒B,
since the existence of Learn or Forget is not required in the proof.

THEOREM 2.13. If ∅ ‖ F =⇒∗
B S where S is final with respect to Basic DPLL,

then

(1) S is FailState if, and only if, F is unsatisfiable.
(2) If S is of the form M ‖ F ′, then M is a model of F.

2.6. ABOUT PRACTICAL IMPLEMENTATIONS AND RESTARTS. State-of-the art
SAT-solvers [Moskewicz et al. 2001; Goldberg and Novikov 2002; Eén and
Sörensson 2003; Ryan 2004] essentially apply Abstract DPLL with Learning us-
ing efficient implementation techniques for UnitPropagate (such as the two-watched
literal scheme for unit propagation [Moskewicz et al. 2001]), and good heuristics
for selecting the decision literal when applying the Decide rule. As said, conflict
analysis procedures for applying Backjump and the possibility of applying learning
by other forms of resolution have also been well studied.

In addition, modern DPLL implementations restart the DPLL procedure when-
ever the search is not making enough progress according to some measure. The
rationale behind this idea is that upon each restart, the additional knowledge of the
search space compiled into the newly learned lemmas will lead the heuristics for
Decide to behave differently, and possibly cause the procedure to explore the search
space in a more compact way. The combination of learning and restarts has been
shown to be powerful not only in practice, but also in theory. Essentially, any Basic
DPLL derivation to FailState is equivalent to a tree-like refutation by resolution.
But for some classes of problems tree-like proofs are always exponentially larger
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than the smallest general, that is, DAG-like, resolution ones [Bonet et al. 2000].
The good news is that DPLL with learning and restarts becomes again equivalent
to general resolution with respect to such notions of proof complexity [Beame et al.
2003].

In our formalism, restarts can be simply modeled by the following rule:

Definition 2.14. The Restart rule is:

M ‖ F =⇒ ∅ ‖ F.

Adding the Restart rule to DPLL with Learning, it is obvious that all results of this
section hold as long as one can ensure that a final state with respect to Basic DPLL
is eventually reached. This is usually done in practice by periodically increasing
the minimal number of Basic DPLL steps between each pair of restart steps. This
is formalized below.

Definition 2.15. Consider a derivation by the DPLL system with learning ex-
tended with the Restart rule. We say that Restart has increasing periodicity in the
derivation if, for each subderivation Si =⇒ · · · =⇒ Sj =⇒ · · · =⇒ Sk where the
steps producing Si , Sj , and Sk are the only Restart steps, the number of Basic DPLL
steps in Si =⇒ · · · =⇒ Sj is strictly smaller than in Sj =⇒ · · · =⇒ Sk .

THEOREM 2.16. Any derivation ∅ ‖ F =⇒ S1 =⇒ · · · by the transition sys-
tem L extended with the Restart rule is finite if it contains no infinite subderivations
consisting of only Learn and Forget steps, and Restart has increasing periodicity in
it.

PROOF. By contradiction, assume Der is an infinite derivation fulfilling the
requirements. Let . be the well-founded ordering on (the first components of)
states defined in the proof of Theorem 2.10. In a subderivation of Der without
Restart steps, at each step either this first component decreases with respect to
. (by the Basic DPLL steps) or it remains equal (by the Learn and Forget steps).
Therefore, since there is no infinite subderivation consisting of only Learn and Forget
steps, there must be infinitely many Restart steps in Der. Also, if between two states
there is at least one Basic DPLL step and no Restart step, these states do not have the
same first component. Therefore, if n denotes the (fixed, finite) number of different
first components of states that exist for the given finite set of propositional symbols,
there cannot be any subderivations with more than n Basic DPLL steps between
two Restart steps. This contradicts the fact that there are infinitely many Restart
steps if Restart has increasing periodicity in Der .

In conclusion, in this section, we have formally described a large family of
practical implementations of DPLL with learning and restarts, and proved that they
provide a decision procedure for propositional satisfiability.

3. Abstract DPLL Modulo Theories

For many applications, encoding the problems into propositional logic is not the
right choice. Frequently, a better alternative is to express the problems in a richer
non-propositional logic, considering satisfiability with respect to a background
theory T .
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For example, some properties of timed automata are naturally expressed in Dif-
ference Logic, where formulas contain atoms of the form a − b ≤ k, which are
interpreted with respect to a background theory T of the integers, rationals or reals
[Alur 1999]. Similarly, for the verification of pipelined microprocessors it is con-
venient to consider a logic of Equality with Uninterpreted Functions (EUF), where
the background theory T specifies a congruence [Burch and Dill 1994]. To mention
just one further example, the conditions arising from program verification usually
involve arrays, lists and other data structures, so it becomes very natural to consider
satisfiability problems modulo the combined theory T of these data structures. In
such applications, typical formulas consist of large sets of clauses such as:

p ∨ ¬q ∨ a = f (b − c) ∨ read(s, f (b − c) )=d ∨ a − g(c) ≤7

containing purely propositional atoms as well as atoms over the combined theory.
This is known as the Satisfiability Modulo Theories (SMT) problem for a theory
T : given a formula F , determine whether F is T -satisfiable, that is, whether there
exists a model of T that is also a model of F .

In this section, we show that many of the existing techniques for handling SMT,
of which SAT is a particular case if we consider T to be the empty theory, can be
described and discussed within the Abstract DPLL framework.

3.1. FORMAL PRELIMINARIES ON SATISFIABILITY MODULO THEORIES. Throu-
ghout this section, we consider the same definitions and notation given in Section 2
for the propositional case, except that here the set P over which formulas are
built is a fixed finite set of ground (i.e., variable-free) first-order atoms, instead of
propositional symbols.

In addition to these propositional notions, here we also consider some notions of
first-order logic (see e.g., Hodges [1993]). A theory T is a set of closed first-order
formulas. A formula F is T -satisfiable or T -consistent if F ∧ T is satisfiable in the
first-order sense. Otherwise, it is called T -unsatisfiable or T -inconsistent.

As in the previous section, a partial assignment M will sometimes also be seen
as a conjunction of literals and hence as a formula. If M is a T -consistent partial
assignment and F is a formula such that M |= F , that is, M is a (propositional)
model of F , then we say that M is a T -model of F . If F and G are formulas, then
F entails G in T , written F |=T G, if F ∧ ¬G is T -inconsistent. If F |=T G and
G |=T F , we say that F and G are T -equivalent. A theory lemma is a clause C
such that ∅ |=T C .

The SMT problem for a theory T is the problem of determining, given a formula
F , whether F is T -satisfiable, or, equivalently, whether F has a T -model.

As usual in SMT, given a background theory T , we will only consider the SMT
problem for ground (and hence quantifier-free) CNF formulas F . Such formulas
may contain free constants, that is, constant symbols not in the signature of T ,
which, as far as satisfiability is concerned, can be equivalently seen as existential
variables. Other than free constants, all other predicate and function symbols in the
formulas will instead come from the signature of T . From now on, when we say
formula we will mean a formula satisfying these restrictions.

We will consider here only theories T such that the T -satisfiability of conjunc-
tions of such ground literals is decidable. We will call any decision procedure for
this problem a T -solver.
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3.2. AN INFORMAL PRESENTATION OF SMT PROCEDURES. The current tech-
niques for deciding the satisfiability of a ground formula F with respect to a back-
ground theory T can be broadly divided into two main categories: eager and lazy.

3.2.1. Eager SMT Techniques. In eager techniques, the input formula is trans-
lated using a satisfiability-preserving transformation into a propositional CNF for-
mula which is then checked by a SAT solver for satisfiability (see, e.g., Bryant et al.
[2001], Bryant and Velev [2002], and Strichman [2002]).

One of the strengths of this eager approach is that it can always use the best
available SAT solver off the shelf. When the new generation of efficient SAT solvers
such as Chaff [Moskewicz et al. 2001] became available, impressive results using
the eager SMT approach were achieved by Bryant’s group at CMU with the solver
UCLID [Lahiri and Seshia 2004] for the verification of pipelined processors.

However, eager techniques are not very flexible: to make them efficient, sophisti-
cated ad-hoc translations are required for each theory. For example, for EUF and for
Difference Logic there exist the per-constraint encoding [Bryant and Velev 2002;
Strichman et al. 2002], the small domain encoding (or range-allocation techniques),
[Pnueli et al. 1999; Bryant et al. 2002; Talupur et al. 2004; Meir and Strichman
2005], and several hybrid approaches [Seshia et al. 2003]. The eager encoding ap-
proach can also handle integer linear arithmetic and the theory of arrays (see Seshia
[2005]).

In spite of the effort spent in devising efficient translations, on many practical
problems the translation process or the SAT solver run out of time or memory (see
de Moura and Ruess [2004]). The current alternative techniques explained below
are in many cases several orders of magnitude faster.

The correctness of the eager approach for SMT relies on the correctness of both
the SAT solver and the translation, which is specific for each theory. It is out of
the scope of this article to discuss the correctness of these ad-hoc translations.
Assuming them to be correct, the correctness of the eager techniques follows from
the results of Section 2.

3.2.2. Lazy SMT Techniques. As an alternative to the eager approach, one can
use a specialized T -solver for deciding the satisfiability of conjunctions of theory
literals. Then, a decision procedure for SMT is easily obtained by converting the
given formula into disjunctive normal form (DNF) and using the T -solver to check
whether any of the DNF conjuncts is satisfiable. However, the exponential blowup
usually caused by the conversion into DNF makes this approach too inefficient.

A lot of research has then looked into ways to combine the strengths of specialized
T -solvers with the strengths of state-of-the-art SAT solvers in dealing with the
Boolean structure of formulas. The most widely used approach in the last few years
is usually referred to as the lazy approach [Armando et al. 2000; Filliâtre et al. 2001;
Audemard et al. 2002; Barrett et al. 2002; de Moura and Rueß 2002; Flanagan et al.
2003; Armando et al. 2004; Ball et al. 2004]. In this approach, each atom occurring
in a formula F to be checked for satisfiability is initially considered simply as a
propositional symbol, forgetting about the theory T . Then the formula is given to
a SAT solver. If the SAT solver determines it to be (propositionally) unsatisfiable,
then F is T -unsatisfiable as well. If the SAT solver returns instead a propositional
model M of F , then this assignment (seen as a conjunction of literals) is checked
by a T -solver. If M is found T -consistent then it is a T -model of F . Otherwise, the
T -solver builds a ground clause that is a logical consequence of T , that is, a theory
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lemma, precluding that assignment. This lemma is added to F and the SAT solver
is started again. This process is repeated until the SAT solver finds a T -model or
returns unsatisfiable.

Example 3.1. Assume we are deciding with a lazy procedure the T -satisfiability
of a large EUF formula, where T is the theory of equality, and assume that the model
M found by the SAT solver contains, among many others, the four literals:

b=c, f (b)=c, a $=g(b), g( f (c))=a.

Then the T -solver detects that M is not a T -model, since

b=c ∧ f (b)=c ∧ g( f (c))=a |=T a =g(b).

Therefore, the lazy procedure has to be restarted after the corresponding theory
lemma has been added to the clause set. In principle, one can take as theory lemma
simply the negation of M , that is, the disjunction of the negations of all the literals
in M . However, this is usually not a good idea as the generated clause may end
up containing thousands of literals. Lazy procedures are much more efficient if the
T -solver is able instead to generate a small explanation of the T -inconsistency of
M . In this example, the explanation could be simply the clause b $= c ∨ f (b) $=
c ∨ g( f (c)) $=a ∨ a =g(b).

The main advantage of the lazy approach is its flexibility, since it can easily
combine any SAT solver with any T -solver. More importantly, if the SAT solver
used by the lazy SMT procedure is based on DPLL, then several refinements exist
that make the SMT procedure much more efficient. Here we outline the most
significant ones.

Incremental T-solver. The T -consistency of the assignment can be checked
incrementally, while the assignment is being built by the DPLL procedure, without
delaying the check until a propositional model has been found. This can save a large
amount of useless work. It can be done fully eagerly, detecting T -inconsistencies
as soon as they are generated, or, if that is too expensive, at regular intervals,
for example, once every k literals added to the assignment. The idea was already
mentioned in Audemard et al. [2002] under the name of early pruning and in Barrett
[2003] under the name of eager notification. Currently, most SMT implementations
work with incremental T -solvers. The incremental use of T -solvers poses different
requirements on their implementation: to make the incremental approach effective
in practice, the solver should (on average, say) be faster in processing one additional
input literal l than in re-processing from scratch all previous inputs and l together.
For many theories this can indeed be done; see, for example, Section 4.3, where
we describe an incremental solver for Difference Logic.

On-line SAT Solver. When a T -inconsistency is detected by the incremental
T-solver, one can ask the DPLL procedure simply to backtrack to some point where
the assignment was still T -consistent, instead of restarting the search from scratch.
For instance, if, in Abstract DPLL terms, the current state is of the form M ‖ F and
M has been detected to be T -inconsistent, then there is some subset {l1 · · · ln} of
M such that ¬l1 ∨ · · · ∨ ¬ln is a theory lemma. This lemma can be added to the
clause set, and, since it is conflicting, that is, it is false in M , Backjump or Fail can
be applied. As we will formally prove below, after the backjump step this lemma
is no longer needed for completeness and could be safely forgotten: the procedure
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will search through all propositional models, finding a T -consistent one whenever
it exists. Nevertheless, keeping theory lemmas can still be very useful for efficiency
reasons, because it may cause an important amount of pruning later in the search.
Theory lemmas are especially effective if they are small, as observed in, for example,
de Moura and Rueß [2002] and Barrett [2003]. On-line SAT solvers (in combination
with incremental T -solvers) are now common in SMT implementations, and state-
of-the-art SAT solvers like zChaff or MiniSAT provide this functionality.

Theory Propagation. In the approach presented so far, the T -solver provides
information only after a T -inconsistent partial assignment has been generated. In
this sense, the T -solver is used only to validate the search a posteriori, not to guide it
a priori. To overcome this limitation, the T -solver can also be used in a given DPLL
state M ‖ F to detect literals l occurring in F such that M |=T l, allowing the DPLL
procedure to move to the state M l ‖ F . We call this process theory propagation.

The idea of theory propagation was first mentioned in Armando et al. [2000]
under the name of Forward Checking Simplification, and since then it has been
applied, in limited form, in very few other systems (see Section 5). In contrast, theory
propagation plays a major role in the DPLL(T ) approach, introduced in Section 4 of
this article. There we show that, somewhat against expectations, practical T -solvers
can be designed to include this feature in an efficient way. A highly non-trivial
issue is how to perform conflict analysis appropriately in the context of theory
propagation. Different options and possible problems for doing this are analyzed
and solved in detail in Section 5, something that, to our knowledge, had not been
done before. In Section 6, we show that theory propagation, if handled well, has a
crucial impact on the performance of SMT systems.

Exhaustive Theory Propagation. For some theories, it even pays off to perform
all possible Theory Propagations before applying the Decide rule. This idea of ex-
haustive theory propagation is also introduced in the DPLL(T ) approach presented
here.

Lazy techniques that learn theory lemmas and do not perform any theory propa-
gation in effect dump a large number of ground consequences of the theory into the
clause set, duplicating theory information into the SAT solver. This duplication is
instead completely unnecessary in a system with exhaustive theory propagation—
and is greatly reduced with non-exhaustive theory propagation.

The reason is that any literal generated by unit propagation over a theory lemma
can also be generated by theory propagation.1

For some logics, such as Difference Logic, for instance, exhaustive theory prop-
agation usually yields speedups of several orders of magnitude, as we show in
Section 6.

Using an incremental T -solver in combination with an on-line SAT solver is
known to be crucial for efficiency. Possibly with the only exception of Veri-
fun [Flanagan et al. 2003], an experimental system no longer under development,
most, if not all, state-of-the-art SMT systems use incremental solvers. On the other
hand, only a few SMT systems so far use theory propagation, as we will discuss in
Section 5.

1 But see the discussion about strategies with lazier theory propagation at the end of Section 5.1.
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3.3. ABSTRACT DPLL MODULO THEORIES. In this section, we formalize the
different enhancements of the lazy approach to Satisfiability Modulo Theories.
We do this by adapting the Abstract DPLL framework for the propositional case
presented in the previous section. One significant difference is that here we deal
with ground first-order literals instead of propositional ones. Except for that, the
rules Decide, Fail, UnitPropagate, and Restart remain unchanged: they will still regard
all literals as syntactical items as in the propositional case. Only Learn, Forget and
Backjump are slightly modified to work modulo theories: in these rules, entailment
between formulas now becomes entailment in T . In addition, atoms of T -learned
clauses can now also belong to M , and not only to F ; this is required for Property 3.9
below, needed to recover from T -inconsistent states. Note that the theory version
of Backjump below uses both the propositional notion of satisfiability (|=) and the
first-order notion of entailment modulo theory (|=T ).

Definition 3.2. The rules T -Learn, T -Forget and T -Backjump are:

T -Learn :

M ‖ F =⇒ M ‖ F, C if
{

each atom of C occurs in F or in M
F |=T C

T -Forget :

M ‖ F, C =⇒ M ‖ F if
{

F |=T C

T -Backjump :

M ld N ‖ F, C =⇒ M l ′ ‖ F, C if






M ld N |= ¬C, and there is
some clause C ′ ∨ l ′ such that:

F, C |=T C ′ ∨ l ′ and M |= ¬C ′,
l ′ is undefined in M , and
l ′ or ¬l ′ occurs in F or in M ld N .

3.3.1. Modeling the Naive Lazy Approach. Using these rules, it is easy to model
the basic lazy approach (without any of the refinements of incremental T -solvers,
on-line SAT solvers or theory propagation). Each time a state M ‖ F is reached that
is final with respect to Decide, Fail, UnitPropagate, and T -Backjump, that is, final in a
similar sense as in the previous section, M can be T -consistent or not. If it is, then
M is indeed a T -model of F , as we will prove below. If M is not T -consistent,
then there exists a subset {l1, . . . , ln} of M such that ∅ |=T ¬l1∨ · · · ∨¬ln . By one
T -Learn step, the theory lemma ¬l1∨ · · ·∨¬ln can be learned and then Restart can be
applied. As we will prove below, if these learned theory lemmas are never removed
by the T -Forget rule, this strategy is terminating under similar requirements as those
in the previous section, namely, the absence of infinite subderivations consisting
of only Learn and Forget steps and the increasing periodicity of Restart steps. Then,
the strategy is also sound and complete as stated in the previous section: the initial
formula is T -unsatisfiable if, and only if, FailState is reached; moreover, if FailState
is not reached then a T -model has been found.

3.3.2. Modeling the Lazy Approach with an Incremental T -Solver. Assume a
state M ‖ F has been reached where M is T -inconsistent. Note that in practice this



958 R. NIEUWENHUIS ET AL.

is detected by the incremental T -solver, and that this state need not be final now.
Then, as in the naive lazy approach, there exists a subset {l1, . . . , ln} of M such
that ∅ |=T ¬l1∨ · · · ∨¬ln . This theory lemma is then learned, producing the state
M ‖ F, ¬l1∨ · · · ∨¬ln . As in the previous case, Restart can then be applied and the
same results hold.

3.3.3. Modeling the Lazy Approach with an Incremental T -Solver and an on-
Line SAT Solver. As in the previous case, if a subset {l1, . . . , ln} of M is detected
such that ∅ |=T ¬l1 ∨ · · · ∨¬ln , the theory lemma is learned, reaching the state
M ‖ F, ¬l1∨ · · ·∨¬ln . But now, since in addition we consider an online SAT solver,
instead of completely restarting, the procedure repairs the T -inconsistency of the
partial assignment by exploiting the fact that the recently learned theory lemma
is a conflicting clause. As we show later, and similarly to what happened in the
propositional case, if there is no decision literal in M then Fail applies, otherwise
T -Backjump applies. Our results below prove that, even if the theory lemma is always
forgotten immediately after backjumping, this approach is terminating, sound, and
complete under similar conditions as the ones of the previous section.

3.3.4. Modeling the Previous Refinements and Theory Propagation. This re-
quires the following additional rule:

Definition 3.3. The TheoryPropagate rule is:

M ‖ F =⇒ M l ‖ F if






M |=T l
l or ¬l occurs in F
l is undefined in M .

The purpose of this rule is to prune the search by assigning a truth value to literals
that are (propositionally) undefined by the current assignment M but T -entailed by
it, rather than letting the Decide rule guess a value for them. As said, this sort of
propagation can lead to dramatic improvements in performance. Below we prove
that the correctness results mentioned for the previous three lazy approaches also
hold in combination with arbitrary applications of this rule.

3.3.5. Modeling the Previous Refinements and Exhaustive Theory Propagation.
Exhaustive theory propagation is modeled simply by assuming that TheoryPropagate
is applied with a higher priority than Decide. The correctness of this approach
follows immediately from the correctness of the previous one which had arbitrary
applications of TheoryPropagate.

3.4. CORRECTNESS OF ABSTRACT DPLL MODULO THEORIES. Up to now, we
have seen several different application strategies of (subsets) of the given rules,
which lead to different SMT procedures. In this subsection we give a simple and
uniform proof showing that all the approaches described in the previous subsection
are indeed decision procedures for the SMT problem. The proofs are structured in
the same way as the ones given in Section 2.5 for the propositional case, and hence
here we focus on the variations and extensions that are needed.

Definition 3.4. The Basic DPLL Modulo Theories system consists of the rules
Decide, Fail, UnitPropagate, TheoryPropagate, and T -Backjump.



Solving SAT and SAT Modulo Theories 959

Definition 3.5. The Full DPLL Modulo Theories system, denoted by FT, con-
sists of the rules of Basic DPLL Modulo Theories and the rules T -Learn, T -Forget,
and Restart.

As before, a decision procedure will be obtained by generating a derivation using
the given rules with a particular strategy. However, here the aim of a derivation is
to compute a state S to which the main theorem of this section, Theorem 3.10, can
be applied, that is, a state S such that: (i) S is final with respect to the rules of Basic
DPLL Modulo Theories and (ii) if S is of the form M ‖ F then M is T -consistent.

Property 3.9 below provides a very general class of strategies in which such
a state S is always reached, without violating the requirements of termination of
Theorem 3.7 (also given below). Such a state S can be recognized in a similar way
as in the propositional case: it is either FailState or it is of the form M ‖ F where
all the literals of F are defined in M , there are no conflicting clauses, and M is
T -consistent.

The following lemma states invariants similar to the ones of Lemma 2.7 of the
previous section.

LEMMA 3.6. If ∅ ‖ F =⇒∗
FT M ‖ G, then the following hold:

(1) All the atoms in M and all the atoms in G are atoms of F.
(2) M contains no literal more than once and is indeed an assignment, that is, it

contains no pair of literals of the form p and ¬p.
(3) G is T -equivalent to F.
(4) If M is of the form M0 l1 M1 · · · ln Mn, where l1, . . . , ln are all the decision

literals of M, then F, l1, . . . , li |=T Mi for all i in 0 · · · n.

PROOF. As for Lemma 2.7, all rules preserve the properties. The new rule
TheoryPropagate preserves them like UnitPropagate; the other rules as for their propo-
sitional versions.

THEOREM 3.7 (TERMINATION). Let Der be a derivation of the form:
∅ ‖ F = S0 =⇒FT S1 =⇒FT · · ·
Then Der is finite if the following two conditions hold:

(1) Der has no infinite subderivations consisting of only T -Learn and T -Forget steps.
(2) For every subderivation of Der of the form:

Si−1 =⇒FT Si =⇒FT · · · =⇒FT Sj =⇒FT · · · =⇒FT Sk
where the only three Restart steps are the ones producing Si , S j , and Sk, either:
—there are more Basic DPLL Modulo Theories steps in Sj =⇒FT · · · =⇒FT Sk

than in Si =⇒FT · · · =⇒FT Sj , or
—a clause is learned 2 in S j =⇒FT · · · =⇒FT Sk that is not forgotten in Der.

PROOF. The proof is a slight extension of the one of Theorem 2.16. The only
new aspect is that some Restart steps are applied with non-increasing periodicity.
But since for each one of them a new clause has been learned that is never forgotten
in Der , there can only be finitely many of them. From this, a contradiction follows
as in Theorem 2.16.

2 See Definition 2.5.
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LEMMA 3.8. If ∅ ‖ F =⇒∗
FT M ‖ F ′ and there is some conflicting clause in

M ‖ F ′, that is, M |= ¬C for some clause C in F ′, then either Fail or T -Backjump
applies to M ‖ F ′.

PROOF. As in Lemma 2.8.

PROPERTY 3.9. If ∅ ‖ F =⇒∗
FT M ‖ F ′ and M is T -inconsistent, then either

there is a conflicting clause in M ‖ F ′, or else T -Learn applies to M ‖ F ′, generating
a conflicting clause.

PROOF. If M is T -inconsistent, then there exists a subset {l1, . . . , ln} of M such
that ∅ |=T ¬l1∨ · · · ∨¬ln . Hence, the conflicting clause ¬l1∨ · · · ∨¬ln is either in
M ‖ F ′, or else it can be learned by one T -Learn step.

Lemma 3.8 and Property 3.9 show that a rule of Basic DPLL modulo theories
is always applicable to a state of the form M ‖ F , or to its successor after a single
T -Learn step, whenever a literal of F is undefined in M , or F contains a conflicting
clause, or M is T -inconsistent. Together with Theorem 3.7 (Termination), this
shows how to compute a state to which the following main theorem is applicable.

THEOREM 3.10. Let Der be a derivation ∅ ‖ F =⇒∗
FT S , where (i) S is final

with respect to Basic DPLL Modulo Theories, and (ii) if S is of the form M ‖ F ′

then M is T -consistent. Then

(1) S is FailState if, and only if, F is T -unsatisfiable.
(2) If S is of the form M ‖ F ′, then M is a T -model of F.

PROOF. The first result follows from Lemmas 3.6(3), 3.6(4), as in
Theorem 2.12. The second part is proved as in Lemma 2.9 of the previous
section, but using Lemma 3.8 and Lemma 3.6(3), instead of Lemma 2.8 and
Lemma 2.7(3).

The previous theorem shows that a large family of practical approaches provide
a decision procedure for satisfiability modulo theories. Note that the results of this
section are independent from the theory T under consideration, the only (obviously
necessary) requirement being the decidability of the T -consistency of conjunctions
of ground literals.

We conclude this section by observing that, as in the propositional case, our
definition of final state for Abstract DPLL Modulo Theories forces the assignment
M in a state of the form M ‖ G to be total. We remarked in the previous section
that the alternative definition of final state where M can be partial as long as it
satisfies G is inefficient in practice in the SAT case. With theories, however, this is
not always true. Depending on the theory T and the available T -solver, it may be
considerably more expensive to insist on extending a satisfying partial assignment
to a total one than to check periodically whether the current assignment has become
a model of the current formula. The reason is that by Theorem 3.10 one can stop the
search with a final state M ‖ G only if M is also T -consistent, and T -consistency
checks can have a high cost, especially when the T -satisfiability of conjunction
of literals is NP-hard. We have maintained the same definition of final state for
both Abstract DPLL and Abstract DPLL Modulo Theories mainly for simplicity,
to make the lifting of the former to the latter clearer. We stress though that as in
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the previous section essentially the same correctness proof applies if one uses the
alternative definition of final state in this section.

4. The DPLL(T) Approach

We have now seen an abstract framework that allows one to model a large number
of complete and terminating strategies for SMT. In this section, we describe the
DPLL(T ) approach for Satisfiability Modulo Theories, a general modular architec-
ture on top of which actual implementations of such SMT strategies can be built.
This architecture is based on a general DPLL engine, called DPLL(X ), that is not
dependent on any particular theory T . Instead, it is parameterized by a solver for
a theory T of interest. A DPLL(T ) system for T is produced by instantiating the
parameter X with a module SolverT that can handle conjunctions of literals in T ,
that is, a T -solver.

The basic idea is similar to the CLP(X ) scheme for constraint logic program-
ming [Jaffar and Maher 1994]: provide a clean and modular, but at the same time
efficient, integration of specialized theory solvers within a general-purpose engine,
in our case one based on DPLL.

The DPLL(T ) architecture presented here combines the advantages of the eager
and lazy approaches to SMT. On the one hand, the architecture allows for very
efficient implementations, as witnessed by our system, Barcelogic, which imple-
ments DPLL(T ) for a number of theories and compares very favorably with other
SMT systems—see Section 6. On the other hand, DPLL(T ) has the flexibility of the
lazy approaches: more general logics can be dealt with by simply plugging in other
solvers into the general DPLL(X ) engine, provided that these solvers conform to a
minimal interface.

4.1. OVERALL ARCHITECTURE OF DPLL(T ) . At each state M ‖ F of a deriva-
tion, the DPLL(X ) engine knows M and F , but it treats all literals and clauses as
purely propositional ones. As a consequence, all the needed theory-based infer-
ences are exclusively localized in the theory solver SolverT , which knows M but
not the current F .

For the purposes of this article, it is not necessary to precisely define the interface
between DPLL(X ) and SolverT . It suffices to know that SolverT provides operations
that can be called by DPLL(X ) to:

—Notify SolverT that a certain literal has been set to true.
—Ask SolverT to check whether the current partial assignment M , as a conjunction

of literals, is T -inconsistent. This request can be made by DPLL(X ) with different
degrees of strength: for theories where deciding T -inconsistency is in general
expensive, it might be more convenient to use cheaper, albeit incomplete, T -
inconsistency checks for most of the derivation, and resort to a more expensive
but complete check only when necessary.3

It is required that when SolverT detects a T -inconsistency it is also able to
identify a subset {l1, . . . , ln} of M such that ∅ |=T ¬l1∨ · · · ∨¬ln . This theory
lemma ¬l1 ∨ · · · ∨¬ln , which we will call the (theory) explanation of the T -
inconsistency, is then communicated by SolverT to the engine.

3 Note that, according to the correctness results of Abstract DPLL modulo theories, a decision of
T -inconsistency is only needed when a final state with respect to the Basic DPLL rules is reached.
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—Ask SolverT to identify currently undefined input literals that are T -consequences
of M . Again, this request can be made by DPLL(X ) with different degrees of
strength. SolverT answers with a (possibly empty) list of literals of the input for-
mula that are newly detected T -consequences of M . Note that for this operation
SolverT needs to know the set of input literals.

—Ask SolverT to provide a justification for the T -entailment of some theory prop-
agated literal l. This is needed for the following reasons. In a concrete imple-
mentation of the DPLL(X ) engine, backjumping is typically guided by a conflict
graph, as explained in Example 2.6. But there is a difference with respect to the
purely propositional case: a literal l at a node in the graph can now also be due
to an application of theory propagation. Hence, building the graph requires that
SolverT be able to recover and return as a justification of l a (preferably small,
non-redundant) subset {l1, . . . , ln} of literals of the assignment M that T -entailed
l when l was T -propagated. Computing that subset amounts to generating the
theory lemma ¬l1∨· · ·∨¬ln ∨l. We will call this lemma the (theory) explanation
of l. (See Example 5.1, and also Section 4.3 and Section 5 for more details and
refinements.)

—Ask SolverT to undo the last n notifications that a literal has been set to true.

In the rest of this section, we describe two concrete SMT strategies for the Ab-
stract DPLL modulo theories framework, and show how they can be implemented
using the DPLL(T ) architecture.

The first one, described in Section 4.2, performs exhaustive theory propagation
in a very eager way: in a state M ‖ F , TheoryPropagate is immediately applied
whenever some input literal l is T -entailed by M . Therefore, SolverT is required to
detect all such entailments immediately after a literal is set to true. In contrast, the
second DPLL(T ) system, described in Section 4.4, allows SolverT to sometimes fail
to detect some entailed literals.

Each system is accompanied by a concrete motivating example of a theory of
practical relevance, namely Difference Logic and EUF Logic, respectively. For
Difference Logic, an efficient design for SolverT is described in Section 4.3.

Further refinements of theory propagation and conflict-driven clause learning are
discussed in more detail in Section 5.

4.2. DPLL(T ) WITH EXHAUSTIVE THEORY PROPAGATION AND DIFFERENCE
LOGIC. Here, we deal with a particular application strategy of the rules of Abstract
DPLL Modulo Theories modeling exhaustive theory propagation. We show how it
can be implemented using the DPLL(T ) architecture, and explain the roles of the
DPLL(X ) engine and the theory solver SolverT in it.

SolverT processes the input formula, stores the list of all literals occurring in
it, and hands it over to DPLL(X ), which treats it as a purely propositional CNF.
After that, the various Abstract DPLL rules are applied by DPLL(X ) as described
below:

TheoryPropagate. Immediately after SolverT is notified that a literal l has been
added to M , (e.g., as a consequence of UnitPropagate or Decide), SolverT is also
requested to provide all input literals that are T -consequences of M l but not of
M alone. Then, for each one of them, TheoryPropagate is immediately applied by
DPLL(X ). Note that, this way, M never becomes T -inconsistent, a property that
can be exploited by SolverT to increase its efficiency (see the next subsection for



Solving SAT and SAT Modulo Theories 963

the case of Difference Logic), and by the DPLL(X ) engine since it will never need
to ask for the T -consistency of M .

UnitPropagate. If TheoryPropagate is not applicable, DPLL(X ) tries to apply
UnitPropagate next, possibly triggering more rounds of theory propagation, and
stops if it discovers a conflicting clause. (In a concrete implementation all this can
be implemented with the commonly used two-watched-literals scheme.)

Backjump and Fail. If DPLL(X ) detects a conflicting clause, it immediately ap-
plies T -Backjump or Fail, depending respectively on whether the current assignment
contains a decision literal or not. (In a concrete implementation, an appropriate back-
jump clause can be computed as explained in the next section.) At each backjump,
DPLL(X ) tells SolverT how many literals have been removed from the assignment.

T-Learn. Immediately after each T -Backjump application, the T -Learn rule is ap-
plied to learn the backjump clause. This is possible because this clause is always a
T -consequence of the formula F in the current state M ‖ F . Note that, as explained
in Section 3.2 for the case of exhaustive theory propagation, theory lemmas (clauses
C such that ∅ |=T C) are never learned, since they are useless in this context.

Restart. For correctness with respect to the Abstract DPLL modulo theories
framework, one must guarantee that Restart has increasing periodicity. Typically,
this is achieved by only applying Restart when certain system parameters reach
some prescribed limits, such as the number of conflicts or the number of new units
derived, and increasing this restart limit periodically.

T-Forget. For correctness with respect to Abstract DPLL modulo theories, it
suffices to apply this rule only to previously T -learned clauses. This is what is
usually done, removing part of these clauses according to their activity (e.g., the
number of times involved in recent conflicts).

Decide. In this strategy, DPLL(X ) applies Decide only if none of the other Basic
DPLL rules apply. The choice of the decision literal is well known to have a strong
impact on the search behavior. Numerous heuristics for this purpose exist.

4.3. DESIGN OF SolverT FOR DIFFERENCE LOGIC. To provide an example in this
article of SolverT for a given T , here we briefly outline the design of a theory solver
for Difference Logic. Despite its simplicity, Difference Logic has been used to ex-
press important practical problems, such as verification of timed systems, schedul-
ing problems or the existence of paths in digital circuits with bounded delays.

In Difference Logic, the background theory T can be the theory of the inte-
gers, the rationals or the reals, depending on the application. Input formulas are
restricted to Boolean combinations of atoms of the form a ≤ b + k, where a and
b are free constants and k is a (possibly negative) integer, rational or real constant.
Over the integers, atoms of the form a < b + k can be equivalently written as
a ≤ b + (k − 1); for instance, a < b + 7 becomes a ≤ b + 6. A similar transforma-
tion exists for the rationals and reals, by decreasing k by a small enough amount ε.
For a given input formula, the ε to be applied to its literals can be computed in lin-
ear time [Schrijver 1987; Armando et al. 2004]. Similarly, negations and equalities
can also be removed, and one can assume that all literals are of the form a ≤
b + k. Their conjunction can be seen as a weighted graph G with an edge
a k−→ b for each literal a ≤ b + k. Independently of whether T is the theory
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of the integers, the rationals or the reals, such a conjunction is T -satisfiable if, and
only if, there is no cycle in G with negative accumulated weight. Therefore, once
all literals are of the form a ≤ b + k, the specific theory does not matter any more.

4.3.1. Initial Setup. As said, for the initial setup of DPLL(T ), SolverT reads the
input CNF, stores the list of all literals occurring in it, and hands it over to DPLL(X )
as a purely propositional CNF. For efficiency reasons, it is important that, in this
CNF, the relation between literals and their negations is made explicit. For example,
over the integers, if a ≤ b + 2 and b ≤ a − 3 occur in the input, then, since one is
equivalent to the negation of the other, they should be abstracted by a propositional
variable and its negation. This can be detected by using a canonical form during
this setup process. For instance, one can impose an ordering on the free constants
and require that the smallest one, say a in the example above, be always on the
left-hand side of the ≤ symbol. So here we would have that b ≤ a − 3 is handled
as the negation of a ≤ b + 2.

For reasons we will see below, SolverT also builds a data structure containing,
for each constant symbol, the number of input literals it occurs in, and the list of
all these literals.

4.3.2. DPLL(X) Sets the Truth Value of a Literal. Then, SolverT adds the cor-
responding edge to the graph. Here we will write a0

k ∗−→ an if there is a path in
the graph of the form a0

k1−→ a1
k2−→ · · · kn−1−→ an−1

kn−→ an with n ≥ 0 and where
k = k1 + · · · + kn is called the length of this path.

Note that one can assume that DPLL(X ) does not communicate to SolverT any
redundant edges (i.e., edges already entailed by G), since such consequences would
already have been communicated by SolverT to DPLL(X ). Similarly, DPLL(X )
will not communicate to SolverT any edges that are inconsistent with the graph.
Therefore, there will be no cycles of negative length. Here, SolverT must return to
DPLL(X ) all input literals that are new consequences of the graph once the new
edge has been added. Essentially, for detecting the new consequences of a new
edge a k−→ b, SolverT needs to check all paths ai

ki ∗−→ a k−→ b
k ′

j ∗
−→ b j and see

whether there is any input literal that follows from ai ≤ b j + (ki + k + k ′
j ), that is,

an input literal of the form ai ≤ b j +k ′, with k ′ ≥ ki +k +k ′
j . For checking all such

paths from ai to b j that pass through the new edge from a to b, the graph is kept in
double adjacency list representation. Then a standard single-source-shortest-path
algorithm starting from a can be used for computing all ai with their corresponding
minimal ki (and similarly for the b j ). Its cost, for M literals containing N different
constant symbols, is O(N · M).

While doing this, the visited nodes are marked and inserted into two lists, one
for the ai ’s and one for the b j ’s. At the same time, two counters are kept measuring
the total number of input literals containing the ai ’s and, respectively, the b j ’s.

Then, if, without loss of generality, the ai ’s are the ones that occur in less input
literals, we check, for each input literal l containing some ai , whether the other
constant in l is some of the found b j , and whether l is entailed or not (this can be
checked in constant time since previously all b j have been marked). The asymptotic
worst-case cost of this part is O(L), where L is the number of different input literals.
In our experience, this is much faster than the O(N 2) check of the Cartesian product
of ai ’s and b j ’s.
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4.3.3. Implementation of Explain and Backtrack. Whenever the mth edge is
added to the graph, the edge is annotated with its insertion number m. When a
literal l of the form a ≤ b + k is returned as a T -consequence of the mth edge, this
m is recorded together with l. If later on the explanation for l is required, a path
in the graph from a to b of length at most k is searched, using a depth-first search
as before, but without traversing any edges with insertion number greater than m.
This not only improves efficiency, but it is also needed for not returning “too new”
explanations, which may create cycles in the implication graph (see Section 5).
Each time DPLL(X ) backjumps, it communicates to SolverT how many edges it
has to remove, for example, up to some insertion number m. According to our
experiments, the best way (with negligible cost) for dealing with this in SolverT is
the naive one, that is, using a trail stack of edges with their insertion numbers and
all their associated T -consequences.

4.4. DPLL(T ) WITH NONEXHAUSTIVE THEORY PROPAGATION AND EUF LOGIC.
For some logics, such as the logic of Equality with Uninterpreted Functions (EUF),
exhaustive theory propagation is not the best strategy. In EUF, atoms consist of
ground equations between terms, and the theory T consists of the axioms of reflex-
ivity, symmetry, and transitivity of ‘=’, as well as the monotonicity axioms, saying,
for all f , that f (x1 · · · xn) = f (y1 · · · yn) whenever xi = yi for all i in 1 · · · n (see
also Example 3.1).

Our experiments with EUF revealed that a nonexhaustive strategy behaves bet-
ter in practice than one with exhaustive theory propagation. More precisely, we
found that detecting exhaustively all negative equality consequences is very ex-
pensive, whereas all positive equalities can propagated efficiently by means of
a congruence closure algorithm [Downey et al. 1980]. It is beyond the scope
of this article to describe the design of a theory solver for EUF. We refer the
reader to Nieuwenhuis and Oliveras [2003] for a description and discussion of a
modern incremental, backtrackable congruence closure algorithm for this purpose.
We point out that efficiently retrieving explanations (for constructing the conflict
graph and generating theory lemmas) inside an incremental congruence closure
algorithm is nontrivial. Increasingly better techniques have been developed in
de Moura et al. [2004] Stump and Tan [2005], and Nieuwenhuis and Oliveras
[2005b].

We describe below an application strategy of Abstract DPLL Modulo Theories
for DPLL(T ) with nonexhaustive theory propagation. The emphasis will be on those
aspects that differ from the exhaustive case, and on how and when T -inconsistent
partial assignments M are detected and repaired.

TheoryPropagate. In this strategy, when SolverT is asked for new T -consequences,
it may return only an incomplete list. Therefore, DPLL(X ) can no longer maintain
the invariant that the partial assignment is always T -consistent as in the exhaus-
tive case of Section 4.2. For this reason, it is no longer necessary to ask for T -
consequences as eagerly as in the exhaustive case. Instead, for efficiency reasons it
is better to ask SolverT for new T -consequences only if no Basic DPLL rule other
than Decide applies and the current assignment is T -consistent. For each returned
T -consequence, TheoryPropagate is immediately applied by DPLL(X ).

UnitPropagate. DPLL(X ) applies this rule while possible unless it detects a con-
flicting clause.
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Backjump and Fail. DPLL(X ) may apply T -Backjump or Fail due to two possible
situations. The first one is when it detects a conflicting clause, as usual. The second
one is due to a T -inconsistency of the current partial assignment M .

SolverT is asked to check the T -consistency of M each time no Basic DPLL
rule other than Decide applies—and before being asked for theory consequences.
When M is T -inconsistent SolverT identifies a subset {l1, . . . , ln} of it such that
∅ |=T ¬l1∨ · · ·∨¬ln , and returns the theory lemma ¬l1∨ · · ·∨¬ln as an explanation
of the inconsistency. DPLL(X) then handles the lemma as a conflicting clause,
applying T -Backjump or Fail to it.

T-Learn. Immediately after each T -Backjump application, the T -Learn rule is ap-
plied for learning the backjump clause.

Now, in backjumps due to T -inconsistencies, the backjump clause may some-
times be the theory lemma denoting the T -inconsistency itself (if it has only one
literal of the current decision level). Therefore, in this case, sometimes theory lem-
mas will be learned. Another possibility is to always learn the theory lemma coming
from a T -inconsistency, even if it is not the backjump clause. This may be useful,
because it prevents the same T -inconsistency from occurring again.

Restart. This rule is applied as in the exhaustive strategy of Section 4.2.

T-Forget. It is also applied as in the exhaustive case, but in this case among the
(less active) lemmas that are removed there are also theory lemmas. This is again
less simple than in the exhaustive case, because different forgetting policies could
be applied to the two kinds of lemmas. Note that, in any case, none of the lemmas
needs to be kept for completeness.

Decide. This rule is applied as in the exhaustive strategy of Section 4.2.

We conclude this section by summarizing the key differences between the
two strategies for exhaustive and nonexhaustive theory propagation, described in
Sections 4.2 and 4.4: in the former, which we applied to Difference Logic, the
partial model never becomes T -inconsistent, since all input literals that are T -
consequences are immediately set to true. In contrast, the DPLL(T ) system de-
scribed in Section 4.4, and applied to EUF logic, allows, for efficiency reasons,
SolverT to fail sometimes to detect some entailed literals, and hence it must be able
to recover from T -inconsistent partial assignments.

5. Theory Propagation Strategies and Conflict Analysis

The idea of theory propagation was first mentioned in Armando et al. [2000] under
the name of Forward Checking Simplification, in the context of temporal reasoning.
The authors suggest that a literal l can be propagated if ¬l is inconsistent with the
current state, but they also imply that this is expensive “since it requires a number of
T -consistency checks roughly equal to the number of literals in [the whole formula]
ϕ”. A similar notion called Enhanced Early Pruning is mentioned in Audemard
et al. [2002] in the context of the MathSAT system, but nothing is said about when
and how it is applied, and how it relates to conflict analysis. Also, the new system
Yices (see Section 6) appears to apply some form of theory propagation. Except for
these systems and ours, and a forthcoming version of CVC Lite based on the work
described here, we are not aware of any other systems that apply theory propagation,
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nor of any other descriptions of theory propagation in the literature outside our own
previous work on the subject.

We remark that the techniques proposed in, for example, Armando et al. [2004]
and Flanagan et al. [2003], where the input formula is statically augmented with
theory lemmas encoding transitivity constraints, may have effects similar to theory
propagation. However, eagerly learning all such constraints is usually too expensive
and typically only a subset of them is ever used at run-time.

In Ganzinger et al. [2004], we showed that, somewhat against expectations,
practical T -solvers can be designed to do theory propagation efficiently. To the best
of our knowledge, before that, the methods for detecting a theory consequence l
were essentially based on sending ¬l to the theory solver, and checking whether a
T -inconsistency was derived.

Some essential and nontrivial issues about theory propagation have remained
largely unstudied until now:

—when to compute the explanations for the theory propagated literals;
—how to handle conflict analysis adequately in the context of theory propagation;
—how eagerly to perform theory propagation.

In this section, we analyze these issues in detail. We point out that thinking in
terms of Abstract DPLL Modulo Theories was crucial in giving us a sufficient
understanding for doing this analysis in the first place, especially by helping us
clearly separate correctness concerns from efficiency ones. We start with a running
example illustrating some of the questions above.

Example 5.1. Consider EUF logic and a clause set F containing, among others:

(1) a =b ∨ g(a) $=g(b)
(2) h(a)=h(c) ∨ p
(3) g(a)=g(b) ∨ ¬p.

Now consider a state of the form M, c = b, f (a) $= f (b) ‖ F , and the following
sequence of derivation steps:

Step: New literal: Reason:
Decide h(a) $=h(c)
TheoryPropagate a $=b since h(a) $=h(c) ∧ c=b |=T a $=b
UnitPropagate g(a) $=g(b) because of a $=b and Clause 1
UnitPropagate p because of h(a) $=h(c) and Clause 2.

In the resulting state, Clause 3 is conflicting. When seen as a conflict graph, as done
in Example 2.6 for the propositional case, the situation looks as follows:
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In this graph, the double arrows→→ indicate theory propagations, whereas the single
arrows denote unit propagations. The backjump clause h(a) = h(c) ∨ c $= b can
be produced by considering the indicated cut in the graph, as in Example 2.6. This
clause can also be obtained by the backwards resolution process on the conflicting
clause illustrated in Example 2.6, specifically, by resolving in reverse chronological
order with the clauses that caused propagations, until a clause with exactly one literal
from the current decision level is derived.

The only difference here with respect to the propositional case is that now we can
have theory propagated literals as well. For each one of these literals, resolution is
done with the theory lemma explaining its propagation (here, the leftmost premise
of the last resolution step):

h(a)=h(c) ∨ c $=b ∨ a $=b
a =b ∨ g(a) $=g(b)

h(a)=h(c) ∨ p g(a)=g(b) ∨ ¬p
g(a)=g(b) ∨ h(a)=h(c)

h(a)=h(c) ∨ a=b
h(a)=h(c) ∨ c $=b

The resulting clause can be used as a backjump clause, in the same way as in
Example 2.6 for the propositional case.

In what follows, we argue that in general it is not a good idea to compute these
theory lemmas (or explanations) immediately, during theory propagation. Instead,
it is usually better to compute each of them only as needed in resolution steps
during conflict analysis. We also explain what problems may occur in delaying the
computation of explanations until they are really needed, and give detailed results
showing when and how a backjump clause can be found.

5.1. WHEN TO COMPUTE EXPLANATIONS FOR THE THEORY PROPAGATED
LITERALS. Each time a theory propagation step of the form M ‖ F =⇒ M l ‖ F
takes place, this is because l1 ∧ · · · ∧ln |=T l for some subset {l1, . . . , ln} of M .
Now, a very simple way of managing theory propagated literals for the purposes
of conflict analysis is to use T -Learn immediately after each such a theory propaga-
tion step, adding the corresponding theory lemma ¬l1∨ · · · ∨¬ln ∨l to the current
formula. After that, the theory propagated literal l can be simply seen as a unit
propagated literal by the newly learned clause. Hence, when a conflicting clause
is detected, the backjump clause can be computed exactly as in the propositional
case, as explained in Example 2.6.

Unfortunately, this approach, used for instance in the latest version of the Math-
SAT system [Bozzano et al. 2005], has some important drawbacks. We have done
extensive experiments, running our DPLL(T ) implementations on all the formulas
available in the SMT-LIB benchmark library [Ranise and Tinelli 2003; Tinelli and
Ranise 2005] for the logics EUF, RDL, IDL and UFIDL (see the next section).
In these experiments, we have counted (i) the number of theory propagation steps
and (ii) the number of times theory propagated literals are involved in a conflict, in
other words, the number of resolution steps with explanations.

It turns out that, on average, theory propagations are around 250 times more
frequent than resolution steps with explanations. For almost all examples, the ratio
lies between 20 and 1500. Hence, immediately computing an explanation each
time a theory propagation takes place, as done in MathSAT, is bound to be highly
inefficient: on average just one of these lemmas out of every 250 is ever going
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to be used (possibly, even less than that, as each theory propagated literal may
occur in more than one conflict). The cost of generating explanations is twofold:
it is the cost incurred by SolverT in computing the clause and that incurred by
DPLL(X ) in inserting the clause in the clause database and maintaining it under
propagation.

There is however a potential advantage in the MathSAT approach, for strategies
where TheoryPropagate is applied only if no other rule except Decide is applicable
(this is what we did for EUF in Section 4.4). Assume as before that TheoryPropagate
applies to a state M ‖ F because l1∧ · · · ∧ln |=T l for for some subset {l1, . . . , ln}
of M . Also assume that, due to a previous TheoryPropagate step, the explanation
¬l1∨ · · ·∨¬ln ∨ l is still present in F , although, due to backtracking, l has become
again undefined in M . Then the effect of theory propagating l can now be achieved
more efficiently by a unit propagation step with the clause ¬l1∨ · · ·∨¬ln ∨ l. If this
leads to a conflict at the current decision level before TheoryPropagate is tried, then
a gain in efficiency may be obtained. If, on the other hand, no conflict occurs before
applying TheoryPropagate, then it is likely that repeated work is done by SolverT ,
rediscovering the fact that l is a T -consequence of M .

For some theory solvers, it may be possible that, when computing a T -
consequence, there is only a low additional cost in computing its explanation as
well at the same time. But even then one usually would not want to pay the time
and memory cost of adding the lemma as a new clause—since in many cases this is
going to be wasted work and space. One could simply store the lemma as a passive
clause, that is, not active in the DPLL procedure, or store some information on how
to compute it later.

5.2. HANDLING CONFLICT ANALYSIS IN THE CONTEXT OF THEORY
PROPAGATION. In the previous subsection we have argued that it is preferable
to generate explanations only at the moment they are needed for conflict analysis.
Here we analyze the possible problems that arise in doing so, and discuss when
and how it is still possible to compute a backjump clause. In a state of the form
M1 l M2 l ′ M3 ‖ F , we say that l is older than l ′, and that l ′ is newer than l.

Too new explanations:
Let us first revisit Example 5.1. After the four steps, where Clause 3 is conflicting, if
SolverT is asked to compute the explanation of a $=b, it can also return g(a) $=g(b),
instead of the “real” explanation h(a) = h(c) ∨ c $= b ∨ a $= b. Indeed a $= b is a
T -consequence of g(a) $= g(b) as well. But g(a) $= g(b) is a too new explanation:
it did not even belong to the partial assignment at the time a $= b was propagated,
and was in fact deduced by UnitPropagate from a $= b itself and Clause 1. Too
new explanations are problematic because they can cause cycles in the conflict
graph:



970 R. NIEUWENHUIS ET AL.

For the conflict graph above, the backwards resolution process computing the back-
jump clause does in fact loop:

g(a)=g(b) ∨ a $=b
a =b ∨ g(a) $=g(b)

h(a)=h(c) ∨ p g(a)=g(b) ∨ ¬p
g(a)=g(b) ∨ h(a)=h(c)

h(a)=h(c) ∨ a=b
g(a)=g(b) ∨ h(a)=h(c)

Therefore, to make sure that a backjump clause can be found, SolverT should never
return too new explanations. A sufficient condition is to require that all literals in
the explanation of a literal l be older than l. In other words, if the current state is of
the form M l N ‖ F , then all literals in the explanation of l should occur in M .

Too old explanations:
In our example, when SolverT was asked to compute the explanation of a $= b, it
could also have returned f (a) $= f (b). This literal was already available before
a $=b was obtained, but, as mentioned in Section 4.4, SolverT might have failed to
detect a $= b as a negative consequence of it. It is interesting to observe that, with
f (a) = f (b) ∨ a $= b as the explanation of a $= b, the resulting conflict graph has
no unique implication point (UIP). In fact, there is not even a path from the current
decision literal h(a) $= h(c) to the conflicting literal (of the current decision level)
g(a) $=g(b):

However, looking at what happens with the backwards resolution procedure, one
can see that it still produces a backjump clause, that is, a clause with exactly one
literal from the current decision level:

f (a)= f (b) ∨ a $=b
a =b ∨ g(a) $=g(b)

h(a)=h(c) ∨ p g(a)=g(b) ∨ ¬p
g(a)=g(b) ∨ h(a)=h(c)

h(a)=h(c) ∨ a=b
h(a)=h(c) ∨ f (a)= f (b)

The following theorem states that in the backwards resolution process too old ex-
planations are never a problem. It follows that just disallowing too new explanations
suffices to guarantee that a backjump clause is always found.

THEOREM 5.2. Assume that for any state of the form M ‖ F and for any l in
M due to TheoryPropagate, the explanation of l produced by SolverT contains no
literals newer than l in M. Then, if some clause C is conflicting in a state S, either
Fail applies to S, or else the backwards resolution process applied to C reaches a
backjump clause.

PROOF. Let d be the largest of the decision levels of the literals in C , and let D
be the (nonempty) set of all literals of C that have become false at decision level
d. If D is a singleton, C itself is a backjump clause. Otherwise, we can apply the
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backwards conflict resolution process, resolving away literals of decision level d ,
until we reach a backjump clause having exactly one literal of level d. This process
always terminates because each resolution step replaces a literal of decision level
d by a finite number (zero in the case of a too old explanation) of strictly older
literals of level d. The process is also guaranteed to produce a clause with just one
literal of decision level d because, except for the decision literal itself, every literal
of decision level d is resolvable.

Note that the previous theorem is rather general by making no assumptions
on the strategy followed in applying the DPLL rules. Also note that the theorem
holds in the purely propositional case a well, where the theory T is empty and
the theorem’s assumption is vacuously true as TheoryPropagate never applies. Its
generality entails that, for instance, one can apply Decide even in the presence of a
conflicting clause, or if UnitPropagate also applies. In contrast, in Zhang and Malik
[2003], the correctness proof of the Chaff algorithm assumes the fixed standard
strategy in which unit propagation is done exhaustively before making any new
decisions, which is considered an “important invariant”. Theorem 5.2 instead shows
that it is unproblematic for conflict analysis if a literal l is unit propagated at a
decision level d when in fact it could have been propagated already at an earlier
level. The reason is simply that in the backwards resolution step resolving on l
replaces it by zero literals of level d, in perfect analogy to what happens to theory
propagated literals with a too old explanation.

5.3. THE DEGREE OF EAGERNESS BY WHICH THEORY PROPAGATION SHOULD BE
PERFORMED. So far, we have seen two possible strategies for theory propagation.

The first one, which we defined for Difference Logic, requires that SolverT returns
all theory consequences (Section 4.2). In that strategy, TheoryPropagate is invoked
each time a new literal is added to the current partial assignment. This is done to
ensure that the partial assignment never becomes T -inconsistent.

The second strategy, defined for EUF logic, assumes that SolverT may return only
some subset of the theory consequences, and applies TheoryPropagate only if no rule
other than TheoryPropagate or Decide is applicable (Section 4.4).

However, there may also be expensive theories where one does not want to do full
theory propagation (or check T -consistency) before every Decide step, but instead
invoke it in some cheaper, incomplete way. The complete check is only required
at the leaves of the search tree, that is, each time a propositional model has been
found, in order to decide its T -consistency (this coincides with what is done in the
naive lazy approach). The MathSAT approach [Bozzano et al. 2005] is based on a
similar hierarchical view, where cheaper checks are performed more eagerly than
expensive ones.

6. Experiments with an Implementation of DPLL(T )

We have experimented the DPLL(T ) architecture with various implementations
collaboratively developed in Barcelona and Iowa. We describe here our most ad-
vanced implementation, Barcelogic, developed mostly in Barcelona. The system
follows the strategies presented in Section 4, and its solvers are as described in
Section 4.3 and in Nieuwenhuis and Oliveras [2003, 2005b]. Its DPLL(X ) engine
implements state-of-the-art techniques such as the two-watched literal scheme for
unit propagation, the first-UIP learning scheme, and VSIDS-like decision heuristics
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[Moskewicz et al. 2001; Zhang et al. 2001]. The T -Forget rule is currently applied
by DPLL(X ) after each restart, removing a portion of the learned clauses according
to their activity level [Goldberg and Novikov 2002], defined as the number of times
they were involved in a conflict since the last restart.

6.1. THE 2005 SMT COMPETITION. The effectiveness of Barcelogic was shown
at the 2005 SMT Competition [Barrett et al. 2005]. The competition used problems
from the SMT-LIB library [Tinelli and Ranise 2005], a fairly large collection of
benchmarks (around 1300) coming from such diverse areas as software and hard-
ware verification, bounded model checking, finite model finding, and scheduling.
These benchmarks were in the standard format of SMT-LIB [Ranise and Tinelli
2003], and were classified into 7 competition divisions according to their back-
ground theory and some additional syntactic restrictions. For each division, around
50 benchmarks were randomly chosen and given to each entrant system with a time
limit of 10 minutes per benchmark.

Barcelogic entered and won all four divisions for which it had a theory solver:
EUF, IDL and RDL (respectively, integer and real Difference Logic), and UFIDL
(combining EUF and IDL). At least 10 systems participated in each of these divi-
sions. Among the competitors were well-known SMT solvers such as SVC [Barrett
et al. 1996], CVC [Barrett et al. 2002], CVC-Lite [Barrett and Berezin 2004], Math-
SAT [Bozzano et al. 2005], and two very recent successors of ICS [Filliâtre et al.
2001]: Yices (by Leonardo de Moura) and Simplics (by Dutertre and de Moura).
Apart from EUF and Difference Logic, these systems also support other theories
such as arrays (except MathSAT), and linear arithmetic (SVC only over the reals).

It is well-known that in practical problems over richer (combined) theories usu-
ally a large percentage of the work still goes into EUF and Difference Logic. For
example, in [Bozzano et al. 2005] it is mentioned that in many calls a general solver
is not needed: “very often, the unsatisfiability can be established in less expressive,
but much easier, sub-theories”. Similarly, Seshia and Bryant [2004], which deals
with quantifier-free Presburger arithmetic, states that it has been found by them and
others that literals are “mainly” difference logic.

The competition was run on 2.6 GHz, 512 MB, Pentium 4 Linux machines, with
a 512 KB cache. For each division, the results of the best three systems are shown
in the following table, where Total time is the total time in seconds spent by each
system, with a timeout of 600 seconds, and Time solved is the time spent on the
solved problems only:

# problems Total Time
Top-3 systems solved time solved
Barcelogic 39 8358 1758

EUF (50 problems): Yices 37 9601 1801
MathSAT 33 12386 2186
Barcelogic 41 6341 940

RDL (50 pbms.): Yices 37 9668 1868
MathSAT 37 10408 2608
Barcelogic 47 3531 1131

IDL (51 pbms.): Yices 47 4283 1883
MathSAT 46 4295 1295
Barcelogic 45 2705 305

UFIDL (49 pbms.): Yices 36 9789 1989
MathSAT 22 17255 1055
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Not only did Barcelogic solve more problems than each of the other systems, it
also did so in considerably less time, even—and in spite of the fact that it solved
more problems—if only the time spent on the solved problems is counted.

6.2. EXPERIMENTS ON THE IMPACT OF THEORY PROPAGATION. In our experi-
ence, the overhead produced by theory propagation is almost always compensated
by a significant reduction of the search space. In Ganzinger et al. [2004] we pre-
sented extensive experimental results showing its effectiveness in our DPLL(T )
approach for EUF logic. In Nieuwenhuis and Oliveras [2005a] we discussed a
large number of experiments for Difference Logic, with additional emphasis on
the good scaling properties of the approach. The new SMT solver Yices now also
heavily relies on theory propagation.

Of course, theory propagation may not pay off in certain specific problems where
the theory plays an insignificant role, that is, where reasoning is done almost entirely
at the Boolean level. Such situations can be detected on the fly by computing the
percentage of conflicts caused by theory propagations. If this number is very low,
theory propagation can be switched off automatically, or applied more lazily, to
speed up the computation. (This is done in a forthcoming release of our system.)

In the following two figures, Barcelogic with and without theory propagation is
compared, on the same type of machine as in the previous subsection, in terms of
run time (in seconds) and number of decisions (applications of Decide) on a typical
real-world Difference Logic suite (fisher6-mutex, see Tinelli and Ranise [2005]),
consisting of 20 problems of increasing size.

The figures show the typical behavior on the larger problems where the theory
plays a significant role: both the run time and the number of decisions are orders
of magnitude smaller in the version with theory propagation (note that times and
decisions are plotted on a logarithmic scale). In both cases, the DPLL(X ) engine
used was exactly the same, although in the exhaustive theory case some parts of
the code were never executed (e.g., theory lemma learning).

6.3. EXPERIMENTS COMPARING BARCELOGIC WITH THE EAGER APPROACH.
For completeness, we finally compare Barcelogic with UCLID, the best-known tool
implementing the eager translation approach to SMT [Lahiri and Seshia 2004]. We
show below run time results (in seconds) for three typical series of benchmarks for
UFIDL coming from different methods for pipelined processor verification given
in [Manolios and Srinivasan 2005a, 2005b] (more precisely, for the BIDW case (i)
flushing, (ii) commitment good MA and (iii) commitment GFP). The benchmarks
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were run on the same type of machine as in the previous two subsections, but this
time with a one hour timeout. We used Siege [Ryan 2004] as the final SAT solver
for UCLID, since it performed better than any other available SAT solver on these
problems.

6-stage:
7-stage:
8-stage:
9-stage:

10-stage:

UCLID BLogic
258 1
835 3
3160 15

>3600 23
>3600 54

UCLID BLogic
3596 5

>3600 8
>3600 18
>3600 18
>3600 29

UCLID BLogic
19 1
58 1

226 1
664 1

>3600 2

We emphasize that these results are typical for the pipelined processor verification
problems coming from this source, a finding that has also independently been
reproduced by P. Manolios (private communication). We refer the reader to the
results given in Ganzinger et al. [2004], showing that our approach also dominates
UCLID in the pure EUF case, as well as for EUF with integer offsets (interpreted
successor and predecessor symbols).

7. Conclusions

We have shown that the Abstract DPLL formalism introduced here can be very
useful for understanding and formally reasoning about a large variety of DPLL-
based procedures for SAT and SMT.

In particular, we have used it here to describe several variants of a new, effi-
cient, and modular approach for SMT, called DPLL(T ). Given a DPLL(X ) en-
gine, a DPLL(T ) system for a theory T is obtained by simply plugging in the
corresponding theory solver SolverT , which must only be able to deal with con-
junctions of theory literals and conform to a minimal and simple set of additional
requirements.

We are currently working on several—in our opinion very promising—ways to
improve and extend both the abstract framework and the DPLL(T ) architecture.

The abstract framework can be extended to deal more effectively with theories
where the satisfiability of conjunctions of literals is already NP-hard by lifting, from
the theory solver to the DPLL(X ) engine, some or all of the case analysis done by
the theory solver. Along those lines, the framework can also be nicely extended
to a Nelson-Oppen style combination framework for handling formulas over sev-
eral theories. The resulting DPLL(T1, . . . , Tn) architecture can deal modularly and
efficiently with the combined theories.

Preliminary experiments reveal that other applications of the DPLL(T ) frame-
work can produce competitive decision procedures as well for completely different
(at least on the surface) kinds of problems. For example, optimization aspects of
problems such as pseudo-Boolean constraints can be nicely expressed and effi-
ciently solved in this framework by recasting them as particular SMT problems.
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EÉN, N., AND SÖRENSSON, N. 2003. An extensible SAT-solver. In Proceedings of the 6th International
Conference on Theory and Applications of Satisfiability Testing (SAT). 502–518.
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A Machine Program for 
Theorem-Provingt 

Mart in Davis, G e o r g e  Logemann, and 
Donald Loveland 

Institute of Mathematical Sciences, New York University 

The programming of a proof procedure is discussed in 
connection with trial runs and possible improvements. 

In [1] is set forth an algorithm for proving theorems of 
quantification theory which is an improvement in certain 
respects over previously available algorithms such as that  
of [2]. The present paper deals with the programming of 
the algorithm of [1] for the New York University, In- 
stitute of Mathematical  Sciences' IBM 704 computer, 
with some modifications in the algorithm suggested by 
this work, with the results obtained using the completed 
algorithm. Familiarity with [1] is assumed throughout. 

Changes in the Algorithm and Programming 
Techniques Used 

The algorithm of [1] consists of two interlocking parts. 
The first part, called the QFl-Generator, generates (from 
the formula whose proof is being at tempted) a growing 
propositional calculus formula in conjunctive normal form, 
the "quantifier-free lines." The second part, the Processor, 
tests, at regular stages in its "growth,"  the consistency of 
this propositional calculus formula. An inconsistent set 
of quantifier-free lines constitutes a proof of the original 
formula. 

The algorithm of [1] used in testing for consistency 
proceeded by successive elimination of atomic formulas, 
first eliminating one-literal clauses (one-literM clause rule), 
and then atomic formulas all of whose occurrences were 
positive or all of whose occurrences were negative (affirma- 
tive-negative rule). Finally, the remaining atomic formulas 
were to have been eliminated by the rule: 

III .  Rule for Eliminating Atomic Formulas. Let the 
given formula F be put  into the form 

(A V p) & (B V ?~) & R 

where A, B, and R are free of p. (This can be done 
simply by grouping together the clauses containing p and 
"factoring out"  occurrences of p to obtain A, grouping 
the clauses containing # and "factoring out"  # to obtain 
B, and grouping the remaining clauses to obtain R.) Then 
F is inconsistent if and only if (A V B) & R is inconsistent. 

After programming the algorithm using this form of 
Rule I I I ,  it was decided to replace it by the following rule: 

t The research reported in this document has been sponsored 
by the Mathematical Sciences Directorate, Air Force Office of 
Scientific Research, under Contract No. AF 49(638)-777. 

III*. Splitting Rule. Let the given formula F be put  in 
the form 

(A V p )  & ( B V / 5 )  & R  

where A, B, and R are free of p. Then F is inconsistent if 
and only if A & R and B & R are both inconsistent. 

JUSTIFICATION OF RULE III*. For 1 p = 0, F = A & R ; 
f o r p  = 1, F = B &R.  

The forms of Rule I I I  are interchangeable; Mthough 
theoretically they are equivalent, in actual applications 
each has certain desirable features. We used Rule I I I*  be- 
cause of the fact that  Rule I I I  can easily increase the 
mlmber and the lengths of the clauses in the expression 
rather quickly after several applications. This is prohibi- 
tive in a computer if ones fast access storage is limited. 
Also, it was observed that  after performing Rule III ,  
many duplicated and thus redundant  clauses were present,. 
Some success was obtained by causing the machine to sys- 
tematically eliminate the redundancy; but  the problem of 
total  length increasing rapidly still remained when more 
complicated problems were at tempted.  Also use of Rule 
I I I  can seldom yield new one-literM clauses, whereas use 
of Rule I I I*  often will. 

In programming Rule III*, we used auxiliary tape 
storage. The rest of the testing for consistency is carried 
out using only fast access storage. When the "Splitting 
Rule" is used one of the two formulas resulting is placed 
on tape. Tape memory records are organized in tbe cafe- 
terial stack-of-plates scheme: the last record written is 
the first to be read. 

In the program written for the IBN[ 704, the matrix and 
conjunction of quantifier-free lines are coded into cross- 
referenced associated (or linked) memory tables by the 
QFL-Generator  and then analyzed by the Processor. In 
particular, the QFL-Generator  is programmed to read in 
the matrix M in suitably coded Polish (i.e., "parenthesis- 
free") form. The conversion to a quantifier-free matrix in 
conjunctive normal form requires, of course, a certain 
amount  of pencil work on the formula, which could have 
been done by the computer. In doing this, we departed 
from [1], by not using prenex normal form. The steps are: 

(1) Write all truth-functional connectives in terms of 
~ ,  6,  V.  

(2) Move all ~-~'s inward successively (using de Morgan 
laws) until they either are cancelled (with another ,-,~) or 
acting on an atomic formula. 

(3) Now, replace existential quantifiers by function 
symbols (cf. [1], p. 205), drop universal quantifiers, and 
place in conjunctive normal form. A simple one-to-one 
assembler was written to perform the final translation of 
the matrix M into octal numbers. 

I t  will be recalled that  the generation of quantifier-free 
lines is accomplished by successive substitutions of "con- 
stants" for the variables in the matrLx M. In the program 

As in [1], I stands for "truth", and 0 for "falsehood". 
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the constants are represented by the successive positive 
integers. 

For a matrix containing n individual variables, the n- 
tuples of positive integers are generated in a sequence of 
increasing norm such tha t  all n-tuples with a given norm 
are in decreasing n-ary numerical order. Here we define 
the norm of (j~, - - .  , j , , )=  j~d- " ' "  + j,~= ]]J~l]- Other 
norms could have been used. For example, Gilmore [2] 
takes for ]l Jill the max imum of j i ,  " "  , jn • In  [1] a more 
complicated norm is indicated. 

Substitutions of successive n-tuples into the matrix 
cause new constants to appear  in the matrix. The program 
numbers constants in their order of appearance. Thus, the 
constants are ordered by the program in a manner  de- 
pending upon the input data. By rearranging the clauses 
of a formula a different order would in general be created. 
In  some cases, whether or not the program could actually 
prove the validity of a given formula (without running 
out of fast  access storage) depended on how one shuffled 
the punched-data deck before reading it into the assem- 
bler! Thus, the variat ion in ordering of constants did 
affect by a factor of 10 (from 500 to 5000) the number  of 
lines needed to prove the validity of: 

(e) (Ed) (x) (y)[S(x,  y, d) -÷  T(x,  y, e)] 

--~ (e) (x) (Ed) (y)[S(x ,  y, d) ~ T(x,  y, e)] 

(This valid formula may  be thought  of as asserting tha t  
uniform continuity implies continuity if we set: 

s ( z ,  y, d) ~ Ix - y[ < d 

T(x,  y, e) ~ If(x) -- f(Y) l < e.) 

In  storing the quantifier-free lines, two tables are used. 
The first, called the conjunction table, is a literal image of 
the quantifier-free lines in which one machine word cor- 
responds to one literal, i.e., to p or ~-~p where p is an atomic 
formula. The lines in the second, or formula table are them- 
selves heads of two chain lists giving the occurrences of p 
and ~,p respectively in the conjunction table. In  addition, 
included for formula p in the formula table are counts of 
the number  of clauses in which p and ~ p  occur and total  
number  of all literals in these clauses; the formula table is 
itself a two-way linked list. A third short list of those 
literals is kept in which are entered all formulas to which 
the one-lateral clause and affirmative-negative rules apply;  
this is called the ready list. If  the program tries to enter p 
and ,~p  into the ready list, an inconsistency has been 
found; the machine stops. 

The total i ty  of the processing rules requires only two 
basic operations: a subroutine to delete the occurrences of 
a literal p or ~ p  from the quantifier-free lines, and a 
routine to eliminate from them all the clauses in which p 
or ~ p  occur. 

We may  observe that  only the deletion program can 
create new one-literal clauses, and likewise applications of 
the affirmative-negative rule can come only from the 
elimination program. 

The machine thus performs the one literal-clause and 
affirmative-negative rules as directed by the ready list 
until the ready list is empty.  I t  is possible tha t  the choice 
of p to be eliminated first is quite critical in determining 
the length of computat ion required to reach a conclusion: 
a program to choose p is used, but  no tests were made to 
vary  this segment of the program beyond a random selec- 
tion, namely the first entry  in the formula table. To per- 
form Rule I I I* ,  one saves the appropriate tables with some 
added reference information in a tape record, then per- 
forms an elimination on ~ p  and a deletion on p. At a con- 
sequent discovery of consistency, one must  generate more 
quantifier free lines; the QFL-generator is recalled. Other- 
wise, at finding an inconsistency, the machine must  check 
to see if there are any records on the Rule I I I *  tape: if 
none, the quantifier-free lines were inconsistent; otherwise, 
it reads in the last record. 

If  one uses Rule I I I  (which we did in an early version 
of our program),  an entirely different code is needed. The 
problem is precisely tha t  of mechanizing the application of 
the distributive law. 

Results Obtained in Running the Program 
At the time the programming of the algorithm was 

undertaken, we hoped that  some mathematical ly  meaning- 
ful and, perhaps nontrivial, theorems could be proved. 
The actual achievements in this direction were somewhat 
disappointing. However, the program performed as well 
as expected on the simple predicate calculus formulas 
offered as fare for a previous proof procedure program. 
(See Gilmore [1].) In  particular, the well-formed formula 

(Ex) (Ey) (z){F(x,  y) ~ (F(y,  z) & F(z, z) )) 
& ( ( F ( x , y )  & G ( x , y ) )  ~ (G(x , z )  & G ( z , z ) ) ) }  

which was beyond the scope of Gilmore's program was 
proved in under two minutes with the present program. 
Gilmore's program was halted at  the end of 7 "substi tu- 
tions", (quantifier-free lines) after an elapsed period of 
about  21 minutes. I t  was necessary for the present pro- 
gram to generate approximately 60 quantifier-free lines 
before the inconsistency 2 appeared. Indeed,  the "uniform 
continuity implies continuity" example mentioned above 
required over 500 quantifier-free lines to be generated and 
was shown to be valid in just over two minutes. This was 
accomplished by  nearly filling the machine to capacity 
with generated quantifier-free lines (2000 lines in this 
case) before applying any of the rules of reduction. 

Rather  than describe further successes of the program, 
it will be instructive to consider in detail a theorem tha t  
the program was incapable of proving and to examine the 
cause for this. This particular example is one the authors 
originally had hoped the program could prove, an ele- 
mentary  group theory problem. In  essence, it is to show 
that  in a group a left inverse is also a right inverse. 

2 In [1], a hand calculation of this example using the present  
scheme showed inconsistency at 25 quantifier-free lines. The 
discrepancy is due to a different rule for generation of constants .  
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I t  is, in fact, quite easy to follow the behavior of the 
proof procedure on this particular example as it parallels 
the usual approach to the problem. The problem may be 
formulated as follows: 

Axioms: 1. e . x = x  

2. I ( z ) . x = e  

3. ( z . y ) . z  = w ~ x . ( y . z )  = w 

4. x . ( y ' z )  = w ~  ( x . y )  .z = w 

Conclusion: x . I ( x )  = e 

The letter e is interpreted as the identity element and 
the function I as the inverse function. The associative law 
has been split into two clauses for convenience. 

A proof is as follows: 

1. I ( I (x ) ) . I (x )  = e by Axiom 2 

2. e.x = x by Axiom 1 

3. I ( x ) . x  = e by Axiom 2 

4. I ( l (x) ) .e  = x by Axiom 3, taking (I(I(x)),  I(x),  x) for 

(x, y, z) 

5. e.I(x) = I(x) by Axiom 1 

6. I ( l ( x ) ) . I ( x )  = e by Axiom 2 

7. I ( I (x) ) .e  = x step 4 

8. x . I (x)  = e by Axiom 4, taking ([(I(x)), e, I(x)) for 

(x, y, z) 
Step 8 is the desired result. 

To formalize this proof would require adjoining axioms 
of equality. To avoid this, one can introduce the predicate 
of three arguments P ( x ,  y, z),  interpreted as x . y  = z. The 
theorem reformulated becomes: 

Axioms: 1. P ( e , x , x )  

2. P ( I ( x ) , x , e )  

3. ~ , P ( x ,  y, u) V ,-~P(u, z, w) V 

,~,P(y,  z, v) V P ( x ,  v, w) 

4. ~ P ( y ,  z, v) V N P ( x ,  V, W) V 

~ P ( x ,  y, u) V P ( u ,  z, w) 

Conclusion: P ( x ,  I ( x ) ,  e). 

The theorem to be proved valid is the implication of the 
conjunction of the four axioms with the conclusion, the 
universal quantifie, rs appearing outside the matrix. 

To complete the: preparation of the well-formed formula 
for encoding for the assembler, it is necessary to negate 
the conclusion. (el!. [1], p. 204.) 

The single existential quantifier has no dependence on the 
universal quantifiers, hence leads to the constant function 
s when this existential quantifier is replaced by a function 
symbol. (cf. [1], p. 205.] 

The conclusion then becomes 

, 'uP(s,  .I@), e). 

The conjunction of this with the four axioms gives the 
desired form. 

As seen from the proof previously noted the quantifier- 
free clauses needed to produce the inconsistency are 

1. P(I(I(s)) ,  I(s),  e) 

2. P(e, s, s) 

3. P(I(s) ,  s, e) 

4. ~ P ( [ ( I ( s ) ) ,  I(s), e) V ~ P ( e ,  s, s) V ~ P ( [ ( s ) ,  s, e) V 
POt([(s)), e, s) 

5. P(e, [(s), I(s)) 
6. ~P(e ,  I(s), I(s)) V ~ P ( I ( I ( s ) ) ,  I(s), e) V ~ P ( I ( I ( s ) ,  e, s) V 

P(s, I(s),  e) 
7. ~ P ( s ,  I(s), e) 

( I t  is quite clear in this case that  successive applications 
of the one-literal clause rule reducing this set to 

P(s ,  I ( s ) ,  e) & ,-~P(s, ( I ( s ) ,  e) .)  
The question to be considered is: how many quantifier- 

free lines must be generated by the present program to 
realize these required lines? The constants are generated in 
the following : 

1. e 
2. s 
3. I(s) 
4. I(e) 
5. / ([(4)  

etc. 

(The constants are identified directly with their index 
e.g. the 6-tuple (1, 1, 1, 1, 1, 1) represents (e, e, e, e, e, e). 
As this is the first, substitution, the program assigns in 
order, reading the well-formed formula backwards and 
from the inside out for nesting functions: e, s, I ( s ) ,  I ( e ) ,  
I ( I ( s ) ) .  The I ( I ( s ) )  appears when x is assigned I ( s ) ,  no 
new entries occurring until this time. Note that  there are 
6 free variables (u, v, w, x, y, z) in the matrix).  

The program generates the needed n-tuples by produc- 
ing all possible n-tuples of integers whose sum N of entries 
is fixed, N = n, n --k 1, . . . .  Thus it is only necessary to 
consider the n-tuple which has the maximum sum of 
entries. In this case, the substitution u = s, v= I ( s ) ,  
w = e, x = I ( I ( s ) ) ,  y = e, z = I ( s )  (required for 
axiom 4 to produce the clause 6 in the "proof"  above in a 
quantifier-free line) gives the n-tuple with maximum sum. 
The n-tuple is seen to be (2, 3, 1, 5, l, 3), the sum equals 

The combinatorial expression ( ~ ) g i v e s  the total 15. 
~ . v  / 

number of n-tuples of positive integers whose sum is less 
than or equal a to N. 

a To see this, consider a sequence of N-F1 ones. Flag n of these. 
The flag is to be in terpre ted "sum all l ' s ,  including the flagged 1, 
to the next flag and consider this sum as an ent ry  in the n - tup le" .  
Placing an unflagged 1 on the extreme left, leaving it fixed, con- 
sider the possible permutat ions  of all other symbols. The dif- 

f e r e n t s e q u e n c e s t o t a l ( ~  r )  and, r e g a r d i n g t h e s e t o f l ' s s t a r t i n g  

with the last flagged 1 as overflow, this is seen to represent  pre- 
cisely the desired n-tuples.  
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I t  is seen that  to prove this theorem at least (1;4) = 3O03 

lines must  be generated and that  the inconsistency will be 

found on or before ( 1 ~ ) =  5005 lines have been generated. 4 

The present program generated approximately 1300 
quantifier-free lines. This nmnber  of quantifier-free lines 
was accomplished holding all major tables simultaneously 
in core memory,  limited to 32,768 "words".  (This was 
done to insure a reasonable t ime factor for any problem, 
within possible scope of the program. For this reason also, 
the entire program was coded in SAP with many  time- 
saving devices employed.) 

The authors believe tha t  a reprogramming to make use of 
tape storage of tables might realize a factor of 4 for the 
total  number  of quantifier-free lines at tainable before 
running time became prohibitive. This would be just 
sufficient for this problem. Tha t  realizing this extra capa- 
city is really uninteresting is seen by noting tha t  if the 
conclusion was placed befo~  the axioms, altering the 
validity of the matrix not, at  all, the element I(e)  would 
be generated before I (s)  and the needed n-tuple would 

16. T h e n ( l : ) =  8008 becomes the upper bound, 
/ \ 

sum to 

beyond the capacity of the projected program. Other 
formulations of the same problem result in quite unap- 
proachable figures for the number  of quantifier-free lines 
needed. (For another example illustrating the same situa- 
tion, see Prawitz [3].) 

The existing program allows one to think of working 
with a capacity of 1000 or 2000 quantifier-free lines instead 
of a capacity of 10 or 20, the previous limit. The time re- 
quired to generate additional quantifier-free lines is 
independent of the number  of quantifier-free lines already 
existing. Against this linear growth of number  of quantifier- 
free lines generated, there is, in a meaningful sense, an 
extreme nonlinear growth in the number  of quantifier-free 
lines to be considered with increasingly more "difficult" 
problems. This is true of simple enumeration schemes of 
the nature considered here. I t  seems tha t  the most fruitful 
future results will come from reducing the number  of 
quantifier-free lines that  need be considered, by excluding, 
in some sense, " irrelevant" quantifier-free lines. Some 
investigation in this area has already been done (see 
Prawitz [3]). 

4 If the rule for generating n-tuples had been, for each m, to 
generate all n-tuples possible such that each entry assumes a 
positive integral value less than or equal to m, it is clear that at where 
least 46 (= 4096) quantifier-free lines would be needed and 56 
(= 15625) lines would suffice to guarantee a solution. If no more (2) 
information were nvailable, one sees an intuitive advantage, in and this case, for using the previous method. In general, the authors 
see no preference for either method, in contrast to some previous (3) 
suggestions that the latter method seemed intuitively better. 

REFERENCES 
1. DAvis, MARTIN, and PUTMAN, HILARY. A computing pro- 

cedure for quantification theory. J.  A C M  7 (1960), 201-215. 
2. GILMORE, P. C. A proof method for quantification theory. 

I B M  J.  Res. Dev. 4 (1960), 28-35. 
3. PRAWITZ, DAG. An improved proof procedure. Theoria 26, 

2 (1960), 102-139. 

Nonlinear Regression and the 
Solution of Simultaneous 

Equations 
R o b e r t  M .  B a e r  

University of California, Berkeley 

If one has a set of observables (z l ,  " " ,  Zm) which are 
bound in a relation with certain parameters (a l ,  "'" , am) by 
an equation ~'(zl, - "  ; a~, " - )  = 0, one frequently has the 
problem of determining a set of values of the al  which mini- 
mizes the sum of squares of differences between observed 
and calculated values of a distinguished observable, say 
zm. If the solution of the above equation for zm, 

Zm = ~ (Z l ,  " ' "  ; O1 ,  " ' ' )  

gives rise to a function ~ which is nonlinear in the a i ,  then 
one may rely on a version of Gaussian regression [1, 2] for 
an iteration scheme that converges to a minimizing set of 
values. It is shown here that this same minimization technique 
may be used for the solution of simultaneous (not necessarily 
linear) equations. 

Modifications of the technique, while necessary for 
convergence in some problems, are extraneous to the argu- 
ment  and shall be ignored. The Gaussian procedure m a y  
then be defined as follows. 

I f  ai(h) denotes the values of the parameters  at  the hth 
iteration, then ai(h + 1) = ai(h) + el(h), where the 
corrections e,(h) are the solution to the set of equations 
(1) ~ A~iej -k B~ = 0 (i = 1, . . .  , n) 

J 

N-' Aij 
Oal Oat 

Bi = Z [~ -- zm(ld] 0,~ 
k Oai 
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Chapter 2

Natural Deduction

Ich wollte zunächst einmal einen Formalismus aufstellen, der dem
wirklichen Schließen möglichst nahe kommt. So ergab sich ein
,,Kalkül des natürlichen Schließens“.1

— Gerhard Gentzen
Untersuchungen über das logische Schließen [Gen35]

In this chapter we explore ways to define logics, or, which comes to the same
thing, ways to give meaning to logical connectives. Our fundamental notion is
that of a judgment based on evidence. For example, we might make the judg-
ment “It is raining” based on visual evidence. Or we might make the judgment
“‘A implies A’ is true for any proposition A” based on a derivation. The use
of the notion of a judgment as conceptual prior to the notion of proposition
has been advocated by Martin-Löf [ML85a, ML85b]. Certain forms of judg-
ments frequently recur and have therefore been investigated in their own right,
prior to logical considerations. Two that we will use are hypothetical judgments
and parametric jugments (the latter are sometimes called general judgments or
schematic judgments).

A hypothetical judgment has the form “J2 under hypothesis J1”. We con-
sider this judgment evident if we are prepared to make the judgment J2 once
provided with evidence for J1. Formal evidence for a hypothetical judgment
is a hypothetical derivation where we can freely use the hypothesis J1 in the
derivation of J2. Note that hypotheses need not be used, and could be used
more than once.

A parametric judgment has the form “J for any a” where a is a parameter
which may occur in J . We make this judgment if we are prepared to make the
judgment [O/a]J for arbitrary objects O of the right category. Here [O/a]J is
our notation for substituting the object O for parameter a in the judgment J .
Formal evidence for a parametric judgment J is a parametric derivation with
free occurrences of the parameter a.

1First I wanted to construct a formalism which comes as close as possible to actual rea-
soning. Thus arose a “calculus of natural deduction”.
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4 Natural Deduction

Formal evidence for a judgment in form of a derivation is usually written in
two-dimensional notation:

D
J

if D is a derivation of J . For the sake of brevity we sometimes use the alternative
notation D :: J . A hypothetical judgment is written as

u
J1
...

J2

where u is a label which identifies the hypothesis J1. We use the labels to
guarantee that hypotheses which are introduced during the reasoning process
are not used outside their scope.

The separation of the notion of judgment and proposition and the corre-
sponding separation of the notion of evidence and proof sheds new light on
various styles that have been used to define logical systems.

An axiomatization in the style of Hilbert [Hil22], for example, arises when
one defines a judgment “A is true” without the use of hypothetical judgments.
Such a definition is highly economical in its use of judgments, which has to
be compensated by a liberal use of implication in the axioms. When we make
proof structure explicit in such an axiomatization, we arrive at combinatory
logic [Cur30].

A categorical logic [LS86] arises (at least in the propositional case) when
the basic judgment is not truth, but entailment “A entails B”. Once again,
presentations are highly economical and do not need to seek recourse in complex
judgment forms (at least for the propositional fragment). But derivations often
require many hypotheses, which means that we need to lean rather heavily on
conjunction here. Proofs are realized by morphisms which are an integral part
of the machinery of category theory.

While these are interesting and in many ways useful approaches to logic
specification, neither of them comes particularly close to capturing the practice
of mathematical reasoning. This was Gentzen’s point of departure for the design
of a system of natural deduction [Gen35]. From our point of view, this system is
based on the simple judgment “A is true”, but relies critically on hypothetical
and parametric judgments. In addition to being extremely elegant, it has the
great advantage that one can define all logical connectives without reference to
any other connective. This principle of modularity extends to the meta-theoretic
study of natural deduction and simplifies considering fragments and extension of
logics. Since we will consider many fragments and extension, this orthogonality
of the logical connectives is a critical consideration. There is another advantage
to natural deduction, namely that its proofs are isomorphic to the terms in a λ-
calculus via the so-called Curry-Howard isomorphism [How69], which establishes
many connections to functional programming.
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2.1 Intuitionistic Natural Deduction 5

Finally, we arrive at the sequent calculus (also introduced by Gentzen in his
seminal paper [Gen35]) when we split the single judgment of truth into two:
“A is an assumption” and “A is true”. While we still employ the machinery of
parametric and hypothetical judgments, we now need an explicit rule to state
that “A is an assumption” is sufficient evidence for “A is a true”. The reverse,
namely that if “A is true” then “A may be used as an assumption” is the Cut
rule which he proved to be redundant in his Hauptsatz. For Gentzen the sequent
calculus was primarily a technical device to prove consistency of his system of
natural deduction, but it exposes many details of the fine structure of proofs in
such a clear manner that many logic presentations employ sequent calculi. The
laws governing the structure of proofs, however, are more complicated than the
Curry-Howard isomorphism for natural deduction might suggest and are still
the subject of study [Her95, Pfe95].

We choose natural deduction as our definitional formalism as the purest
and most widely applicable. Later we justify the sequent calculus as a calculus
of proof search for natural deduction and explicitly relate the two forms of
presentation.

We begin by introducing natural deduction for intuitionistic logic, exhibiting
its basic principles.

2.1 Intuitionistic Natural Deduction

The system of natural deduction we describe below is basically Gentzen’s system
NJ [Gen35] or the system which may be found in Prawitz [Pra65]. The calculus
of natural deduction was devised by Gentzen in the 1930’s out of a dissatis-
faction with axiomatic systems in the Hilbert tradition, which did not seem to
capture mathematical reasoning practices very directly. Instead of a number of
axioms and a small set of inference rules, valid deductions are described through
inference rules only, which at the same time explain the meaning of the logical
quantifiers and connectives in terms of their proof rules.

A language of (first-order) terms is built up from variables x, y, etc., function
symbols f , g, etc., each with a unique arity, and parameters a, b, etc. in the usual
way.

Terms t ::= x | a | f(t1, . . . , tn)

A constant c is simply a function symbol with arity 0 and we write c instead of
c(). Exactly which function symbols are available is left unspecified in the gen-
eral development of predicate logic and only made concrete for specific theories,
such as the theory of natural numbers. However, variables and parameters are
always available. We will use t and s to range over terms.

The language of propositions is built up from predicate symbols P , Q, etc.
and terms in the usual way.

Propositions A ::= P (t1, . . . , tn) | A1 ∧A2 | A1 ⊃A2 | A1 ∨A2 | ¬A
| ⊥ | % | ∀x. A | ∃x. A
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6 Natural Deduction

A propositional constant P is simply a predicate symbol with no arguments and
we write P instead of P (). We will use A, B, and C to range over propositions.
Exactly which predicate symbols are available is left unspecified in the general
development of predicate logic and only made concrete for specific theories.

The notions of free and bound variables in terms and propositions are defined
in the usual way: the variable x is bound in propositions of the form ∀x. A and
∃x. A. We use parentheses to disambiguate and assume that ∧ and ∨ bind
more tightly than ⊃. It is convenient to assume that propositions have no free
individual variables; we use parameters instead where necessary. Our notation
for substitution is [t/x]A for the result of substituting the term t for the variable
x in A. Because of the restriction on occurrences of free variables, we can assume
that t is free of individual variables, and thus capturing cannot occur.

The main judgment of natural deduction is “C is true” written as C true,
from hypotheses A1 true, . . . , An true. We will model this as a hypothetical judg-
ment. This means that certain structural properties of derivations are tacitly
assumed, independently of any logical inferences. In essence, these assumptions
explain what hypothetical judgments are.

Hypothesis. If we have a hypothesis A true than we can conclude A true.

Weakening. Hypotheses need not be used.

Duplication. Hypotheses can be used more than once.

Exchange. The order in which hypotheses are introduced is irrelevant.

In natural deduction each logical connective and quantifier is characterized
by its introduction rule(s) which specifies how to infer that a conjunction, dis-
junction, etc. is true. The elimination rule for the logical constant tells what
other truths we can deduce from the truth of a conjunction, disjunction, etc.
Introduction and elimination rules must match in a certain way in order to
guarantee that the rules are meaningful and the overall system can be seen as
capturing mathematical reasoning.

The first is a local soundness property: if we introduce a connective and
then immediately eliminate it, we should be able to erase this detour and find
a more direct derivation of the conclusion without using the connective. If this
property fails, the elimination rules are too strong: they allow us to conclude
more than we should be able to know.

The second is a local completeness property: we can eliminate a connective in
a way which retains sufficient information to reconstitute it by an introduction
rule. If this property fails, the elimination rules are too weak: they do not allow
us to conclude everything we should be able to know.

We provide evidence for local soundness and completeness of the rules by
means of local reduction and expansion judgments, which relate proofs of the
same proposition.

One of the important principles of natural deduction is that each connective
should be defined only in terms of inference rules without reference to other
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2.1 Intuitionistic Natural Deduction 7

logical connectives or quantifiers. We refer to this as orthogonality of the con-
nectives. It means that we can understand a logical system as a whole by
understanding each connective separately. It also allows us to consider frag-
ments and extensions directly and it means that the investigation of properties
of a logical system can be conducted in a modular way.

We now show the introduction and elimination rules, local reductions and
expansion for each of the logical connectives in turn. The rules are summarized
on page 2.1.

Conjunction. A∧B should be true if both A and B are true. Thus we have
the following introduction rule.

A true B true
∧I

A ∧B true

If we consider this as a complete definition, we should be able to recover both
A and B if we know A ∧B. We are thus led to two elimination rules.

A ∧B true ∧EL
A true

A ∧B true ∧ER
B true

To check our intuition we consider a deduction which ends in an introduction
followed by an elimination:

D
A true

E
B true

∧I
A ∧B true

∧EL
A true

Clearly, it is unnecessary to first introduce the conjunction and then eliminate it:
a more direct proof of the same conclusion from the same (or fewer) assumptions
would be simply

D
A true

Formulated as a transformation or reduction between derivations we have

D
A true

E
B true

∧I
A ∧B true

∧EL
A true

=⇒R
D

A true

and symmetrically

D
A true

E
B true

∧I
A ∧B true

∧ER
B true

=⇒R
E

B true
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8 Natural Deduction

The new judgment
D

A true =⇒R
E

A true

relates derivations with the same conclusion. We say D locally reduces to E .
Since local reductions are possible for both elimination rules for conjunction,
our rules are locally sound. To show that the rules are locally complete we show
how to reintroduce a conjunction from its components in the form of a local
expansion.

D
A ∧B true =⇒E

D
A ∧B true

∧EL
A true

D
A ∧B true

∧ER
B true

∧I
A ∧B true

Implication. To derive A⊃B true we assume A true and then derive B true.
Written as a hypothetical judgment:

u
A true

...
B true

⊃Iu
A⊃B true

We must be careful that the hypothesis A true is available only in the deriva-
tion above the premiss. We therefore label the inference with the name of the
hypothesis u, which must not be used already as the name for a hypothesis in
the derivation of the premiss. We say that the hypothesis A true labelled u is
discharged at the inference labelled ⊃Iu. A derivation of A ⊃ B true describes
a construction by which we can transform a derivation of A true into a deriva-
tion of B true: we substitute the derivation of A true wherever we used the
assumption A true in the hypothetical derivation of B true. The elimination
rule expresses this: if we have a derivation of A⊃ B true and also a derivation
of A true, then we can obtain a derivation of B true.

A⊃B true A true
⊃E

B true

The local reduction rule carries out the substitution of derivations explained
above.

u
A true
D

B true
⊃Iu

A⊃B true
E

A true
⊃E

B true

=⇒R

E
u

A true
D

B true
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2.1 Intuitionistic Natural Deduction 9

The final derivation depends on all the hypotheses of E and D except u, for
which we have substituted E . An alternative notation for this substitution of
derivations for hypotheses is [E/u]D :: B true. The local reduction described
above may significantly increase the overall size of the derivation, since the
deduction E is substituted for each occurrence of the assumption labeled u in
D and may thus be replicated many times. The local expansion simply rebuilds
the implication.

D
A⊃B true =⇒E

D
A⊃B true

u
A true

⊃E
B true

⊃Iu
A⊃B true

Disjunction. A∨B should be true if either A is true or B is true. Therefore
we have two introduction rules.

A true ∨IL
A ∨B true

B true ∨IR
A ∨B true

If we have a hypothesis A ∨ B true, we do not know how it might be inferred.
That is, a proposed elimination rule

A ∨B true
?

A true

would be incorrect, since a deduction of the form

E
B true

∨IR
A ∨B true

?
A true

cannot be reduced. As a consequence, the system would be inconsistent: if we
have at least one theorem (B, in the example) we can prove every formula (A,
in the example). How do we use the assumption A ∨ B in informal reasoning?
We often proceed with a proof by cases: we prove a conclusion C under the
assumption A and also show C under the assumption B. We then conclude
C, since either A or B by assumption. Thus the elimination rule employs two
hypothetical judgments.

A ∨B true

u
A true

...
C true

w
B true

...
C true

∨Eu,w

C true
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10 Natural Deduction

Now one can see that the introduction and elimination rules match up in two
reductions. First, the case that the disjunction was inferred by ∨IL.

D
A true

∨IL
A ∨B true

u
A true
E1

C true

w
B true
E2

C true
∨Eu,w

C true

=⇒R

D
u

A true
E1

C true

The other reduction is symmetric.

D
B true

∨IR
A ∨B true

u
A true
E1

C true

w
B true
E2

C true
∨Eu,w

C true

=⇒R

D
w

B true
E2

C true

As in the reduction for implication, the resulting derivation may be longer than
the original one. The local expansion is more complicated than for the previous
connectives, since we first have to distinguish cases and then reintroduce the
disjunction in each branch.

D
A ∨B true =⇒E

D
A ∨B true

u
A true

∨IL
A ∨B true

w
B true

∨IR
A ∨B true

∨Eu,w

A ∨B true

Negation. In order to derive ¬A we assume A and try to derive a contra-
diction. Thus it seems that negation requires falsehood, and, indeed, in most
literature on constructive logic, ¬A is seen as an abbreviation of A ⊃ ⊥. In
order to give a self-contained explanation of negation by an introduction rule,
we employ a judgment that is parametric in a propositional parameter p: If we
can derive any p from the hypothesis A we conclude ¬A.

u
A true

...
p true

¬Ip,u

¬A true
¬A true A true

¬E
C true
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2.1 Intuitionistic Natural Deduction 11

The elimination rule follows from this view: if we know ¬A true and A true
then we can conclude any formula C is true. In the form of a local reduction:

u
A true
D

p true
¬Ip,u

¬A true
E

A true
¬E

C true

=⇒R

E
u

A true
[C/p]D
C true

The substitution [C/p]D is valid, since D is parametric in p. The local expansion
is similar to the case for implication.

D
¬A true =⇒E

D
¬A true

u
A true

¬E
p true

¬Ip,u

¬ trueA

Truth. There is only an introduction rule for %:

%I
% true

Since we put no information into the proof of %, we know nothing new if we
have an assumption % and therefore we have no elimination rule and no local
reduction. It may also be helpful to think of % as a 0-ary conjunction: the
introduction rule has 0 premisses instead of 2 and we correspondingly have 0
elimination rules instead of 2. The local expansion allows the replacement of
any derivation of % by %I.

D
% true =⇒E %I

% true

Falsehood. Since we should not be able to derive falsehood, there is no in-
troduction rule for ⊥. Therefore, if we can derive falsehood, we can derive
everything.

⊥ true
⊥E

C true

Note that there is no local reduction rule for ⊥E. It may be helpful to think
of ⊥ as a 0-ary disjunction: we have 0 instead of 2 introduction rules and we
correspondingly have to consider 0 cases instead of 2 in the elimination rule.
Even though we postulated that falsehood should not be derivable, falsehood
could clearly be a consequence of contradictory assumption. For example, A ∧
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12 Natural Deduction

¬A⊃⊥ true is derivable. While there is no local reduction rule, there still is a
local expansion in analogy to the case for disjunction.

D
⊥ true =⇒E

D
⊥ true

⊥E
⊥ true

Universal Quantification. Under which circumstances should ∀x. A be true?
This clearly depends on the domain of quantification. For example, if we know
that x ranges over the natural numbers, then we can conclude ∀x. A if we can
prove [0/x]A, [1/x]A, etc. Such a rule is not effective, since it has infinitely many
premisses. Thus one usually retreats to rules such as induction. However, in
a general treatment of predicate logic we would like to prove statements which
are true for all domains of quantification. Thus we can only say that ∀x. A
should be provable if [a/x]A is provable for a new parameter a about which we
can make no assumption. Conversely, if we know ∀x. A, we know that [t/x]A
for any term t.

[a/x]A true
∀Ia

∀x. A true
∀x. A true

∀E
[t/x]A true

The label a on the introduction rule is a reminder the parameter a must be
“new”, that is, it may not occur in any undischarged assumption in the proof
of [a/x]A or in ∀x. A itself. In other words, the derivation of the premiss must
be parametric in a. The local reduction carries out the substitution for the
parameter.

D
[a/x]A true

∀I
∀x. A true

∀E
[t/x]A true

=⇒R
[t/a]D

[t/x]A true

Here, [t/a]D is our notation for the result of substituting t for the parameter a
throughout the deduction D. For this substitution to preserve the conclusion,
we must know that a does not already occur in A. Similarly, we would change
the hypotheses if a occurred free in any of the undischarged hypotheses of D.
This might render a larger proof incorrect. As an example, consider the formula
∀x. ∀y. P (x)⊃ P (y) which should clearly not be true for all predicates P . The
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2.1 Intuitionistic Natural Deduction 13

following is not a deduction of this formula.

u
P (a) true

∀Ia?
∀x. P (x) true

∀E
P (b) true

⊃Iu
P (a)⊃ P (b) true

∀Ib
∀y. P (a)⊃ P (y) true

∀Ia
∀x. ∀y. P (x)⊃ P (y) true

The flaw is at the inference marked with “?,” where a is free in the hypothesis
labelled u. Applying a local proof reduction to the (incorrect) ∀I inference
followed by ∀E leads to the the assumption [b/a]P (a) which is equal to P (b).
The resulting derivation

u
P (b) true

⊃Iu
P (a)⊃ P (b) true

∀Ib
∀y. P (a)⊃ P (y) true

∀Ia
∀x. ∀y. P (x)⊃ P (y) true

is once again incorrect since the hypothesis labelled u should read P (a), not
P (b).

The local expansion for universal quantification is much simpler.

D
∀x. A true =⇒E

D
∀x. A true

∀E
[a/x]A true

∀Ia
∀x. A true

Existential Quantification. We conclude that ∃x. A is true when there is a
term t such that [t/x]A is true.

[t/x]A true
∃I

∃x. A true

When we have an assumption ∃x. A we do not know for which t it is the case
that [t/x]A holds. We can only assume that [a/x]A holds for some parameter
a about which we know nothing else. Thus the elimination rule resembles the
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14 Natural Deduction

one for disjunction.

∃x. A true

u
[a/x]A true

...
C true

∃Ea,u

C true

The restriction is similar to the one for ∀I: the parameter a must be new, that is,
it must not occur in ∃x. A, C, or any assumption employed in the derivation of
the second premiss. In the reduction rule we have to perform two substitutions:
we have to substitute t for the parameter a and we also have to substitute for
the hypothesis labelled u.

D
[t/x]A true

∃I
∃x. A

u
[a/x]A true

E
C true

∃Ea,u

C true

=⇒R

D
u

[t/x]A true
[t/a]E
C true

The proviso on occurrences of a guarantees that the conclusion and hypotheses
of [t/a]E have the correct form. The local expansion for existential quantification
is also similar to the case for disjunction.

D
∃x. A true =⇒E

D
∃x. A true

u
[a/x]A true

∃I
∃x. A true

∃Ea,u

∃x. A true

Here is a simple example of a natural deduction. We attempt to show the
process by which such a deduction may have been generated, as well as the
final deduction. The three vertical dots indicate a gap in the derivation we are
trying to construct, with hypotheses and their consequences shown above and
the desired conclusion below the gap.

...
A ∧ (A⊃B)⊃B true

!

u
A ∧ (A⊃B) true

...
B true

⊃Iu
A ∧ (A⊃B)⊃B true
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2.1 Intuitionistic Natural Deduction 15

!

u
A ∧ (A⊃B) true

∧EL
A true

...
B true

⊃Iu
A ∧ (A⊃B)⊃B true

!

u
A ∧ (A⊃B) true

∧EL
A true

u
A ∧ (A⊃B) true

∧ER
A⊃B true

...
B true

⊃Iu
A ∧ (A⊃B)⊃B true

!

u
A ∧ (A⊃B) true

∧ER
A⊃B true

u
A ∧ (A⊃B) true

∧EL
A true

⊃E
B true

...
B true

⊃Iu
A ∧ (A⊃B)⊃B true

!

u
A ∧ (A⊃B) true

∧ER
A⊃B true

u
A ∧ (A⊃B) true

∧EL
A true

⊃E
B true

⊃Iu
A ∧ (A⊃B)⊃B true

The symbols A and B in this derivation stand for arbitrary propositions; we
can thus established a judgment parametric in A and B. In other words, every
instance of this derivation (substituting arbitrary propositions for A and B) is
a valid derivation.

Below is a summary of the rules of intuitionistic natural deduction.
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16 Natural Deduction

Introduction Rules Elimination Rules

A true B true
∧I

A ∧B true
A ∧B true ∧EL

A true
A ∧B true ∧ER

B true

A true ∨IL
A ∨B true

B true ∨IR
A ∨B true

A ∨B true

u
A true

...
C true

w
B true

...
C true

∨Eu,w

C true

u
A true

...
B true

⊃Iu
A⊃B true

A⊃B true A true
⊃E

B true

u
A true

...
p true

¬Ip,u

¬A true
¬A true A true

¬E
C true

%I
% true no % elimination

no ⊥ introduction
⊥ true

⊥E
C true

[a/x]A true
∀Ia

∀x. A true
∀x. A true

∀E
[t/x]A true

[t/x]A true
∃I

∃x. A true

∃x. A true

u
[a/x]A true

...
C true

∃Ea,u

C true
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2.2 Classical Logic 17

2.2 Classical Logic

The inference rules so far only model intuitionistic logic, and some classically
true propositions such as A ∨ ¬A (for an arbitrary A) are not derivable, as we
will see in Section 3.5. There are three commonly used ways one can construct a
system of classical natural deduction by adding one additional rule of inference.
⊥C is called Proof by Contradiction or Rule of Indirect Proof, ¬¬C is the Double
Negation Rule, and XM is referred to as Excluded Middle.

u
¬A
...
⊥

⊥u
C

A

¬¬A ¬¬C
A

XM
A ∨ ¬A

The rule for classical logic (whichever one chooses to adopt) breaks the pattern
of introduction and elimination rules. One can still formulate some reductions
for classical inferences, but natural deduction is at heart an intuitionistic cal-
culus. The symmetries of classical logic are much better exhibited in sequent
formulations of the logic. In Exercise 2.3 we explore the three ways of extending
the intuitionistic proof system and show that they are equivalent.

Another way to obtain a natural deduction system for classical logic is to
allow multiple conclusions (see, for example, Parigot [Par92]).

2.3 Localizing Hypotheses

In the formulation of natural deduction from Section 2.1 correct use of hypothe-
ses and parameters is a global property of a derivation. We can localize it by
annotating each judgment in a derivation by the available parameters and hy-
potheses. We give here a formulation of natural deduction for intuitionistic logic
with localized hypotheses, but not parameters. For this we need a notation for
hypotheses which we call a context.

Contexts Γ ::= · | Γ, u:A

Here, “·” represents the empty context, and Γ, u:A adds hypothesis A true la-
belled u to Γ. We assume that each label u occurs at most once in a context in
order to avoid ambiguities. The main judgment can then be written as Γ ) A,
where

·, u1:A1, . . . , un:An ) A

stands for
u1

A1 true . . .
un

An true
...

A true
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18 Natural Deduction

in the notation of Section 2.1.
We use a few important abbreviations in order to make this notation less

cumbersome. First of all, we may omit the leading “·” and write, for example,
u1:A1, u2:A2 instead of ·, u1:A1, u2:A2. Secondly, we denote concatenation of
contexts by overloading the comma operator as follows.

Γ, · = Γ
Γ, (Γ′, u:A) = (Γ, Γ′), u:A

With these additional definitions, the localized version of our rules are as
follows.

Introduction Rules Elimination Rules

Γ ) A Γ ) B
∧I

Γ ) A ∧B

Γ ) A ∧B ∧EL
Γ ) A

Γ ) A ∧B ∧ER
Γ ) B

Γ ) A ∨IL
Γ ) A ∨B

Γ ) B ∨IR
Γ ) A ∨B

Γ ) A ∨B Γ, u:A ) C Γ, w:B ) C
∨Eu,w

Γ ) C

Γ, u:A ) B
⊃Iu

Γ ) A⊃B

Γ ) A⊃B Γ ) A
⊃E

Γ ) B

Γ, u:A ) p
¬Ip,u

Γ ) ¬A

Γ ) ¬A Γ ) A
¬E

Γ ) C

%I
Γ ) % no % elimination

no ⊥ introduction
Γ ) ⊥

⊥E
Γ ) C

Γ ) [a/x]A
∀Ia

Γ ) ∀x. A

Γ ) ∀x. A
∀E

Γ ) [t/x]A

Γ ) [t/x]A
∃I

Γ ) ∃x. A

Γ ) ∃x. A Γ, u:[a/x]A ) C
∃Ea,u

Γ ) C

We also have a new rule for hypotheses which was an implicit property of the
hypothetical judgments before.

u
Γ1, u:A,Γ2 ) A

Other general assumptions about hypotheses, namely that they may be used ar-
bitrarily often in a derivation and that their order does not matter, are indirectly
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2.3 Localizing Hypotheses 19

reflected in these rules. Note that if we erase the context Γ from the judgments
throughout a derivation, we obtain a derivation in the original notation.

When we discussed local reductions in order to establish local soundness, we
used the notation

D
u

A true
E

C true

for the result of substituting the derivation D of A true for all uses of the
hypothesis A true labelled u in E . We would now like to reformulate the property
with localized hypotheses. In order to prove that the (now explicit) hypotheses
behave as expected, we use the principle of structural induction over derivations.
Simply put, we prove a property for all derivations by showing that, whenever
it holds for the premisses of an inference, it holds for the conclusion. Note that
we have to show the property outright when the rule under consideration has
no premisses. Such rules are the base cases for the induction.

Theorem 2.1 (Structural Properties of Hypotheses) The following prop-
erties hold for intuitionistic natural deduction.

1. (Exchange) If Γ1, u1:A,Γ2, u2:B, Γ3 ) C then Γ1, u2:B,Γ2, u1:A,Γ3 ) C.

2. (Weakening) If Γ1, Γ2 ) C then Γ1, u:A,Γ2 ) C.

3. (Contraction) If Γ1, u1:A,Γ2, u2:A,Γ3 ) C then Γ1, u:A,Γ2, Γ3 ) C.

4. (Substitution) If Γ1, u:A,Γ2 ) C and Γ1 ) A then Γ1,Γ2 ) C.

Proof: The proof is in each case by straightforward induction over the structure
of the first given derivation.

In the case of exchange, we appeal to the inductive assumption on the deriva-
tions of the premisses and construct a new derivation with the same inference
rule. Algorithmically, this means that we exchange the hypotheses labelled u1

and u2 in every judgment in the derivation.
In the case of weakening and contraction, we proceed similarly, either adding

the new hypothesis u:A to every judgment in the derivation (for weakening), or
replacing uses of u1 and u2 by u (for contraction).

For substitution, we apply the inductive assumption to the premisses of the
given derivation D until we reach hypotheses. If the hypothesis is different from
u we can simply erase u:A (which is unused) to obtain the desired derivation.
If the hypothesis is u:A the derivation looks like

D = u
Γ1, u:A,Γ2 ) A

so C = A in this case. We are also given a derivation E of Γ1 ) A and have
to construct a derivation F of Γ1, Γ2 ) A. But we can just repeatedly apply
weakening to E to obtain F . Algorithmically, this means that, as expected, we
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20 Natural Deduction

substitute the derivation E (possibly weakened) for uses of the hypotheses u:A
in D. Note that in our original notation, this weakening has no impact, since
unused hypotheses are not apparent in a derivation. "

It is also possible to localize the derivations themselves, using proof terms.
As we will see in Section 2.4, these proof terms form a λ-calculus closely related
to functional programming. When parameters, hypotheses, and proof terms
are all localized our main judgment becomes decidable. In the terminology of
Martin-Löf [ML94], the main judgment is then analytic rather than synthetic.
We no longer need to go outside the judgment itself in order to collect evidence
for it: An analytic judgment encapsulates its own evidence.

2.4 Proof Terms

The basic judgment of the system of natural deduction is the derivability of a
formula A, written as ) A. It has been noted by Howard [How69] that there is
a strong correspondence between (intuitionistic) derivations and λ-terms. The
formulas A then act as types classifying λ-terms. In the propositional case,
this correspondence is an isomorphism: formulas are isomorphic to types and
derivations are isomorphic to simply-typed λ-terms. These isomorphisms are
often called the propositions-as-types and proofs-as-programs paradigms.

If we stopped at this observation, we would have obtained only a fresh inter-
pretation of familiar deductive systems, but we would not be any closer to the
goal of providing a language for reasoning about properties of programs. How-
ever, the correspondences can be extended to first-order and higher-order logics.
Interpreting first-order (or higher-order) formulas as types yields a significant
increase in expressive power of the type system. However, maintaining an iso-
morphism during the generalization to first-order logic is somewhat unnatural
and cumbersome. One might expect that a proof contains more information
than the corresponding program. Thus the literature often talks about extract-
ing programs from proofs or contracting proofs to programs. We do not discuss
program extraction further in these notes.

We now introduce a notation for derivations to be carried along in deduc-
tions. For example, if M represents a proof of A and N represents a proof of B,
then the pair 〈M,N〉 can be seen as a representation of the proof of A ∧ B by
∧-introduction. We write Γ ) M : A to express the judgment M is a proof term
for A under hypotheses Γ. We also repeat the local reductions and expansions
from the previous section in the new notation. For local expansion we state the
proposition whose truth must established by the proof term on the left-hand
side. This expresses restrictions on the application of the expansion rules.
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2.4 Proof Terms 21

Conjunction. The proof term for a conjunction is simply the pair of proofs
of the premisses.

Γ ) M : A Γ ) N : B
∧I

Γ ) 〈M,N〉 : A ∧B

Γ ) M : A ∧B ∧EL
Γ ) fst M : A

Γ ) M : A ∧B ∧ER
Γ ) sndM : B

The local reductions now lead to two obvious local reductions of the proof terms.
The local expansion is similiarly translated.

fst 〈M,N〉 −→R M
snd 〈M,N〉 −→R N

M : A ∧B −→E 〈fst M, sndM〉

Implication. The proof of an implication A ⊃ B will be represented by a
function which maps proofs of A to proofs of B. The introduction rule explicitly
forms such a function by λ-abstraction and the elimination rule applies the
function to an argument.

Γ, u:A ) M : B
⊃Iu

Γ ) (λu:A. M) : A⊃B

Γ ) M : A⊃B Γ ) N : A
⊃E

Γ ) M N : B

The binding of the variable u in the conclusion of ⊃I correctly models the
intuition that the hypothesis is discharged and not available outside deduction
of the premiss. The abstraction is labelled with the proposition A so that we
can later show that the proof term uniquely determines a natural deduction. If
A were not given then, for example, λu. u would be ambigous and serve as a
proof term for A⊃A for any formula A. The local reduction rule is β-reduction;
the local expansion is η-expansion.

(λu:A. M)N −→R [N/u]M

M : A⊃B −→E λu:A. M u

In the reduction rule, bound variables in M that are free in N must be renamed
in order to avoid variable capture. In the expansion rule u must be new—it
may not already occur in M .

Disjunction. The proof term for disjunction introduction is the proof of the
premiss together with an indication whether it was inferred by introduction on
the left or on the right. We also annotate the proof term with the formula
which did not occur in the premiss so that a proof term always proves exactly
one proposition.

Γ ) M : A ∨IL
Γ ) inlB M : A ∨B

Γ ) N : B ∨IR
Γ ) inrA N : A ∨B

Draft of January 20, 2004



22 Natural Deduction

The elimination rule corresponds to a case construction.

Γ ) M : A ∨B Γ, u:A ) N1 : C Γ, w:B ) N2 : C
∨Eu,w

Γ ) ( case M of inlu ⇒ N1 | inrw ⇒ N2) : C

Since the variables u and w label assumptions, the corresponding proof term
variables are bound in N1 and N2, respectively. The two reduction rules now
also look like rules of computation in a λ-calculus.

case inlB M of inlu ⇒ N1 | inrw ⇒ N2 −→R [M/u]N1

case inrA M of inlu ⇒ N1 | inrw ⇒ N2 −→R [M/w]N2

M : A ∨B −→E case M of inlu ⇒ inlB u | inrw ⇒ inrA w

The substitution of a deduction for a hypothesis is represented by the substitu-
tion of a proof term for a variable.

Negation. This is similar to implication. Since the premise of the rule is
parametric in p the corresponding proof constructor must bind a propositional
variable p, indicated by µp. Similarly, the elimination construct must record
the formula to maintain the property that every valid term proves exactly one
proposition. This is indicated as a subscript C to the infix operator “·”.

Γ, u:A ) M : p
¬Ip,u

Γ ) µpu:A. M : ¬A

Γ ) M : ¬A Γ ) N : A
¬E

Γ ) M ·C N : C

The reduction performs formula and proof term substitutions.

(µpu:A. M) ·C N −→R [N/u][C/p]M

M : ¬A −→E µpu:A. M ·p u

Truth. The proof term for %I is written 〈 〉.

%I
Γ ) 〈 〉 : %

Of course, there is no reduction rule. The expansion rule reads

M : % −→E 〈 〉

Falsehood. Here we need to annotate the proof term abort with the formula
being proved to avoid ambiguity.

Γ ) M : ⊥
⊥E

Γ ) abortC M : C

Again, there is no reduction rule, only an expansion rule.

M : ⊥ −→E abort⊥ M
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In summary, we have

Terms M ::= u Hypotheses
| 〈M1,M2〉 | fst M | sndM Conjunction
| λu:A. M | M1 M2 Implication
| inlA M | inrA M Disjunction
| ( case M of inlu1 ⇒ M1 | inru2 ⇒ M2)
| µpu:A. M | M1 ·A M2 Negation
| 〈 〉 Truth
| abortA M Falsehood

and the reduction rules

fst 〈M,N〉 −→R M
snd 〈M,N〉 −→R N

(λu:A. M) N −→R [N/u]M
case inlB M of inlu ⇒ N1 | inrw ⇒ N2 −→R [M/u]N1

case inrA M of inlu ⇒ N1 | inrw ⇒ N2 −→R [M/w]N2

(µpu:A. M) ·C N −→R [N/u][C/p]M
no rule for truth

no rule for falsehood

The expansion rules are given below.

M : A ∧B −→E 〈fstM, sndM〉
M : A⊃B −→E λu:A. M u
M : A ∨B −→E case M of inlu ⇒ inlB u | inrw ⇒ inrA w

M : ¬A −→E µpu:A. M ·p u
M : % −→E 〈 〉
M : ⊥ −→E abort⊥ M

We can now see that the formulas act as types for proof terms. Shifting to
the usual presentation of the typed λ-calculus we use τ and σ as symbols for
types, and τ ×σ for the product type, τ → σ for the function type, τ +σ for the
disjoint sum type, 1 for the unit type and 0 for the empty or void type. Base
types b remain unspecified, just as the basic propositions of the propositional
calculus remain unspecified. Types and propositions then correspond to each
other as indicated below.

Types τ ::= b | τ1 × τ2 | τ1 → τ2 | τ1 + τ2 | 1 | 0
Propositions A ::= p | A1 ∧A2 | A1 ⊃A2 | A1 ∨A2 | % | ⊥

We omit here the negation type which is typically not used in functional
programming and thus does not have a well-known counterpart. We can think
of ¬A as corresponding to τ → 0, where τ corresponds to A. We now summarize
and restate the rules above, using the notation of types instead of propositions
(omitting only the case for negation). Note that contexts Γ now declare variables
with their types, rather than hypothesis labels with their proposition.
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Γ & M : τ Term M has type τ in context Γ

Γ & M : τ Γ & N : σ
pair

Γ & 〈M,N〉 : τ × σ

Γ & M : τ × σ
fst

Γ & fst M : τ

Γ & M : τ × σ
snd

Γ & sndM : σ

Γ, u:τ & M : σ
lam

Γ & (λu:τ. M) : τ → σ

u : τ in Γ
var

Γ & u : τ

Γ & M : τ → σ Γ & N : τ app
Γ & M N : σ

Γ & M : τ
inl

Γ & inlσ M : τ + σ

Γ & N : σ
inr

Γ & inrτ N : τ + σ

Γ & M : τ + σ Γ, u:τ & N1 : ν Γ, w:σ & N2 : ν
case

Γ & ( case M of inlu ⇒ N1 | inrw ⇒ N2) : ν

unit
Γ & 〈 〉 : 1

Γ & M : 0
abort

Γ & abortν M : ν

2.5 Exercises

Exercise 2.1 Prove the following by natural deduction using only intuitionistic
rules when possible. We use the convention that ⊃, ∧, and ∨ associate to the
right, that is, A⊃B⊃C stands for A⊃(B⊃C). A ≡ B is a syntactic abbreviation
for (A ⊃ B) ∧ (B ⊃ A). Also, we assume that ∧ and ∨ bind more tightly than
⊃, that is, A∧B⊃C stands for (A∧B)⊃C. The scope of a quantifier extends
as far to the right as consistent with the present parentheses. For example,
(∀x. P (x)⊃ C) ∧ ¬C would be disambiguated to (∀x. (P (x)⊃ C)) ∧ (¬C).

1. ) A⊃B ⊃A.

2. ) A ∧ (B ∨ C) ≡ (A ∧B) ∨ (A ∧ C).

3. (Peirce’s Law). ) ((A⊃B)⊃A)⊃A.

4. ) A ∨ (B ∧ C) ≡ (A ∨B) ∧ (A ∨ C).

5. ) A⊃ (A ∧B) ∨ (A ∧ ¬B).

6. ) (A⊃ ∃x. P (x)) ≡ ∃x. (A⊃ P (x)).

7. ) ((∀x. P (x))⊃ C) ≡ ∃x. (P (x)⊃ C).
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8. ) ∃x. ∀y. (P (x)⊃ P (y)).

Exercise 2.2 We write A ) B if B follows from hypothesis A and A 0) B
for A ) B and B ) A. Which of the following eight parametric judgments are
derivable intuitionistically?

1. (∃x. A)⊃B 0) ∀x. (A⊃B)

2. A⊃ (∃x. B) 0) ∃x. (A⊃B)

3. (∀x. A)⊃B 0) ∃x. (A⊃B)

4. A⊃ (∀x. B) 0) ∀x. (A⊃B)

Provide natural deductions for the valid judgments. You may assume that the
bound variable x does not occur in B (items 1 and 3) or A (items 2 and 4).

Exercise 2.3 Show that the three ways of extending the intuitionistic proof
system for classical logic are equivalent, that is, the same formulas are deducible
in all three systems.

Exercise 2.4 Assume we had omitted disjunction and existential quantification
and their introduction and elimination rules from the list of logical primitives.
In the classical system, give a definition of disjunction and existential quantifi-
cation (in terms of other logical constants) and show that the introduction and
elimination rules now become admissible rules of inference. A rule of inference is
admissible if any deduction using the rule can be transformed into one without
using the rule.

Exercise 2.5 Assume we would like to design a system of natural deduction
for a simple temporal logic. The main judgment is now “A is true at time t”
written as

A @ t.

1. Explain how to modify the given rules for natural deduction to this more
general judgment and show the rules for implication and universal quan-
tification.

2. Write out introduction and elimination rules for the temporal operator
©A which should be true if A is true at the next point in time. Denote
the “next time after t” by t + 1.

3. Show the local reductions and expansions which show the local soundness
and completness of your rules.

4. Write out introduction and elimination rules for the temporal operator
"A which should be true if A is true at all times.

5. Show the local reductions and expansions.

Exercise 2.6 Design introduction and elimination rules for the connectives
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26 Natural Deduction

1. A ≡ B, usually defined as (A⊃B) ∧ (B ⊃A),

2. A | B (exclusive or), usually defined as (A ∧ ¬B) ∨ (¬A ∧B),

without recourse to other logical constants or operators. Also show the corre-
sponding local reductions and expansions. For each of the following proposed
connectives, write down appropriate introduction and eliminations rules and
show the local reductions and expansion or indicate that no such rule may ex-
ist.

3. A∧B for ¬(A ∧B),

4. A∨B for ¬(A ∨B),

5. A⊃B for ¬(A⊃B),

6. +A for ¬¬A,

7. ∃∗x. A for ¬∀x. ¬A,

8. ∀∗x. A for ¬∃x. ¬A,

9. A ⇒ B | C for (A⊃B) ∧ (¬A⊃ C).

Exercise 2.7 A given introduction rule does not necessarily uniquely determine
matching elimination rules and vice versa. Explore if the following alternative
rules are also sound and complete.

1. Replace the two elimination rules for conjunction by

A ∧B true

u
A true

w
B true

...
C true

∧Eu,w

C true

2. Add the following elimination rule for truth.

% true C true
%E

C true

3. Add the following introduction rule for falsehood.

p true
⊥Ip

⊥ true

Consider if any other of the standard connectives might permit alternative in-
troduction or elimination rules which preserve derivability.
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Exercise 2.8 For each of 14 following proposed entailments either write out a
proof term for the corresponding implication or indicate that it is not derivable.

1. A⊃ (B ⊃ C) 0) (A ∧B)⊃ C

2. A⊃ (B ∧ C) 0) (A⊃B) ∧ (A⊃ C)

3. A⊃ (B ∨ C) 0) (A⊃B) ∨ (A⊃ C)

4. (A⊃B)⊃ C 0) (A ∨ C) ∧ (B ⊃ C)

5. (A ∨B)⊃ C 0) (A⊃ C) ∧ (B ⊃ C)

6. A ∧ (B ∨ C) 0) (A ∧B) ∨ (A ∧ C)

7. A ∨ (B ∧ C) 0) (A ∨B) ∧ (A ∨ C)

Exercise 2.9 The de Morgan laws of classical logic allow negation to be dis-
tributed over other logical connectives. Investigate which directions of the de
Morgan equivalences hold in intuitionistic logic and give proof terms for the
valid entailments.

1. ¬(A ∧B) 0) ¬A ∨ ¬B

2. ¬(A ∨B) 0) ¬A ∧ ¬B

3. ¬(A⊃B) 0) A ∧ ¬B

4. ¬(¬A) 0) A

5. ¬% 0) ⊥

6. ¬⊥ 0) %

7. ¬∀x. A 0) ∃x. ¬A

8. ¬∃x. A 0) ∀x. ¬A

Exercise 2.10 An alternative approach to negation is to introduce another
judgment, A is false, and develop a system of evidence for this judgment. For
example, we might say that A ∧ B is false if either A is false or B is false.
Similarly, A∨B is false if both A and B are false. Expressed as inference rules:

A false

A ∧B false

B false

A ∧B false

A false B false

A ∨B false

1. Write out a complete set of rules defining the judgment A false for the
conjunction, implication, disjunction, truth, and falsehood.

2. Verify local soundness and completeness of your rules, if these notions
make sense.
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28 Natural Deduction

3. Now we define that ¬A true if A false. Complete the set of rules and
verify soundness and completeness if appropriate.

4. Does your system satisfy that every proposition A is either true or false?
If so, prove it. Otherwise, show a counterexample.

5. Compare this notion of negation with the standard notion in intuitionistic
logic.

6. Extend your system to include universal and existential quantification (if
possible) and discuss its properties.
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+ � N L ` ^ Pn�E]�R_c�QEe�]�+�� N L ^0P #
+ � N L \ P ] ` 1 P Z ` \ P 3¦��]fRfc�QBeL]:M�x +�QYc�HBOM+ U�#
+ � N L ^ 1T\ P(] ` 1 P4Z ` \ P 3 3
�|QPJ�+ � ?N L P #
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H|M�R_MdHBeL]fR_QPJLT`qd]wOP]_�V]_H|]fKNc�JL] � ®IR�^`QBe�JL]_KkefWC�w�|]wOP]_HEe�TUJ�i¡R�MVHBOPTUJLT`MdH§Tveza.]�J��E]�R_c�QEe�]
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T`ewKN] � ]_lPTUqV]dW
�w�B]�Md�BeL]_KNq-c-JNTUMVH)JN�Bc-J��p]"Rfc�H�OP]_JL]fR�J�KN] � ]_lPTUqV]b�>MdKN^vO|e�Tve§OPQ|]�JLM�y�cdK�JNTUH

s@a.]_KN�Bc�QB]_K�# s%a.]f¢dg % W
G ��� �B� � A)4 c � $mc�� = G�� 30e
GIH�c�Rk�Bcd�PJL]fK�MdH�abMPO|cd^\^`Md�dTvR��3i�hj]_�V]_KN�E]fKL��c�HBO�±>Q|^`^# ±thP�d�|ª~�Ec��d]��|F	% ª1T�J¡Tve
R�^vc�T`ab]�O+JL�Bc�J�JL�|])^UMV�dTvR�= G�� g0f $�Tve�Rk�BcdKNcVRSJL]fKLTveL]fO+�3i+JL�B]+�BH|TUJL]�KN] � ]�lPTUqV]�®
c�HBOj® JLKkc�HEe�TUJLT`qd]bx¥Kkc�a.]fe:T`H��t�|TvRk��cd^U^p�|QPJ¡JN�|]"�BHEc�^¦R_^UQBe�JL]fKNe§c�KN].eLT`ab�B^U]�&|W"��]
e��|M-��JL�Ec-J@JN�|T`e�e�]�R�MVHBO�R�^vc�T`a¬TvetH|MdJ�R�MVKLKN]fR�Jw�jin�dT`qjTUH|��c$�EH|T�JN]§KN] � ]_lPTUqV]�®Ic�HBOj®
JLKkc�HBeLT�JNTUqV]@a.MPOP]_^ETUH��t�BT`Rk�"cd^U^��|QPJpJL�|]��BHBcd^�R_^UQBe�JL]fKNepc�KN]%eLTUa.�|^`]dª3�|QPJwTUH"�t�|T`Rk�
&*���³Tve>x c�^veL]dW\�w�|]:a.MPOP]_^1Tvet�|TvRSJNQ|KN]fO	TUH{�zTU�VQ|KN]bF²ZPW
�w�B]"]�lP�|^vc�HEc-JLT`MdH�KN]fe�JNe§MdH�JN�|]�x cVRSJ�JL�Bc�J(^ 1 ^�1�� ] ^*� 3 ] � 3§R_c�H���]
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� Z ` \	� 3 3�#d�w�jQBe*&*��� R_cdHu�E]@�tKNTUJ�JL]fH�cde"<^ 1T\	�M]
` 1T\	�,Z ` � 3 3 Z ` ^�� ])��#
�w�BT`e�T`e@!�QBe�JbcVe¡�>]_^`^p��]fRfc�QBeL]��>]��Bc²qd];!�QBe�J.e��BM-�tH�JL�Bc�J = G�� 3@e�Rk�Ec�KkcdRS®

JL]_KNTve�]�e>JL�|Tve@R�^vcdeNetc�HEOD&����6cdHBO�&� � cdKL]�OPT09 ]_KN]_H3JfW¦±>QPJ@HBM�JL]:JN�Bc-JtJN�|]¡]_l3JNKNc
^+a.MPO|c�^`TUJ�iuTUHD&� � Tve>]�l|cdR�JL^`ib�t�Ec-JwT`e>H|]f]fOP]�O"eLTUHBR_]dªPT`H�JN�|]YR_MdQ|H3JN]_KL® ]_lPcda.�|^U]
M�x>�zT`�dQ|KN]�F�Z|ª�+ � ?N L ^ ` ^0P #1�w�Bc�J�T`efª1JN�|]"R�MVQ|H3JL]fK�® ]�l|c�a.�|^`].OPMj]fe:H|MdJ�x c�^ve�TUx¥i
&� � �E]�R_c�QEe�]wJN�|]t]�ljJLKkc:a.MPO|c�^`T�J�i��Bc�HEOP^U]�e�JL�B]@�|Kkc�HBRk�|T`H|�:T`H|�|]_KN]_H3J\T`H/= G�� 30e�®
abMPOP]f^`ew�t�BT`Rk��Tvetc��BeL]_H3JtTUH�= G # � # �d® a.MPOP]_^vefW
G ��� �B� G 3 $ h i � $2A � cVe � i�� A � � � $ � 1 �Tc � 1
��]_auc�H # ��]fa"£-g'%~cd�|�E]�c�Kke\JNM��Ec²qd]%��]_]fH"JN�|]��BKNe�J>JLMb�dT`qd]:c�JNcd�|^`]fc�Qne�iPe�JL]fa¶x¥MdK
= G # ���|QPJ>�|]@Tve\Q|HBcd�|^`]@JLM§]�ljJLKkcdR�J\JL�|]�R�MdKNKN]feL�EMVHBOPT`H|�¡R�QPJL®¸x¥KN]_]�e�]��VQB]_H3JpeLije�JL]fa
# ��]fa"£-gPª>�Bc��V]�Z�gVZ�% W8hj�|T`a§QBKNc(# hj�|Tv¢|F	%��Bcde.�VTUqV]_H�c�eLijH3JNcdR�JLTvRn�|KLMjMdx�M�x�R�Q|J�®
]_^`TUa.T`HBc-JNTUMVH§x¥MVK�JL�|]tR�MVKLKN]feL��MdHBOPT`H|�:e�]��3Q|]_H3J\e�iPe�JL]fa x¥MdK*= G # �´ªV�t�|]_KN]fcVez�p]w�dT`qd]
c%eL]_auc�H3JLTvRp�|KLMjMdx�WCs@�B�Bc�KN]_H3JL^`idªdhP]_KN]_�|KNT`cdH|H|T`�dM-q��Bcde�c�^veLM%Md�|JNc�T`H|]�O�JL�BT`e�eLije�JL]fa
x¥MdK = G # ���|QPJ:Gt�Bc²qd]§�E]f]_H�QBHBc��|^`]¡JNM�JNKNcVR�]�JN�|T`e��Bcd�E]fKfWY�@c�QPJN]_Hj��]_KN� # �@c�QB�Vg'%
KL]_x¥]_Kke�JLMb$Nc¡eLTUa.�|^`]@Jkc��|^`]fcdQ &�e�iPe�JL]fa$x¥MVK�= G # �u�|Q|JwOPMj]�e\H|MdJ¦�dT`qd]%O|]�JNcdTU^ve¦eLT`HBR�]
�|T`e@a.cdTUH�T`H3JL]_KN]fe�JtT`e@TUH��|KNM-qjTUH|�.T`H3JL]_KN��Md^vc-JLT`MdH~ª|c�HBO = G # ��^vcdRk�Pe>TUH3JL]fKL��Md^vc-JNTUMVH1W
GIH�eLQ|�BeL]f�3Q|]_H3J��E]fKNeLMdHEc�^PR�MVaba�Q|H|TvR_c�JLT`MdHBeCG~�Bc²qV]¦��]_]fH�Q|HEc��|^`]¦JNMYcVeLR_]_KLJNcdTUH�JN�|]
= G # ��e�iPe�JL]_a�JLM��t�BT`Rk���@cdQPJL]fHj�E]fKL�uKN]�x¥]fKNe�# �@c�QE¢d�'% W>±>Q|^`^!# ±>Q|^v�V�;%�e�Jkc-JL]�ewJL�Ec-J
��� ���"����� � 7McBA@iFh:·�c � ��� ���B� � ��� �
	 	 � ���4�'��� 	������0����� � �S�!	 ��� �>�	� � = G # � ��� �
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�cdHBO 2�G�� ·�
 30ePW
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JL�|Tve�e�]f]_aueYJLM�KN]f�3Q|T`KL].c�R�QPJ¡KNQ|^`]ue�T`HBR�]u�%Q|�d�|]�e�c�HBO�opKN]feNe��>]_^`^�QBe�].auc-lPT`auc�^
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e�]��VQB]_H3J@c�HBcd^UMV�dQ|]�e¦Mdx~JL�B]�abMPOPT0�B]�O�Jkc��|^`]fcdQ	KNQ|^`] 1 � � # g 	 3SªP�|QPJtJN�|TvetT`ew��]_iVMdHBO
JL�|]¡eNR�MV�E]:M�xCJL�|Tve@Rk�Bcd�PJL]fKfW
�>698 � � G9E + E = a�_FE = 1 H)7 = _P`#aJb�_FE�7 =
s%e��>]t�Bc²qd]we�]f]_H1ª3R�MVHVJNKNcVRSJNTUMVH§Tve��|Q|T`^�J¦T`H3JLM:MdQBK�JNc��B^U]�c�QbKLQ|^`]fe��ji�JN�|]@c��BTU^`T�J�i§JLM
R_c�KNKNi§c¡R�MV�ji§M�x´JN�|]@�|KNT`HBR�T`�Bc�^Bx¥MdKNa§Q|^vc:T`HVJNM�JL�B]�OP]fH|Mda.T`HBc-JNMdK�WC±>QPJp�>]@��]_^`TU]fqd]
T�J�Rfc�H{��]§^`TUa.TUJL]�OnJLM�JN�|]¡]_lj�B^UTvR�TUJYR_MdH3JLKkcdR�JLT`MdHBew�>]¡�Bc²qV]¡e��|M-�tH�T`H{MdQ|K�a.MjOBc�^
KLQ|^`]fefW��%HPx¥MdKLJLQBHBc-JN]_^`idª�MdQ|K:e�]_J�® �BcdeL]fO�KNQ|^`]feYc�HBO�R�Mda.�|^`]�JN]_H|]�eLe%�|KNM3Mdx e�cdKL]§H|M�J
e�MV�|�|Tve�JNT`Rfc-JL]�O�]fH|MdQ|�V��JNM � � ����� JL�BT`eteLTUHER�] 1 JL�B]:eNc-JNQ|Kkc-JLT`MdH 3¦}~]_a.auc§�EWUFVFdW`F%MdH
�Bc��V]:ZV�¡KN]f�3Q|T`KL]�e\JN�Bc-Jt�>]�R�Md�ji.JN�|]:�|KLT`HBR_TU�Bcd^ x¥MdKNa§Q|^vc�TUH3JLM�JL�B]¡OP]_H|MVa.TUHBc�JLMVKfW
G J@T`et��MVeNeLTU�|^`]:JLMuKN]_�>MdKN��c�^`^1MdxzMVQ|Kt�pMVKL�"QBe�T`H|�ua�Q|^�JNT`eL]�JketT`HBe�JN]fcVO	Mdx�eL]�Jke_ªB�|QPJ
JL�|]Y�|KNM3Mdx e¦��]fR_Mda.]Yqd]_KNibab]�eLeLidW��BMdKtc¡a.MdKN]�O|]�JNcdTU^`]fO	e�JNQBOPiuMdxCR�MVHVJNKNcVRSJNTUMVHuTUH
abMPO|cd^BJkc��|^`]fcdQ"eLije�JL]faue¦eL]_]@JN�|]Y�pMVKL�bM�x~�%QBOP]_^`auc�T`]_K,# �%QBO|¢d� %´c�HBO�y�TU�V^UT`Md^`T ��	
��� # y�y *Y¢V�;% W
�>6T5 � "IE = Eg_P2 0 �T-�`#a + 2<^
GIH	c�^`^ MdQ|KtR_Mda.�|^`]�JL]fH|]feNep�|KLMjMdx ep�>]:R�MdHEe�JNKLQBR�J	� � ��	�� a.MPOP]f^´�dKkc��|�Befª3�|]_HBR_]�MVQ|K
^UMV�dTvR_e@cdKL]¡cd^`eLM�Rk�Bc�KkcdR�JL]fKLTve�]�O"�ji	JL�|]L� �V��	 � x¥KNcdab]�e%eL�|M-�tH�TUH)�CT`�dQBKL]uF�g|W@�w�|]
x¥KNcdab]�e1T`H��zT`�dQ|KN]%F�g@c�KN]¦c�^`^3�BcdeL]fO�MVH�JLKN]_]�e~MdxBR�^`QBe�JL]_KkeCMdK1JNKL]f]feCM�x|�>MdKN^`OBe1�t�|]fKL]
�p]¦cVeLeLQ|a.]\JN�Bc-J�R�^`QBe�JL]_KkeCTUa.a.]fOPTvc-JN]_^`i:TUa.�|^`i:JLKkc�HBeLTUJLT`q3TUJ�idW�opMdHBeL]f�3Q|]fH3JL^`idª�]fcdRk�
^UMV�dTvR§�BcVe�JL�|]$�BH|TUJL].a.MPOP]_^��BKLMV�E]fK�J�iVª1c�HBO)T`e�O|]fR�TvO|cd�|^U]VW��w�|]�e�]5�BH|]fK�® �dKkc�T`H|]�O
KL]�e�Q|^UJNetcdKL]YH|MdJ%c�^`�>c²iPe>Md�PJkc�T`HBc��B^U]Y�t�|]_H�QBeLT`H|�.M�JL�B]_KtJkc��|^`]fcdQ	a.]�JN�|MPO|efW
�>6T5 8 [ A + E ^0^ EA\_E9G�Eg_ ; 7�-�H ��_4a =�A 582 = _ �

2 = :<; ^�_j2 + ^
�w�|]tR�QPJ\KNQ|^`]pTve\eLMdQ|HBO§�tT�JN�.KL]�e���]fR�JzJNM�c�^`^PMdQ|K\·\®¸x¥Kkc�a.]fe�cdHBO§]�cdRk� 1·)Tve�eLMdQ|HBO
c�HBO	R�Mda.�|^`]�JN]:�tT�JN�	KN]feL�E]�RSJwJLMbJN�|]�c��|�|KNMd�BKLTvc-JN]�·�® x¥Kkc�a.]fefW��w�3QEe_ªP�|Q|J�JLT`H|�+1 � 3]f�3QBc�^ JNM+1 � � � 3>TUH{}~]_a.auc��EW �BWUF 1¥�Ec��d]¡Zd� 3p�dT`qd]�e�"



� �����0������� ��	�
�������	����� ��� ���������%� ��������� ��� � �2��� �!� �3£

· �EH|T�JN]�®I·\® x¥Kkc�a.]fe
2 �BH|TUJL]�T`HVJNKNcdHBeLT�JNTUqV]�JNKL]f]:M�xCT`KNKL] � ]�lPT`qd]Y�pMVKL^vO|e
F �BH|TUJL]�T`HVJNKNcdHBeLT�JNTUqV]�JNKL]f]:M�xCKN] � ]�lPTUqV]:�pMVKL^vO|e
�

�BH|TUJL]�T`HVJNKNcdHBeLT�JNTUqV]�JNKL]f]:M�xC�>MdKN^vO|ew�tT�JN��KL] � ]�lPT`qd]
�BHBc�^´�>MdKN^vO|e

2�G �BH|TUJL]:JLKN]_]:Mdx �BHBT�JN]¡R�^`QBe�JN]_Kke
2���� cbeLT`H|�d^`]:KL] � ]�lPT`qd]Y�pMVKL^vO #PMdK@c5�BHBT�JN]�TUH3JLKkc�HEe�TUJLT`qd]

c�HBOne�ija.a.]�JNKLTvRYJLKN]_]:M�x�c-J@^`]fcVe�JwJ��>Mb�>MdKN^vO|e
2�G�� �BH|TUJL]:JLKN]_]:Mdx �BHBT�JN]¡R�^`QBe�JN]_Kkew�tT�JN� �BH|TUJL]

H|MdHBO|]_�d]fH|]_Kkc-JN]��EHBc�^1R_^UQBe�JL]fKNe
2�G�� cbeLT`H|�d^`] �BH|TUJL]¡R�^`QBe�JL]fK#|MVKtcbO|]_�d]fH|]_Kkc-JN]�R�^`QBe�JN]_K

x¥Md^`^UM-�>]fO"�3inc5�BH|TUJL]�H|MVHBOP]_�V]_H|]fKNc�JL]:R�^`QBe�JL]_K

2�G � �
cbeLT`H|�d^`] �BH|TUJL]�H|MVHBOP]_�V]_H|]fKNc�JL]:R�^`QBe�JL]_K�#|MVKwc
OP]_�V]_H|]fKNc�JL]:R�^`QBe�JN]_Kwx¥MV^U^`M-�p]�O"�ji"c5�BHBT�JN]
H|MdHBO|]_�d]fH|]_Kkc-JN]YR_^UQEe�JN]_K

= G �BH|TUJL]:JLKN]_]:Mdx �BHBT�JN]�H|MdHBO|]_�d]fH|]_Kkc-JN]YR_^UQEe�JN]_Kke
2���G e�T`H|�d^`] �BH|TUJL]¡R_^UQBe�JL]fK
= � e�T`H|�d^`] �BH|TUJL]�H|MVHBOP]f�d]_HB]_Kkc-JL]:R�^`QBe�JL]fK
� �BH|TUJL]¡eLi3a.a.]�JNKLTvR�JLKN]_]�MdxCKN] � ]_ljT`qd]Y�>MdKN^`O|e
= G 3

= G # ��
 $ f
cbeLT`H|�d^`] �BH|TUJL]�H|MVHBOP]_�V]_H|]fKNc�JL]:R�^`QBe�JL]_K�#|MVKwcueLT`ab�B^U]
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 %T09�]fKL]fH3JbR�MVHBe�JLKkc�T`HVJke�MdH�JN�|Tve�cdQPlPTU^`T`cdKLi)KL]f^`c�JLT`MdH��VTUqV]"OPT09�]fKL]fHVJ§JNc��B^U]�c�Q°eLiPe�®
JL]_auefW\�w�Bc-JtTve_ªjJN�|]¡OP]��BH|TUJLT`MdH�M�xCJL�|]¡cdQPlPTU^`T`cdKLiuKN]_^vc-JNTUMVH � Rk�Bc�H|�V]fe>�tTUJL�n]fcdRk�
^UMV�dTvR�ª�e�M�JL�Bc�J§JL�B]ncdQPlPTU^`T`cdKLi)KL]f^`c�JLT`MdH°O|TUKN]fR�JL^`i)a.T`abTvR_e�JN�|]"KN]f�3Q|T`KL]�O�cdRfR�]feNeLT�®
�|TU^`TUJ�i{KL]f^`c�JLT`MdH1W§�BMdK:]�l|cdab�B^U]Vª JL�|]uc�Q|ljT`^`T`cdKLi�KN]_^vc-JLT`MdH � x¥MdK(= G Tve:OP]	�EH|]fO�JLM
�E]¡KN] � ]�lPTUqV]¡c�HBOnJNKNcdHBeLT�JNTUqV]dªBeLMux¥MdK�c�Hji�Jkc��|^`]fcdQ
�>�>]¡�Bc²qV] � � � ���(� � � � ��	 � ��� �
�w�|]feL]bR_MdHBe�JLKkc�T`H3JNe%x¥MdKNa6c�H)]�ljJLKkcuJN�|]_MVKLi�cd�EMVQPJ � JN�Bc-J�a�QBe�J:��]�Jkc��V]_H�T`H3JLM
cdR_R_MdQ|H3Jtc-J@]�cdRk�nKLQ|^`]�c��|�B^UTvR_c�JLT`MdH1W
m%M�JN]�c�^ve�M�JN�Bc-J"JL�|]�c��|�|^`TvR_c-JNTUMVH�M�x:JL�|] � ^YKLQ|^`]�R_cdH8�Bc²qd]�O|]_^vc²id]fO R�MVHP®
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e�]��VQB]_HBR_]fefW+�|MVKu]�l|c�a.�|^`]dªpT�x:c�H|]_� c�QPlPT`^UTvc�KNi�JNcd�|^U]�c�Q � - -@T`euR_KL]�c-JL]�O°cdHBO°TUJ
�Bc��|��]_HEe@JNM"��]bcdQPlPTU^`T`cdKLi"JLM"JL�|]�JNcd�|^U]�c�Q��tT`H��t�|TvRk�{JN�|] � ^�KLQ|^`]¡�BcVe�cd^UKN]fcVOPi
�E]f]_H	cd�|�|^`TU]�O´ª3JL�|]fH	�>]%�Ec²qd]@JNM��V]_]f�uJLKkcdRk�.M�x~JL�|Tve>�|KL]fqjTUMVQBepcd�|�|^`T`Rfc-JNTUMVH�M�x � ^
c�HBO�cdO|O�� JLMnJL�B]u^U]_x J¡M�x � - -�#~�w�jQBefª´JL�|].a.]fcdH|T`H|��M�x $L]_qV]_KNi�JNc��B^U]�c�Q�� -¦e�QBRk�
JL�Bc�J � � � - &�T`HBR�^`QBOP]�e1Jkc��|^`]fcdQPl:JL�Bc�Jzauc²i�R�MVab]pTUH3JNM%]�lPTve�JN]_HBR_]¦qjTvctJL�B] � K�KNQ|^U]>c-J
c�Hji�^vc-JN]_Kp�EMVTUH3JpMdx´JL�|]YR�MVHBe�JNKLQERSJLT`MdH~Wz�w�|]�KLQB^U]�epcdKL]tJN�|]_KN]�x¥MVKL]%^UT`�d]%R_MdHBe�JLKkc�T`H3JNe
JL�Bc�J@a.c²iu��]¡cdR�JLT`q-c-JL]�O�c-J@c.^`c�JL]fKpJNTUa.]VW
�w�BT`e�Tve�]feNeL]_H3JLTvc�^`^Ui¡cY�wc²i:JLM:�d]f]_��JLKkcdRk��Mdx cd^U^P�>MdKN^`OBeCT`H�JL�|]@R_MdQ|H3JL]fK�abMPOP]f^

�E]fTUH|�{eLMdQ|�V�3JfW¡�8�|]fH�c"H|]f�$�>MdKN^`O)R�MVab]�eYTUH3JLM�]_ljTve�JL]_HER�]dª´TUJ¡Tve�T`a.a.]fOPTvc-JN]_^`i
^UT`H|�d]�OnTUH3JLM�JL�|Tve%R_MdQ|H3JL]fK�® a.MPOP]_^~cVR_R_MdKkOPTUHB��JNM.JL�|]�R�MdHEe�JNKNcdTUH3JNe@MdH � #E�w�Bc�J%T`efª
�:KLT`�|�d] 6 ewa.]_JL�|MPO�Tve@c.KL]_x¥QPJNc�JLT`MdH��|KNMPR�]fO|Q|KL]��t�B]_KN]�]�ljJLKkcbabMPO|cd^1T`HPx¥MdKNauc-JLT`MdH
T`e"�d]_�|J"TUH�JN�|]�cdQPlPTU^`T`cdKLi+KL]f^`c�JLT`MdH���]�J��>]_]_H�Jkc��|^`]fcdQPl´W �w�B])R�MVHBe�JLKNQBRSJNTUMVH Tve
MdH�c{�V^UMV�Bc�^\^`]_qV]_^pTUH�JN�Bc-Jb�p]	R_c�H�KN]�JNQ|KNH�JLM��|KN]_qjT`MdQBe§H|MPOP]fe§M�xwJL�B]�JNcd�|^`]fc�Q
R�MdHEe�JNKLQBR�JLT`MdH"c�Jp�tT`^U^ W�GIH"MVQ|KpJNc��B^U]�c�Q"eLiPe�JN]_aue 1·+�p]:R_cdH|H|MdJpKN]�JLQBKLHuJNM�HBMjO|]fe
�|TU�V�|]_KtQB�	T`HnJL�|]:JNKL]f]dW
�w�B]>eL]_auc�H3JNT`RpOPT`cd�dKkc�aue1MdxE�@QB�d�|]�eCcdHBObopKN]feNe��>]_^`^ # �Yo>�V��%Pc�HBO¡JL�|]pJNcd�|^`]fc�Q

e�iPe�JL]_aue´Mdx � ]_auc�H"#���]_a"£-g�%dQBeL]�]feNe�]fHVJNT`cd^U^`i@JN�|]¦eNc�a.]�T`O|]fcde1]�l|R�]f�PJ´JL�Bc�JC�@QB�d�|]�e
c�HBO	opKN]feNeL�p]f^U^EQBe�]:c�HBH|M�Jkc-JLT`MdHEe\M�xCMdH|]�epcdHBOuº_]fKLM3e\T`HBe�JL]fcVO�Mdx1QBe�T`H|�bc§^`]�x Jtc�HBO
KLT`�d�3J�eLT`O|]dW�hj^`cd�d�3J$# hj^vc3£V£)%z�VMj]fe�MdH|]be�JN]_�{x¥Q|KLJL�B]_KYJL�BcdH�QBeLQBc�^�c�HEO�cdO|OBe%KNQ|^`]fe
x¥MdK"�3QBcdHVJNT��E]_Kkeuc�HBO8cd^`eLM�TUHBR_MdKN�EMVKNc�JL]�euc�x¥MdKNa M�x:H|]f�Vc-JN]fO H|MVKLauc�^@x¥MdKNa �ji
JLKkc�HBeL^`c�JLT`H|��\ ^��³TUH3JNM ` \	�7R \ ` �¬T`H3JLM,^ \	�7R \ � ! 1 W�WW 3¡T`H3JLM � ! \ 19W�WW 3�c�HBO
\ ^ ! 19W�WW.3>T`H3JLM � !�\ 1 W�WW 3�#
�w�B]feL]%TvOP]fcVe¦�Bc²qV]@��]_]_H"TUa.�|^`]_a.]_H3JN]fO��ji"o>c-JkcdRk�uT`H��|Tvep�zs%±w}Cµ¦s � ��JL�B]�®

MdKN]_a'�|KNM-qd]fK,#ro>c-Jk¢|F�ª o>c-JN�V�;% W\s%^�JN�|MdQB�d��^`cd�E]f^`etcdKL]:QBeL]fOnT`HnJL�|]¡�zs%±w}~µps � �
�|KLM-qV]_K�ª²JL�|]fiuc�KN]tQBe�]�O.MdH|^`i.cde�T`HBOPTvR�]�e\T`HVJNM§c�H ����� � � ����	 ����� �	� ����� ��	 � KL]f�|KN]feL]_HP®
JNc-JNTUMVHuM�x JL�B]%KN]fcdRk�Ec��|T`^UTUJ�i§KN]_^vc-JNTUMVH1WzGIHBOP]_]�O´ª|o>c-JNcVRk�u]_qV]_H.^`cda.]_H3JNe\JL�|]�^`cVRk��Mdx
abMPOPQB^`cdKLTUJ�i�T`H"JN�|T`e@ab]_JL�|MPO #ro>c-JN¢BF�ª|�Bcd�d]¡���Vg�% W
��cdH|�d]fK)6 e:e���M�JLJL]�O�x¥MVKLa�Q|^vc�]+# ��cdHE�V£�% ªz�t�|T`Rk���|KN]fR_]fOP]��:KNTU�B�d] 6 eY�pMVKL� ª~cdKL]

JL�|]u�|KN]fR_Q|Kke�MVKNeYM�xpJL�|]	e�]�R�MdHEO�]_lj�B^UTvR�TUJ§c��|�BKLM3cdRk���t�BT`Rk���>]�R_c�^`^�JL�B]�^`cd�E]f^U^`]fO
JNc��B^U]�c�Q�a.]�JN�|MPO´W�GIH�JN�|Tve�a.]_JL�|MPO´ª´]�cdRk�{x¥MVKLa�Q|^`c"T`eY�|KN]	�Blj]�O{�tTUJL��c�^vc���]_^zJLM
KL]_JNc�T`H T�Jkeua.MjOBc�^%R_MdH3JL]_l3J�cdHBO+JL�|]{KN]fcVRk�Bc��|T`^`T�J�i�KN]_^vc-JNTUMVH+Tve.]_HBR_MPOP]fO T`H+JN�|]
e�JNKLQBR�JLQ|KN]�MdxYJN�|]�^vc���]_^vefW$¯YTUqV]_H8J��>M�^`cd�E]f^`e	�>]�R_cdH�JL]_^`^Y�t�|]�JN�|]_K"JL�|]fi�cdKL]
KL]f^`c�JL]fO��3i�JN�|]�KL]�cdRk�Bcd�|TU^`TUJ�i)KN]_^vc-JNTUMVH°e�T`a.�|^`i��3i�T`HBeL�E]�RSJLT`H|�)JL�|]fTUKue�JLKNQBRSJNQ|KN]dW
�CTUJ�JNTUHB��6 ep�BKL]��|lP]fOuJkc��|^`]fcdQPl�c�KN]�OPT`KN]fRSJtc��B�|^UTvR_c�JLT`MdHBepM�xz��c�H|�V]_K;6 e¦T`OP]�c�JNM��BcdHP®
OP^U]pauc�Hji�OPT�9 ]_KN]_H3J�a.MjOBc�^3^UMV�dTvR_e # �zTUJN�dg|ª�Rk�Bc��PJN]_K���% WCs%HBO§cVe~�>]peL�Bc�^`^je�MjMdH�e�]f]dª
y�cdeNeLcVR_R_T # y�cdeN¢��Pª�y�cdeN¢V�-� %P�BcVe�KL]��BH|]�O�JL�B]feL]>TvOP]�cdez]_qV]_H¡x¥QBK�JN�|]_K�JNM��VTUqV]pa.MPOj®
Q|^`cdK��|KN]	�|lP]fObJkc��|^`]fcdQue�iPe�JL]_aue�x¥MVK\auc�Hji§a.MPO|cd^|^UMV�dTvR_efW~G x´�>]t�E]fKLa.TUJ¦^`cd�E]f^`e\JLM
R�MdH3Jkc�T`H�q-c�KNTvc��|^`]fe�JN�|]_H�eL��]fR�Tvc�^`Tve�]�O�$Ne�JNKLT`H|�:Q|H|T0�ERfc-JLT`MdHV&:ab]_JL�|MPO|epR_cdHb��]@QBeL]fO
JLM�OP]_JL]fR�J�R�^`MVeL]fO)Jkc��|^`]fcdQ��BKNcdHBRk�|]fe�cVe�Tve¡OPMdHB]��ji���c�^`^U]fH # ��c�^v�d¢'% ª�c�HBO�s@KL®
JLMVeLT1c�HEOn¯YM-qV]_KNHBc-JNMdKNT # s@¯:¢���% W\�w�|]��|KNT`HBR�T`�|^`]YMdxzQEe�T`H|�.^`cd�E]f^`e>JNM $��|KNT`H|�beLMda.]
M�xtJL�B]neL]_auc�H3JNT`Rfe¡T`HVJNM�JN�|]neLijH3JNc-lF&{Tvebc�^ve�M{JN�|]n�BcdeLT`e§M�xY¯:cd�|�Bc²i 6 e§}~cd�E]f^U^`]fO
 %]�OPQBRSJNTUqV]§hjiPe�JN]_aue�# ¯:c��B¢�l % W
[¦KL]��|lP]feYc�KN]�MVH|]b�>c²inJLM{eL]_�BcdKNc�JL]§JL�|].a.MPO|c�^�R�MVa.�EMVH|]_H3J:x¥KLMVa JL�|]uR_^`cVe�®

e�TvR_cd^¦R�MVab��MdHB]_H3JfW�s%H|M�JN�|]_K�T`e¡JLM�]_lj�B^UTvR�TUJL^`i�JNKNcdHBeL^`c�JL].JL�B]"a.MPO|c�^`T�JNTU]�e¡T`H3JLM�c
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KL]�e�JNKLTvRSJN]fO8eLQ|�BeL]�J�M�x��BKke�JL® MVKNO|]_K�^`Md�VT`RdW hj��]fR_T`cd^UTve�]�O8KNMdQPJNTUH|]�e�x¥MVK �EKNe�J�® MdKkOP]_K
OP]fOPQERSJLT`MdH~ª¦^`TU�V]nKN]feLMd^`QPJNTUMVH1ª¦R_cdH�JN�|]_H���]�cd�|�|^`TU]�O�JNM�JN�|Tve.KL]�e�JNKLTvRSJN]fO e�Q|�Ee�]_JfW
hjQBRk� $�JLKkc�HEe�^vc-JNTUMVH°a.]�JN�|MPO|e�&��Bc²qV]��E]f]_H�TUHjqV]fe�JLT`�Vc-JN]fO°�3i+y{MdKN�VcdH # y{MdK�£-�;% ª
*��|^U�EcdRk�-#.*��|^`¢V�Pª7*��|^`¢Vg'% ª s%Q�9 KNc²i�c�HBO�µ\H"!�cd^U��]_KLJ$# s%µp�d¢'% ª´�|KNT`eNRk��c�HBO)hPRk�|]_KN^
# ��hP¢BF % ªEc�HBO�¯Y]_H3J # ¯Y]_HB¢BF_�1ªB¯Y]fHB¢dgPª�¯Y]_HB¢BFfc'% W
GIH�c�^`^ JL�B]feL]�JNKNcdHBeL^`c�JLT`MdHBcd^Ea.]�JN�|MPO|efªjJL�|]�a.MPO|c�^ ^`Md�VT`Rfe 2 ª F ª 2�G ª = G c�HBO

= � c�KN]@]fcVe�T`^`ib�Ec�HBOP^`]fO"c�HBO"¯Y]fH3J>�BcVepcd^`eLM¡MV�PJNcdTUH|]�O�eLije�JL]faue\x¥MVK � c�HBOD= G # �~W
�w�|]�abM3e�J�e�JLKNTU�jT`H|��x¥]fc�JLQ|KN]�M�x:¯Y]fH3J)6 e.�pMVKL��TvebJL�Bc�J��|]�T`e.QBHBc��|^`]�JLM��VTUqV]nc
e�iPe�JL]_a6x¥MdK�= G # � # ��c�HEO�JN�|T`e¡T`e�]�eLeL]_H3JNT`cd^U^`i�OPQ|].JNM	JN�|].x cdR�J�JL�Bc�J�JL�|]uKN]fcVRk�Bc-®
�|TU^`TUJ�i"KN]_^vc-JLT`MdH � x¥MVK = G # � # �d® x¥KNcda.]fewTvewH|M�J �BKke�J�® MdKkOP]_KtOP]��BHBc��B^U]VW�G J%T`ew�jH|M-�tH
JL�Bc�Jtc�x¥MVKLa�Q|^`cbMdxzeL]fR�MVHBO	MdKkOP]_Kw^`Md�dTvR�T`etKN]f�3Q|T`KN]fOuJNM.]�lP�|KN]feNe>JL�|]:KN]fcdRk�Ec��|T`^UTUJ�i
KL]f^`c�JLT`MdHux¥MVKN= G # � # �+# qP±>�Vg'% W��w�BT`etOP]��ER�T`]_HER�iuM�xCJLKkc�HBeL^vc-JLT`MdHEc�^�ab]_JL�|MPO|e>Tvetc�^ve�M
ab]fH3JLT`MdH|]�O��ji°s@Q 9�Kkc²i�c�HBO+µ\H"!�cd^U��]_KLJ/# s�µ¦�V¢'%t�t�|TU^`]nJL�|]�a.]�JN�|MPO M�x��BKLTveLRk�
c�HBO�hPRk�|]fKL^ # ��hP¢|F %CT`et^`T`abTUJL]�O	JLM�eL]_KNT`cd^�^`Md�VT`Rfe_W
�w�B]p�|T`�d�V]fe�JzOPTveNcdOPq-c�H3Jkc��d]¦M�xPJL�B]¦JNKNcdHBe�^vc-JNTUMVHBc�^Va.]�JL�BMjOBeCTveCJL�Bc�J �EKNe�J�® MdKkOP]_K

^UMV�dTvR�T`e��jH|M-�tH{JNM"��]�MVH|^Ui{eL]_a.TU® OP]�R�TvO|c��B^U]VªBJN�3QEe@JN�|]§JNKNcdHBeL^`c�JL]fO{eLiPe�JN]_a auc²i
H|M�J¦��]�O|]fR�TvO|cd�|^U]%]_qd]fHbJL�|MVQ|�d�.JN�|]%MVKLT`�dT`HBc�^BabMPO|cd^B^`Md�VT`RwTve¦OP]�R�TvO|c��B^U]VW\op^`]fcdKL^`i
T�J"a�QBe�J"�E])�EM3eLeLT`�|^U]�JLM�TvOP]_H3JLTUx¥i8OP]fR_T`OBc��|^`]�R�^vcdeNeL]feuMdx �EKNe�J�® MdKkOP]_Ku^`Md�VT`R�T`H3JLM
�t�|T`Rk�nJN�|]feL]:JLKkc�HBeL^vc-JLT`MdHEew�tTU^`^1x cd^U^ ªB�|Q|J%G>cda�H|MdJ%c²�>cdKL]:Mdx�cdH3ine�QERk��O|]�JNcdTU^`]fO
TUHjqd]�e�JNTU�3c-JNTUMVHBe_W
GIH8cd^U^tx cdTUKNH|]�eLefª¦TUJ�a§QBe�J���]{ab]fH3JLT`MdH|]�O°JN�Bc-JuJN�|]�JLKkc�HEe�^vc-JNTUMVHBc�^wa.]�JN�|MPO|e

e�]f]_a JNM��E]%a§QBRk�.��]�J�JN]_K�x¥MVK¦c�Q|JLMdauc�JL]fO.OP]�OPQBR�JLT`MdH.TUH;� �)�!	 � � ��� ��� � ��� ���V� ����� �!�
�t�|]_KN]¦q-c�KNT`MdQBeCOPMdauc�T`H¡KN]fe�JLKNT`R�JLT`MdHBeCR_cdH�R�MVa.�|^UTvR_c�JL]pa.c�J�JN]_Kke1x¥MVK~JN�|] �EKNe�J�® MdKkOP]_K
qd]_KkeLTUMVHBe\Mdx~MdQ|KwT`a.�|^UTvR�TUJwJNcd�|^U]�c�Qne�iPe�JL]_aue 1·>#|eL]_] # *��B^`¢V�'% W�s>JwJL�B]��EKNe�J�® MdKkOP]_K
^U]fqd]_^ ª-c�^`^jabMPO|cd^j^UMV�dTvR_e~cdKL]pMdH|^`i¡eL]_a.T�®IOP]�R�TvO|c��|^`]peLT`HBR�]¦JL�|]fi¡c�^`^3T`HBR_^UQBO|]>R_^`cVeLeLT`Rfc�^
�BKNe�J�® MdKkOP]fKp^`Md�VT`RdW��w�B]_H1ªBO|]fR�TvO|cd�|TU^`TUJ�i�T`e@H|M.^UMVH|�d]fK@c�HnTUa.��MdKLJNc�H3JtTveLeLQ|]dW
�w�B]_KN]�T`e§c�e�QB�PJL^`]��|QPJbOP]_]f��e�T`�dH|T0�ERfc�HBR_].JLM{JN�|]�QBeL]�M�xt^vc���]_^ve��t�|TvRk��]�lj®

�|^`cdTUHEeYJL�|]fTUK¡T`HBR_KL]�cdeL]fO���M-�>]_K�M-qd]fK:TUa.�|^`T`R_T�J�Jkc��|^`]fcdQ)a.]_JL�|MPO|efW *�Q|K�T`a.�|^UTvR�TUJ
JNc��B^U]�c�QPl"�>]_KN] �0������� T`H�JL�Bc�JfªEc�J%c�^`^´JLT`a.]fefªB�>]��pMVKL�V]fO"�tT�JN��cue�]_J@M�x�x¥MdKNa§Q|^vc�]
1 OP]fH|M�JNTUH|�:MVH|]w�Bc�KLJLTvR�Q|^vc�K��>MdKN^vO�3Sª��tTUJL�.H|M:]_lj�B^UTvR�TUJ\KL]_x¥]_KN]_HBR_]>JLMYJL�|]t�Ec�KLJLTvR�Q|^vc�K
�|KLMV�E]fK�JNTU]�e�M�x´JN�|]%KN]fcVRk�Bc��BTU^`T�J�i�KL]f^`c�JLT`MdHueLTUHBR_]@JN�|]feL]@�|KNMd��]_KLJLT`]fe¦�p]fKL]@�BQ|TU^UJpT`H3JLM
JL�|]�KNQ|^`]fefWp}~cd�E]f^U^`]fO	Jkc��|^`]fcdQPlncdKL] ���0������� TUHnJL�Ec-J@JN�|]�^`cd�E]f^`e%c�^`^UM-� QBewJNM $LeL]_]&
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� - Tve%cd^`eLM"·\® eNc-JNT`e �Ec��B^U]VW%hjTUHER�]¡]fqd]_KNinKLQ|^`]¡�BcVe%c�J%a.MVe�J%J��>M�OP]_H|MVa.TUHBc�JLMVKNefªEc
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1 Introduction

The connections between automata theory and logic are long and fruitful.
Good examples of this are Büchi’s proof of decidability of monadic second-
order (MSO) theory of infinite words and Rabin’s proof of decidability of
MSO theory of infinite binary trees. This last theory is one of the strongest
known decidable logical theories. Recently, automata play a prominent role
in understanding of many logical formalisms used in Computer Aided Ver-
ification. Of particular interest to us here will be various versions of the
µ-calculus.

An equivalence between MSOL, automata and the µ-calculus is an im-
portant and useful property. MSOL gives the guarantee of expressive power
as the MSOL properties are by definition closed under Boolean operations
and quantification. Automata are the main technical tool in analyzing the
logic and in particular for inexpressibility results. They are also crucial in
the algorithmic problems. The µ-calculus offers a logical formalism which
is usually of much smaller complexity than MSOL. Still, it is a usable for-
malism in which many interesting properties can be formulated succinctly.
Sometimes, as in the case of graphs, the µ-calculus gives a recursive syntax
for an interesting, but not recursive, subset of MSOL.
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In these notes we will show many situations in which the three formalisms
are equivalent. We start with classical equivalences between MSOL, au-
tomata and the µ-calculus over words and trees. The tools we develop allow
us then to study and compare hierarchies in all of the formalisms. Finally, we
describe extensions of the classical results in three directions. We consider, a
more general, relational setting, obtaining so called guarded logics. We also
discuss the extensions to trace models and to real-time models.

These notes are not intended to be a survey of the results in the area.
Some important aspects, as for example the relations with first-order logic,
are omitted here. We refer the reader to excellent surveys and books [52, 53,
50, 7].
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2 Finite words

Let Σ be a finite alphabet. A finite word over Σ is a sequence w = a0 . . . an of
letters from Σ, or equivalently a function from {0, . . . , n} to Σ. We use |w|
for the length of w, i.e., n + 1 in this case. We use dom(w) for the domain
of w, i.e., {0, . . . , n}. The empty word is denoted by ε. We write Σ∗ for the
set of all finite words over Σ.

The word w as above can be represented as a relational structure:

Mw = 〈dom(w),≤, (P w
a )a∈Σ〉

where ≤ is the standard linear order on dom(w) and P w
a are unary predicates

with the interpretation: P w
a = {i ∈ dom(w) : w(i) = a}.

2.1 First-order and monadic second-order logics

The relational structures as above can be described in first-order or second-
order logics which we are going to define now. Let Var 1 = {x, y, . . .} be
the set of first order variables. The set of first-order formulas is build from
atomic formulas of the form:

x ≤ y, Pa(x) for every a ∈ Σ

using the connectives ∨, ¬ and the quantifier ∃. A sentence is a formula
without free variables.

The meaning of a formula in a model of a form Mw is defined in a
standard way. In particular the variables range over positions in w. If
p1, . . . , pn ∈ dom(w) are positions in w and ϕ(x1, . . . , xn) is a formula then
Mw, p1, . . . , pn ! ϕ(x1, . . . , xn) means that ϕ holds in Mw when each xi

is interpreted as the position pi. Other connectives as ∧, ⇒ and universal
quantifier ∀ are definable in the usual way. We admit the empty model, Mε,
as interpretation. In this model all existential sentences ∃x.ϕ are false.

The language defined by a sentence ϕ is the set of words:

L(ϕ) = {w ∈ Σ∗ : Mw ! ϕ}

For example the sentence ∀x.Pa(x) ⇒ (∃y. x ≤ y∧Pb(y)) defines the language
of words where after each letter a there is a letter b; in case Σ = {a, b} these
are the words ending in b. A language L ⊆ Σ∗ is FO-definable if there is a
first-order sentence ϕ such that L = L(ϕ).

Monadic second-order logic is an extension of first-order logic with quan-
tification over sets of elements. Let Var 2 = {X, Y, . . .} be the set of second-
order variables. The syntax of monadic second order logic extends first-order
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logic with atomic formulas X(y) and quantification ∃Y over second order
variables. To interpret such formulas we need now valuations of the form:

V : (Var1 → dom(w)) × (Var 2 → P(dom(w)))

assigning to each first-order variable an element of the domain and to each
second-order variable a set of elements in the domain. The term “monadic
refers” to the fact that second order variables range over sets of elements and
not over relations of higher arity.

As before we write L(ϕ) for a set of words defined by a MSOL sentence ϕ.
For example the sentence: ∃X.

(
∀y. X(y) ⇔ ¬X(y +1)

)
∧∀z. Pb(z) ⇒ X(z)

expresses the fact that b appears only on odd or only on even positions in the
word. Here we use X(y+1) as a shorthand for saying that the position y +1
belongs to X. Relation +1(y, z) can be defined by a first-order formula:

y < z ∧ ∀u. u ≤ y ∨ z ≤ u

When proving something by induction on the structure of MSOL formulas
it will be convenient to have a small set of connectives and atomic formulas.
Consider the set of formulas given by the grammar

ϕ ::= X ⊆ Y | X ⊆ Pa | Succ(X, Y ) | ϕ1 ∨ ϕ2 | ¬ϕ | ∃X.ϕ (1)

In these formulas there are no first-order variables and there are two new
binary predicates ⊆ and Succ. As for the meaning of such formulas in a
structure Mw and valuation V : Var 2 → P(dom(w)) we have:

• Mw, V ! X ⊆ Y if V (X) ⊆ V (Y ),

• Mw, V ! X ⊆ Pa if V (X) ⊆ P w
a ,

• Mw, V ! Succ(X, Y ) if V (X) and V (Y ) are singletons p1 and p2, re-
spectively, and p1 + 1 = p2.

It should be clear that both ⊆ and Succ are definable in MSOL. The converse
is also not difficult:

Lemma 1 Every MSOL formula without free first-order variables is equiv-
alent to a formula generated by the grammar (1).

Proof
First, we define singleton sets. Then, we simulate first-order variables and
first-order quantification using singletons. "
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2.2 Automata

A finite automaton is a tuple:

A = 〈Q, Σ, q0 ∈ Q, δ ⊆ Q × Σ × Q, F ⊆ Q〉

where: Q is a finite set of states, Σ is the input alphabet, q0 is the initial
state, δ is the transition relation, and F is the set of final states.

A run of the automaton on a word w = a0 . . . an is a sequence q0, . . . , qn+1

such that: q0 = q0 is the initial state, and (qi, ai, qi+1) ∈ δ for all i = 0, . . . , n.
A run is successful if qn+1 ∈ F . A word w is accepted by A when there is
a successful run of A on w. The language recognized by A, denoted L(A), is
the set of words accepted by A.

Definition 2 A language L ⊆ Σ∗ is regular iff it is the language recognized
by some automaton.

It is well known that the class of regular languages is closed under:

• sum: if L1 and L2 are regular then L1 ∪ L2 is regular

• intersection: if L1 and L2 are regular then L1 ∩ L2 is regular,

• complement : if L is a regular language over Σ then Σ∗ \ L is regular,

• projection: if L is a regular language over Σ = {0, 1}×Σ′ then π2(L) =
{π2(w) ∈ Σ′ : w ∈ L} is regular; where we write π2(w) for a word
a0 . . . an ∈ Σ′ whenever w = (b0, a0)(b1, a1) . . . (bn, an) ∈ Σ∗.

The following theorem gives the connection between the languages ac-
cepted by automata and those defined in MSOL.

Theorem 3 (Büchi, Elgot)
A language of finite words is definable by a MSOL sentence iff it is the lan-
guage recognized by some finite automaton. The translations in both direc-
tions are effective.

Proof
Let A = 〈Q, Σ, q0, δ, F 〉 be a finite automaton recognizing L. We need to
write a formula ϕA which holds in a model Mw iff w ∈ L. Assume that the
set of states is Q = {q0, . . . , qn}, and q0 = q0 is the initial state.

The formula ϕA says that there exist sets S0, . . . , S|Q| such that:

1. the sets form a partition of the domain;
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2. the first element of the domain belongs to S0, and the last to some Sk

such that qk ∈ F ;

3. for every element m different from the last, if m ∈ Si and m + 1 ∈ Sj,
for some i and j, then (qi, a, qj) ∈ δ; where a is the unique letter such
that P w

a (m) holds.

It should be clear that all these requirements can be formulated in MSOL
and that the resulting formula expresses the existence of an accepting run of
A. This shows the right to left implication of the theorem.

For the implication from the left to the right we are going to construct
an automaton for every MSOL formula. By Lemma 1 we can do this by
induction on the reduced syntax of MSOL given by (1).

A small complication here is that we are going to translate formulas with
free second-order variables. Our inductive translation will be simpler if we fix
a set of variables {X1, . . . , Xn} and provide the translation for formulas using
only these variables. This is not a loss of generality as the set is arbitrary.

A formula with free variables in {X1, . . . , Xn} defines the set of pairs
(M, V ) consisting of a model and a valuation in which the formula is satisfied.
Such a pair can be coded as a word over the alphabet Σ × P({1, . . . , n})
where a position m is labelled with (a, S) iff a is the label of m in M and
S = {i ∈ {1, . . . , n} : m ∈ V (Xi)}.

By induction on the syntax of the formula ϕ we construct an equivalent
automaton Aϕ, i.e., such that Aϕ accepts the word representations of exactly
those pairs (M, V ) for which M, V ! ϕ holds.

The automaton for an atomic formula of the form Xi ⊆ Xj is very simple.
It checks that for all the letters (a, S) appearing in the word we have that
whenever i ∈ S then j ∈ S. The constructions of automata for Xi ⊆ Pa and
Succ(Xi, Xj) are also straightforward.

Consider the induction step. If ϕ = ϕ1 ∨ ϕ2 then L(Aϕ) = L(Aϕ1) ∪
L(Aϕ2). Similarly negation of a formula corresponds to complementation of
the language, and existential quantification corresponds to projection. Hence
the inductive step follows from well known constructions on finite automata.
"

Let us present a small application of this theorem. An easy pumping
argument shows that the language {anbn : n ∈ N} is not recognizable by any
finite automaton, hence not definable in MSOL. We will use this fact to show
that existence of Hamiltonian cycle is not expressible in MSOL over graphs.
This logic is exactly the same as MSOL we have described above but with ≤
relation replaced by E relation interpreted as the edge relation of the graph.
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A balanced bipartite graph is a graph whose set of vertices can be divided
into two sets of the same size such that there are no edges between vertices in
the same set. First, we show that there is no MSOL formula defining balanced
bipartite graphs. Suppose to the contrary that ψ defines such graphs. We
show that then the language {anbn : n ∈ N} would be definable in MSOL
which is impossible.

A word ambn defines a bipartite graph Km,n with vertices {(a, i) : i =
1, . . . , m} ∪ {(b, j) : j = 1, . . . , n} and edges connecting each a vertex with
each b vertex. By our assumption we have Km,n ! ψ iff n = m. Replace
each occurrence of E(x, y) in ψ by the formula (Pa(x) ⇔ Pb(y)). Call the
resulting formula ψ̂. An easy induction argument shows that Kn,m ! ψ iff

anbm ! ψ̂. Hence ψ̂ ∧ ∀x, y. Pa(x) ∧ Pb(y) ⇒ x ≤ y defines {anbn : n ∈ N}
which is impossible.

So, there is no MSOL formula ψ over graphs such that Km,n ! ψ iff
m = n. In Km,n there is a Hamiltonian cycle iff m = n. The graphs of the
form Km,n are definable in MSOL, hence there cannot be a MSOL formula
defining Hamiltonicity.

2.3 Complexity

Let us shortly summarize the complexity results for MSOL and automata on
finite words.

The emptiness problem is to decide whether a given automaton accepts
some word. It is easy to see that the problem is equivalent to the reachability
problem in finite graphs, hence it is NLogspace-complete. Indeed, given an
automaton we can construct a graph with states of the automaton as nodes
and an edge whenever there is a transition on some letter between the states.
The automaton accepts some word iff there is a path in the graph from the
initial state to a final state.

The universality problem is to decide whether L(A) = Σ∗ for a given
automaton A. This problem is Pspace-complete [46]. A Pspace algorithm
for the problem is to determinize the automaton and look for a word that
is not accepted. The deterministic automaton may be of exponential size
but we never keep the whole of it in memory; we just calculate its states on
demand. For Pspace hardness one shows that the language of words that
are not computations of a given O(n) space bounded Turing machine can be
recognized by a small nondeterministic automaton.

The satisfiability problem for MSOL over finite words is to decide whether
for a given formula ϕ there is a word w such that ϕ holds in Mw. By
Theorem 3 the problem is decidable. The problem is nonelementary even for
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first-order logic [35, 49].
Maybe it is worth to clarify the use of the term nonelementary here. Ele-

mentary functions were introduced by Grzegorczyk [24]. These are functions
obtained from some basic functions by operations of limited summation and
limited multiplication. Consider the function Tower(n, k) defined by:

Tower(n, 0) = n Tower(n, k + 1) = 2Tower(n,k)

Grzegorczyk has shown that every elementary function in one argument is
bounded by λn.Tower(n, c) for some fixed c. Hence, the term nonelementary
refers to a function that grows faster than any such function. In particular
for the case of FOL over finite words it is known that the complexity of the
satisfiability problem is of order Tower(n, cn) for some constant c [15].
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3 Infinite words

An infinite word (or ω-word) over an alphabet Σ is an infinite sequence
w = a0a1 . . . , or equivalently a function from N to Σ. We use Σω for the set
of infinite words over Σ. An infinite word w can be presented as a relational
structure:

Mw = 〈N,≤, P w
a 〉

where ≤ is the standard order on N and P w
a (i) holds iff w(i) = a. A more

precise term for an infinite word is ω-word. Of course one can consider words
for bigger ordinals than ω, but we will not do it here. Hence, we will use the
two terms interchangeably.

The notions of first-order and second-order definability extend smoothly
from finite to infinite words. A sentence ϕ now defines a set {w ∈ Σω : Mw !
ϕ} of infinite words.

The extension of automata recognizability to infinite words requires more
work. An ω-automaton has the form:

A = 〈Q, Σ, q0 ∈ Q, δ ⊆ Q × Σ × Q,Acc ⊆ Qω〉

where Q is the finite set of states, Σ is the alphabet, q0 is the initial state,
δ is the transition relation, and Acc defines which infinite sequences are
accepting. Of course, if we want our automata to be finite, we need some
finitary ways to describe the set Acc. These are discussed below.

A run of A on a word w is a sequence r : N → Q such that r(0) = q0, and
(r(i), w(i), r(i + 1)) ∈ δ for all i ∈ N. A word w is accepted by A iff there is
a run r of A on w such that r ∈ Acc. The language recognized by A is the
set of words accepted by A.

We are now going to define several standard ways of describing the set
Acc. Each of these ways leads to a different notion of automaton. All of
these ways refer to the states appearing infinitely often in the run. Hence we
introduce the notation:

In(r) = {q ∈ Q : r(i) = q for infinitely many i}

The most frequently used acceptance conditions are the following require-
ments on the set In(r):

Büchi condition is specified by a set F ⊆ Q. We have
Acc = {r : In(r) ∩ F 0= ∅}.

Muller condition is specified by a set F ⊆ P(Q). We have
Acc = {r : In(r) ∈ F}.
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Rabin condition is specified by a set {(R1, G1), . . . , (Rk, Gk)}, where
Ri, Gi ⊆ Q. We have
Acc = {r : ∃i. In(r) ∩ Ri = ∅ and In(r) ∩ Gi 0= ∅}

Streett condition is also specified by a set {(R1, G1), . . . , (Rk, Gk)}, where
Ri, Gi ⊆ Q. We have
Acc = {r : ∀i. In(r) ∩ Ri = ∅ or In(r) ∩ Gi 0= ∅}

Mostowski condition is specified by a function Ω : Q → N. We have
Acc = {r : min(Ω(In(r))) is even}

Rabin condition is sometimes called “pairs condition”; Streett condition is
called “complement pairs condition”; Mostowski condition is called “parity
condition”.

Automata are named after acceptance conditions so we have Büchi au-
tomata, Muller automata, etc.

Example: Suppose that Q = {q1, q2, q3}. We will show how to express
with different types of conditions the fact that q1 appears only finitely of-
ten and q2 appears infinitely often. This property cannot be expressed
with Büchi conditions. The property is expressed with the Muller condition
{{q2}, {q2, q3}}. The Rabin condition for the property is {({q1}, {q2})}. The
equivalent Streett condition is {({q1}, ∅), (∅, {q2})}. Finally, the Mostowski
condition for the property is given by the function Ω(qi) = i for i = 1, 2, 3.
"

Fact 4 For every Büchi condition there is an equivalent Mostowski condi-
tion. Every Mostowski condition has equivalent Rabin and Streett condi-
tions. Every Rabin or Streett condition has an equivalent Muller condition.

Proof
A Büchi condition F ⊆ Q is equivalent to a Mostowski condition Ω : Q →
{0, 1}, where Ω(q) = 0 iff q ∈ F . A Mostowski condition Ω : Q → {0, . . . , k}
is equivalent to a Rabin condition {(Ri, Gi) : i = 0, . . . , k/2} where Ri = {q :
Ω(q) < 2i} and Gi = {q : Ω(q) = 2i}. The translation to Streett condition
is similar. It is obvious that any condition can be translated to a Muller
condition. "

Fact 5 Mostowski and Muller conditions are closed under negation. The
negation of a Rabin condition is a Streett condition and vice versa.

Proof
The complement of a Muller condition F ⊆ P(Q) is F = P(Q) \ F . The
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complement of a Mostowski condition Ω : Q → N is given by Ω(q) =
Ω(q) + 1. The complement of a Rabin condition {(R1, G1), . . . , (Rn, Gn)}
is {(G1, R1), . . . , (Gn, Rn)} interpreted as a Streett condition. "

Fact 6 Nondeterministic Büchi-, Muller-, Rabin-, Streett-, and Mostowski-
automata all recognize the same class of ω-languages.

Proof
Every acceptance condition is a special form of Muller acceptance condition.
Hence it is enough to show how to translate Muller automata to Büchi au-
tomata. Roughly, a Büchi automaton nondeterministically picks a set S from
the Muller condition and checks that S is precisely the set of states appearing
infinitely often. "

This fact allows us to formulate the definition:

Definition 7 A language L ∈ Σω is regular if it is the language recognized
by some nondeterministic Büchi automaton.

Unlike the case of finite words it is not true that every automaton can
be determinized. Büchi automata cannot be determinized as the following
example shows. Let La ∈ {a, b}ω be the set of words containing only finitely
many occurrences of a. It is easy to construct a nondeterministic automaton
for the language. This automaton just guesses a position and checks that
after this position there is no occurrence of a.

Fact 8 There is no deterministic Büchi automaton recognizing La.

Proof
Suppose conversely that A = 〈Q, Σ, q0, δ : Q×Σ → Q, F 〉 is a Büchi automa-
ton for the language. Take the word bω. There is an accepting run of A on
this word. Let i1 be the position on which a state from F appears in the run.
Consider now the word bi1abω. It is also accepted, and as the automaton is
deterministic, the run is the same up to position i1. Take a position i2 > i1
on which a state from F appears. Repeat this process n = |Q|+1 times. We
get a word bi1abi2a . . . binabω which is accepted by A and such that the run
of A on this word has accepting states at positions ij for j = 1, . . . , n + 1.
By the choice of n there are two positions, say ik and il where the same
state appears. We have that there is an accepting run of A on the word
bi1abi2a . . . bik−1(babik+1a . . . bil−1)ω "

There is a deterministic automaton with Mostowski conditions for La.
This is an automaton that signals 1 when it reads a and 2 when it reads b.

12



By the definition of the Mostowski condition this automaton accepts iff it
signals 1 only finitely often.

This is not a coincident that there is a deterministic Mostowski automaton
for La. The following important fact shows that deterministic automata with
all but Büchi conditions have the same expressive power. In the next section
we will see that they are equivalent to nondeterministic automata.

Theorem 9 (Mostowski [36])
For every deterministic Muller automaton there is an equivalent deterministic
Mostowski automaton.

Proof
Take a Muller automaton A = 〈Q, Σ, 1, δ,F〉 and assume that Q = {1, . . . , n}.
The states of the Mostowski automaton A′ will be permutations of Q with
a distinguished position. Such a permutation is called last appearance record
(LAR) and the distinguished position is called hit position. So the set of
LARs is:

Q′ = Perm({1, . . . , n}) × {1, . . . , n}

The idea is that a LAR keeps the order between the last occurrences of
states up to the present point. That is, if a state q appears before q ′ in the
permutation then the last occurrence of q up to the present position is before
the last occurrence of q′. In particular the present state is on the last place
of the permutation. The hit position shows what was the position of the
present state in the previous permutation.

More formally, if the original automaton moves from a state l to a state
l′ then the simulating automaton A′ is in a state (i1, . . . , in, h), with in = l,
and changes it to (i1, . . . , i′k, . . . , i

′
n−1, l

′, k) where k is the position of l′ in the
sequence (i.e. ik = l) and i′j = i′j+1 for k ≤ j < n.

Let r = q0, q1, . . . be a run of the original automaton A. Suppose that
F = In(r) is the set of states appearing infinitely often in the run. Let us
analyze the run of the automaton A′ from the state (n, . . . , 1, 1). We will
say that a state is an F -state if it is of the form (i1, . . . , ik, . . . , in, h) with
{ik, . . . , in} = F and h ≥ k.

Assume first that there is a position m such that only states from F
appear after m and the state of A′ at m is an F -state. It is easy to see from
the definition of A′ that after m all the states will be F -states. Moreover,
the hit position will be k at some position after m. This is because the state
ik is going to appear after m. So, this argument really shows that the hit
position will be k infinitely often after m.

Now, let us see why we are bound to reach such a position m as assumed
in the previous paragraph. Let m1 be a position after which no state outside
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F appears. Let (i1, . . . , ik, . . . , in, h) be a state of A′ at this position. Take
a position m2 such that between m1 and m2 all the states from F appeared
at least once. We claim that m2 + 1 is the required m. By the definition of
the transition relation of A′ in the permutation at position m2 all the states
from F occur after the states not in F . As the state qm2 is from F the state
of A′ at the position m2 will have the hit position ≥ k.

So we have shown that if q0, q1, . . . is a run of A and F is the set of states
appearing infinitely often on it then in the corresponding run of A′ almost
all states are F -states and the hit position is equal k = n− |F |+ 1 infinitely
often.

Now, we define the Mostowski acceptance condition on states of A′. We
put

Ω(i1, . . . , in, h)) =

{
2h if {ih, . . . , in} ∈ F
2h + 1 if {ih, . . . , in} 0∈ F

We claim that A′ is equivalent to A. Let F be a set of states appearing
infinitely often on the run of A. By the above considerations almost all states
on the run of A′ are F -states and the hit position is equal k = n − |F | + 1
infinitely often. Hence priority appearing infinitely often on the run of A′ is
either 2(n − |F | + 1) or 2(n − |F | + 1) + 1. It is even iff F ∈ F . "

It is natural to ask what is the complexity of translating form one form
of automaton to the next. From the above we can deduce:

Corollary 10 For every deterministic Muller, Streett or Rabin automaton
with n states there is a deterministic Mostowski automaton with O(2n log(n))
states.

A summary of the results on this subject is presented in [32]. In particular
the bound in the corollary is essentially optimal.

3.1 Closure properties of ω-automata

It is easy to see that regular ω-languages are closed under sum. The con-
struction is exactly the same as in the case of automata on finite words. This
also true for the closure under projection. The closure under intersection is
not that immediate. The construction from the case of finite words needs
to be modified because now there is no last letter on which two runs can be
synchronized.

Differences between finite and infinite words show up acutely in the case
of closure under complement. In the case of automata on finite words a
simple powerset construction is enough. In the case of ω-automata a very
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refined version of a powerset construction is required. Below, instead of
complementation we consider the stronger property of determinization.

Theorem 11 (McNaughton)
For every Büchi automaton there is an equivalent deterministic Rabin au-
tomaton.

An immediate corollary of this result is the equivalence between MSOL
and Büchi automata. Recall that by the results of the previous section all
but deterministic Büchi automata are equivalent to (nondeterministic) Büchi
automata.

Corollary 12 (Büchi) A language of ω-words is MSOL definable iff it is
the language recognized by some Büchi automaton. The translations in both
directions are effective.

Proof
The construction of a formula for a given automaton is almost the same as in
the case of finite words. The proof in the other direction is also very similar.
We build an automaton by induction on the syntax of a given formula. It
is easy to construct automata for atomic formulas. As noted above, Büchi
automata are closed under sum and projection. The closure under com-
plementation follows from Theorem 11 and Fact 6 saying that every Rabin
automaton can be converted into a nondeterministic Büchi automaton. "

Actually, in 1962 when Büchi proved the above result he did not use
determinization construction. The determinization construction was given in
1966 by McNaughton. At that time there was no notion of Rabin automaton.
He has shown the determinization theorem for Muller automata. We follow
here the construction given by Safra in 1988 [45]. This construction gives
better complexity bounds than the original one. Later we will describe how
to modify the construction to get an automaton with Mostowski conditions.
The proof of the determinization theorem will take the rest of this subsection.

Let us start by examining why the standard subset construction does not
work. Take a Büchi automaton:

A = 〈Q, Σ, q0, δ, F 〉

The states of the powerset automaton AP are nonempty subsets of Q. We
call these states macro-states. The transition function δP of this automaton
is defined by δP (S, a) = {q′ : ∃q ∈ S. (q, a, q′) ∈ δ}. So AP is a deterministic
automaton and there is a run of AP on w iff there is a run of A on w. The
problem comes when we want to define an acceptance condition. A first
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attempt can be to define a Büchi acceptance condition F P by taking all the
macro-states S containing a state from F . The resulting automaton may
accept too much. The problem is presented in part (a) of Figure 1. The big
bubbles represent macro-states. The arrows show the transition relation of
the original automaton. We assume that F = {qf}. In case (a) there is no
accepting run of the original automaton because there is no way to prolong
a run from an accepting state.

qf

qf qf

q q q

q q q

qf qf

(b)

(a)

q

q

. . .

. . .

. . .

qf . . .

Figure 1: Problems with the powerset construction.

An alternative construction can extend powerset construction with record-
ing some information about past of each state. As this will be a binary infor-
mation we will use the metaphor of painting states. In the initial macro-state
no state is painted. A state q′ of a macro-state is painted green if q′ ∈ F
or it is a successor of some green state, i.e., q′ is obtained from q on the
previous position and q was green in the previous macro-state. If the power-
set automaton reaches a state with all the components painted green then it
signals acceptance and removes the paint from all the components. Then the
whole process repeats. An easy application of König’s lemma shows that if
such powerset automaton signals acceptance infinitely often then there is an
accepting run of the original automaton. Unfortunately, as example (b) on
Figure 1 shows, there may be an accepting run of the original automaton but
the powerset automaton will not be a able to signal acceptance. The prob-
lem here is that apart from an accepting run we have a run that does not
go through qf at all. Hence at each macro-state there is a not painted state.
If we were allowed to guess, than we would guess that we should restrict
the above construction only to qf and its successors. This would remove the
upper part of the run from the considerations and the powerset automaton
would accept. Because we are to construct a deterministic automaton we are
not allowed to guess. What we will do is to consider all the possible guesses
at the same time. We will need a clever way of keeping all these guesses
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together so that the sates do not get to big. This is the role of Safra trees
defined below.

An ordered tree (t,≤) is a finite-tree with a partial order ≤ relating two
nodes of the tree iff they are siblings, i.e., they have a common father. This
ordering defines to the left relation on nodes of the tree: left(u, v) holds if
there are two siblings u′ 0= v′ such that u′ ≤ v′ and u is a descendant of u′

and v is a descendant of v′ (we allow for u = u′ or v = v′).
A Safra tree is an ordered tree labelled with nonempty subsets of Q

and colors white or green. The tree must also satisfying some coherence
conditions. Formally such a tree is a quadruple

τ = (t,≤,λ : t → P(Q), c : t → {white, green})

The conditions are:

1. the label of the father is a proper superset of the sum of the labels of
the sons,

2. the labels of two nodes which are not ancestral are disjoint.

The intuition is that the label of the root represents a macro-state from the
powerset automaton. The rest of the tree describes a decomposition of the
macro-state.

Before defining the transition function on Safra-trees, consider the lemma
pointing out properties of the structure of Safra-trees and giving the bound
on their size.

Lemma 13 There are at most |Q| nodes in a Safra tree.

Proof
By condition 2, if a state q belongs to a label of a node then it can belong to
the label of at most one son of the node. Hence there is a uniquely determined
lowest node containing q. By condition 1, every node is the lowest node for
some state. Hence, there cannot be more nodes than states. "

The deterministic transition function δ̂ transforms a given tree τ on a
given input a into a tree obtained by the following sequence of actions:

1. Set the color of all the nodes to white,

2. For every node v, create a new node v′ with λ(v′) = λ(v)∩F . Make v′

a son of v that is bigger than all the other sons of v.

3. For every node v, define the labeling λ′(v) =
⋃

q∈λ(v) δ(q, a). (So we
apply the successor function of the automaton.)
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4. For every node v, define the labeling λ′′(v) = λ′(v) \
⋃

left(v1,v) λ
′(v1).

(So we delete a state from the label if it appears somewhere to the left.)

5. Remove all the nodes with empty λ′′ labels.

6. For every node v which λ′′ label is equal to the sum of the λ′′ labels of
its sons, remove the descendants of v and color v green.

The resulting tree τ ′ = δ̂(τ, a) has the vertices of τ plus the vertices added
in step 2 minus the vertices removed in step 6. The labeling is λ′′ and the
colouring is defined by the last step.

We will show later that A accepts a word iff there is the sequence of Safra
trees constructed according to δ̂ and a vertex v which is deleted finitely often
and which is coloured green infinitely often.

Before defining a Safra automaton we need to solve a small technical
problem. In step 2 we add new vertices. We need to bound the number of
vertices that can be added in order to have a finite number of Safra trees.
We do this by recycling the vertices that are deleted in step 6. As we have
observed before there can be at most |Q| vertices in a Safra tree. Hence, we
can take a pool of 2|Q| vertices. In 2 we take vertices from the pool and in
step 6 we put them back. This way we have:

Lemma 14 There are 2O(|Q| log(|Q|)) Safra-trees.

The Safra automaton is Â = 〈Q̂, Σ, q̂0, δ̂, Âcc〉 where Q̂ is the set of Safra
trees over Q; q̂0 is the tree consisting only of root labelled with {q0}; and

Âcc contains all the sequences such that there is a vertex which is removed
only finitely often and lights green infinitely often on the sequence.

We now show that L(Â) ⊆ L(A). Let τ0, τ1, . . . be an accepting run of
Â on some word w. Let v be a vertex that lights green infinitely often in the
run and is not removed after some position m. Take a position i where v is
green and a position j > i such that v is not green between i and j. An easy
induction shows that if q′ ∈ λj(v′) for some v′ a son of v in τj then there is
q ∈ λi(v) and a run of A on wiwi+1 . . . wj from q to q′ going through some
state in F . Call a run green if it goes through F . Let i1 < i2 < · · · be the
sequence of positions after m where v lights green. From the above we have
that for every j = 1, 2, . . . and every q′ ∈ λij+1(v) there is q ∈ λij (v) and a
green run of A on wijwi+1 . . . wij+1 from q to q′. By Königs lemma we can
find and infinite sequence q1, q2, . . . such that for every j = 1, 2, . . . there is
a green run of A on wijwi+1 . . . wij+1 form qj to qj+1. This together with the
observation that there is a run of A from q0 to q1 on w0 . . . wi1 gives us an
accepting run of A on w.
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Next, we show that L(A) ⊆ L(Â). Let q0, q1 be an accepting run of A
on w. Consider the unique run τ0, τ1, . . . of Â on w. By the definition of the
transition function we have that qi ∈ λi(v0) where v0 is the root of all the
Safra trees and λi is the labeling from the tree τi. If the root lights green
infinitely often then the run of Â is accepting and we are done. If not then
let m0 be the position where qm0 ∈ F and after which the root does not light
green, Hence qm0 appears in some son of v0. An easy induction shows that
for every i > m0 the state qi will appear in some son of v0. It may move
from one son to some other but this other son must be smaller in the tree
ordering. As there is a bounded number of smaller sons of the root, there
must be a son v1 where the run of A stays forever, i.e., qi ∈ λi(v1) for all
positions bigger than some m1. If v1 lights green infinitely often then we are
done as v1 is not removed after m1. If not then we repeat the reasoning. This
way we obtain a path v0, v1, . . . This path cannot be infinite because Safra
trees have bounded size. Hence, there must be vj such that for all positions i
bigger than some mj we have qi ∈ λi(vj) and vj lights green infinitely often.

Finally, it remains to show that Âcc is a Rabin acceptance condition.
Recall that Safra trees were constructed over the fixed set {v1, . . . , v2|Q|} of
vertices. For each i = 1, . . . , 2|Q| we take a pair (Ri, Gi) where Ri are all the
Safra trees without vi and Gi are all the Safra trees where vi is coloured green.
Then Âcc is expressed by the Rabin condition {(R1, G1), . . . , (R2|Q|, G2|Q|)}.
A more efficient strategy of vertex recycling would allow us to manage with
a pool of |Q| instead of 2|Q| vertices. This would reduce the number of pairs
in the Rabin condition to |Q|.

Corollary 15 For every Büchi automaton with n states there is an equiva-
lent deterministic Rabin automaton with 2O(n log(n)) states and n pairs in the
acceptance condition.

This construction can be combined with LAR construction from Theo-
rem 9 to obtain a deterministic Mostowski automaton. A direct application
of the theorem would give a Mostowski automaton of doubly exponential
size and with big values of function Ω. A closer look shows that it is enough
to keep LARs of vertices and not of the whole Safra trees. As there are n
vertices, there are 2O(n log(n)) LARs. So the resulting Mostowski automaton
is of not much bigger size than the Rabin automaton.

Corollary 16 Every Büchi automaton with n states is equivalent to a de-
terministic Mostowski automaton with 2O(n log(n)) states and the range of the
acceptance condition contained in {0, . . . , 2n}.
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3.2 Complexity

Let us shortly discuss the complexity of some problems for MSOL and au-
tomata on ω-words.

Checking emptiness of an ω-automaton is NLogspace-complete. The
lower bound follows from the case of automata on finite words. The upper
bound is a modification of the reachability algorithm.

Checking universality is Pspace-complete for automata on finite words.
It is also Pspace-complete for ω-automata of any the discussed kinds. The
argument is essentially the same as for finite words. One constructs a deter-
ministic automaton equivalent to the given one. The states of the automaton
are calculated on demand.

As there is an effective translation from MSOL formulas to ω-automata,
it follows that the satisfiability problem for MSOL over ω-words is decidable.
The complexity of the problem is nonelementary. The lower bound follows
from the satisfiability problem of FOL over finite words.
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4 Infinite trees

In this section we extend the concept of automaton even further. We consider
automata running on full infinite binary trees. We will show that these
automata enjoy the same closure properties as word automata. This will
allow us to get the equivalence with MSOL over trees.

The full binary tree is the set {0, 1}∗ of finite words over a two element
alphabet. The root of the tree is the empty word ε. A node w ∈ {0, 1}∗
has the left son w0 and the right son w1. A Σ-labelled full binary tree is a
function t : {0, 1} → Σ. We use Trees(Σ) for the set of all Σ-labelled binary
trees.

Similarly as for words, Σ-labelled trees can be represented as relational
structures. A tree t : {0, 1} → Σ is represented by:

Mt = 〈{0, 1}∗,≤, s0, s1, (Pa)a∈Σ〉

where u ≤ v holds if u is a prefix of v and s0 and s1 are the binary left and
right son relations respectively. As before the predicates (Pa)a∈Σ code the
labeling function t.

With such representations of trees we can say that a set of trees L is
monadic second-order (first-order) definable iff L = {t : Mt ! ϕ} for some
monadic second-order (respectively first-order) formula.

The idea of extending automata to trees is simple. Before, being in some
position in a word the automaton had to decide which state to assume in
the successor position. Now, as every node in a tree has two successors,
the automaton splits and sends one copy of itself to each of the successors.
Formally an automaton on trees is:

A = 〈Q, Σ, q0, δ ⊆ Q × Σ × Q × Q,Acc〉

where all the components but the transition relation δ are the same as for
automata on words. Depending on whether Acc is Büchi-, Muller-, etc.
condition we call A Büchi-, Muller-, etc. automaton.

A run of A on t is a function r : {0, 1}∗ → Q labeling nodes of the tree
with states so that the root is labelled by the initial state, i.e., r(ε) = q0;
and for every node w and its sons w0 and w1 we have that

(r(w), t(w), r(w0), r(w1)) ∈ δ.

A run r is accepting iff for every path P of the tree the sequence of states
appearing on the path belongs to Acc. To put it more formally a path is a
sequence of nodes v0, v1, . . . such that v0 = ε and vi+1 is a son of vi, for every
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i. A run r is accepting iff for every such path the sequence r(v0), r(v1), . . .
belongs to Acc. A tree is accepted by A iff there is an accepting run of A on
it. The language recognized by A is the set of trees accepted by A.

Example: We show a Büchi automaton for the language L∞
a ∈ Trees({a, b})

of trees having a path with infinitely many a’s. The states of the automaton
are qa, qb,4. The transition relation is given by:

δ(q∗, a) ={(qa,4), (4, qa)}
δ(q∗, b) ={(qb,4), (4, qb)}
δ(4, ∗) ={(4,4)}

where in the above ∗ stands for either a or b. The Büchi acceptance condition
is F = {qa,4}. Clearly the automaton accepts every tree from the state 4.
It is easy to see that any run from qa consists of a single path labelled with
states qa, qb, and the rest of the tree labelled with 4. There are infinitely
many states qa on this path iff there are infinitely many vertices labelled by
a. Hence the automaton accepts a tree iff it can find a path with infinitely
many a’s on it. "

An important difference with the case of words is that Büchi conditions
are weaker than the other types of conditions. The following fact was shown
by Rabin [43] (see also [52])

Fact 17 The class of languages accepted by Büchi tree automata is not
closed under complement. The complement of the language L∞

a from the
example above is not recognizable by a nondeterministic Büchi automaton.

This is closely connected to the fact that deterministic Büchi automata
over words are weaker than other types of deterministic word automata.
A tree automaton can be seen as a composition of a guessing automaton,
that is a tree automaton without any acceptance conditions, and a checking
automaton that is a deterministic word automaton checking for every path
if on this path the run guessed by the guessing automaton is accepting. This
idea is elaborated in the proof of the following fact.

Fact 18 The classes of tree languages accepted by Mostowski, Rabin, Streett
and Muller conditions are the same.

Proof
Let A = 〈Q, Σ, q0, δ ⊆ Q × Σ × Q × Q,Acc〉 be a tree automaton. Let
B = 〈Qb, Σb, q0

b , δ
b : Qb × Σb → Qb,Accb〉 a deterministic word automaton

over the alphabet Σb = Q recognizing the language Acc. That is B reads
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infinite sequences of states of A and accepts a sequence iff it satisfies the
acceptance condition Acc. Consider the composition of the two automata:

A⊗ B = {Q⊗ = Q × Qb, Σ, (q0, q0
b ), δ

⊗ : Q⊗ × Σ × Q⊗ × Q⊗, Acc⊗}

where

• ((ql, qb
l ), (qr, qb

r)) ∈ δ⊗((q, qb), a) if (ql, qr) ∈ δ(q, a) and qb
l = δb(q, ql),

qb
r = δb(q, qr);

• Accb contains those sequences (q1, qb
1)(q2, qb

2) . . . which projection on
the second components qb

1, q
b
2, . . . is in Accb.

It is not difficult to see that A⊗B accepts the same language as A. The dif-
ference between the two automata is that A⊗B has the acceptance condition
of the same type as B.

By Theorem 9 we can take B to be Mostowski, Rabin, Streett or Muller
automaton. Then A ⊗ B will be an automaton equivalent to A and of the
same type as B. "

Hence we can use, say, Rabin conditions to define the notion of regularity.
Later we will see that this is a robust and interesting notion.

Definition 19 A tree language L ⊆ Trees(Σ) is regular iff there is a Rabin
automaton recognizing L.

4.1 Closure properties of tree automata

As in the preceding sections our goal is to show that the class of regular
languages coincides with those definable in MSOL. For this we need to check
the closure properties of regular tree languages. Essentially the same con-
structions as for word automata show that the class of regular tree languages
is closed under sum and projection. As in the case of infinite words, it is the
closure under complement that brings the biggest problems.

Theorem 20 (Rabin)
Regular tree languages are closed under complementation. For every Rabin
tree automaton A one can effectively construct a Rabin automaton accepting
the complement of L(A).

Once we prove this theorem we get the equivalence between automata
and MSOL. The proof of the corollary below is very similar to the case of
words.
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Corollary 21 A tree language is definable by a MSOL sentence iff it is the
language recognized by some Rabin automaton. The translations in both
directions are effective.

In the rest of the section we will sketch the proof of the complementa-
tion theorem. Observe that it does not say that Rabin automata can be
determinized. Indeed the following easy fact shows that there is no hope for
determinization.

Fact 22 Let L∃
a ⊆ Trees({a, b}) be the set of trees having at least one vertex

labelled with a. The language L∃
a is not recognizable by a deterministic tree

automaton with any of the considered acceptance conditions.

Although determinization of tree automata is not possible, still the de-
terminization result for word automata is essential in the complementation
proof for tree automata. Except for this result we will need an important
fact from the theory of infinite games. We will now define games abstractly
and then make the connection to tree automata.

A game G = 〈V, V0, V1, E ⊆ V × V,AccG ⊆ V ω〉 is a bipartite labelled
graph with the partition (V0, V1) of the set of vertices V . We say that a
vertex v′ is a successor of a vertex v if E(v, v′) holds. The set AccG is used
to determine the winner in a play of the game.

A play from some vertex v0 ∈ V0 proceeds as follows: first player 0 chooses
a successor v1 of v0, then player 1 chooses a successor v2 of v1, and so on ad
infinitum unless one of the players cannot make a move. If a player cannot
make a move he looses. The result of an infinite play is an infinite path
v0, v1, v2, . . . This path is winning for player 0 if it belongs to AccG. The play
from vertices of V1 is defined similarly but this time player 1 starts.

A strategy σ for player 0 is a function assigning to every sequence of
vertices *v ending in a vertex v from V0 a successor vertex σ(*v) ∈ V1. A
strategy is memoryless iff σ(*v) = σ(*w) whenever *v and *w end in the same
vertex. A strategy is winning iff it guarantees a win for player 0 whenever he
follows the strategy. Similarly we define a strategy for player 1.

In our application to tree automata we will be interested only in games
with AccG given by Mostowski conditions. Such a condition is determined
by a function Ω : V → N with the additional requirement that the image
of Ω is finite. In the case of finite automata we did not have to make this
finiteness assumption because the set of states was finite by definition. Here
we do not assume that the set V of vertices is finite.

Definition 23 A game with Mostowski conditions is given by a labelled
graph 〈V, V0, V1, E ⊆ V × V, Ω : V → N〉 such that the image of Ω is a finite
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set.

The following is the main theorem about games with this kind of con-
ditions. The idea of a strategy with bounded memory was introduced by
Gurevich and Harrington [25]. They have shown a bounded memory theo-
rem for Rabin conditions. The simplification for Mostowski conditions was
proved independently by Emerson and Jutla [19] and by Mostowski [37].

Theorem 24 (Memoryless determinacy)
Let G be a game with Mostowski conditions. From every node of G one of
the players has a memoryless winning strategy.

We will not present the proof of this theorem here; nice expositions of the
proof can be found among others in [53, 56].

Now we can make the connection between tree automata and games. For
a given automaton A and a given tree t we will define an acceptance game
GA,t. Player 0 will have a strategy in this game iff t ∈ L(A). This way
t 0∈ L(A) is equivalent to player 1 having a strategy in GA,t. By the above
theorem, in this situation there is a memoryless strategy for player 1. The
existence of such a strategy can be checked by a finite automaton. This will
be the automaton accepting the complement of L(A).

Fix an automaton A and a tree t. We define the game GA,t. The idea
of the game is quite simple. Player 0 will try to show that A accepts t.
So, in each position of the game which is a current vertex of the tree and
the current state of the automaton player 0 will chose a transition of the
automaton. Player 1 will try to show that the choices suggested by player 0
are not correct. To this end he will point to direction, left or right, asking
player 0 to provide the evidence for the respective subtree. The result of such
play is an infinite path. Player 0 is the winner if the the sequence of states
on this path satisfies the acceptance condition of A, otherwise player 1 wins.
Formally the game GA,t is defined by:

• the set V0 of vertices for player 0 is {0, 1}∗ × Q,

• the set V1 of vertices for player 1 is {0, 1}∗ × (Q × Q),

• from each vertex (v, q) ∈ V0, for each transition (q, a, q0, q1) ∈ δ with
t(v) = a we have an edge to (v, (q0, q1)),

• from each vertex (v, (q0, q1)) ∈ V1 we have edges to (v0, q0) and (v1, q1),

• the acceptance condition AccG consists of the sequences

(v0, q0)(v0, m0)(v1, q1)(v1, m1) . . .
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such that the sequence q0q1 . . . is in Acc, i.e., it belongs to the accep-
tance condition of the automaton. (Here we use letters mi to denote
the elements of Q × Q.)

Directly from the definition of the game we have that there is one to one
correspondence between accepting runs of A on t and winning strategies for
player 0 in GA,t.

Lemma 25 t ∈ L(A) iff in GA,t player 0 has a winning strategy from the
position (ε, q0), i.e., the position consisting of the root of the tree and the
initial state of A.

Hence, by Theorem 24, t 0∈ L(A) iff player 1 has a winning strategy in
GA,t. We will now construct an automaton B which accepts a tree t iff player
1 has a memoryless strategy in the game GA,t. This way we will have that
L(B) accepts the complement of L(A).

A memoryless strategy for player 1 is a function σ1 : V1 → V0 which for
each vertex (v, (q0, q1)) ∈ V1 chooses either (v0, q0) or (v1, q1). An important
point is that such a function can be coded as a labeling function

f : {0, 1}∗ → Moves1

where Moves1 is the finite set ((Q × Q) → {0, 1}).
Consider infinite words over the alphabet Σ′ = Σ×Moves1×{0, 1}. Such

a word ξ = ((ai, fi, di))i∈ describes a path ε, d0, d0d1, . . . in the tree. Letter
ai is the label of the vertex d0 . . . di−1, and fi is the strategy of player 1 in
this vertex. A play staying ξ is a sequence (v0, q0)(v0, m0)(v1, q1)(v1, m1) . . .
such that

• v0 = ε and q0 = q0,

• mi ∈ δ(qi, ai),

• fi(mi) = di and qi+1 = qdi where mi = (q0, q1).

That is the strategy always suggests the directions along the path determined
by ξ.

Let C be a nondeterministic automaton accepting precisely those words ξ
over Σ′ which have a play staying in ξ that is winning for player 0. It is quite
easy to construct such an automaton from the description above. (It can
nondeterministically guess the witnessing play.) By Theorem 16 there is a
deterministic Rabin automaton C accepting the complement of this language.
That is C accepts those words ξ for which all the plays staying ξ are winning
for player 1.
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Consider a tree t and a strategy function f . If f is not winning for
player 1 then there is a play which is winning for player 0 when player 1 uses
the strategy defined by f . This play proceeds along some path of the tree.
Hence automaton C would accept description of such a path. If f is winning
then none of the paths is accepted by C. Hence every path is accepted by C.
So f is a winning strategy for player 1 iff each path of t × f (i.e. the tree t
labelled additionally with the values of f) is accepted by C.

The tree automaton B accepting the complement of A consists of two
automata. The first guesses the value of strategy a function f1 in each vertex.
The second runs C on every path of the tree. Automaton B accepts iff C
accepts on all the paths.

4.2 Complexity

The complexity of decision problems for tree automata is more subtle than
for word automata.

Recall that the emptiness problem, is to decide if there is a tree accepted
by a given automaton. For Büchi automata the problem is Ptime-complete.
For Rabin automata it is NP-complete [18]. As Streett conditions are nega-
tions of Rabin conditions, the emptiness problem for these automata is co-
NP-complete. The exact complexity of the emptiness problem for Mostowski
automata is not known. The problem is in NP and co-NP [17]. Determin-
ing whether the problem is in Ptime is one of the main open problems in
the area.

The universality problem is Exptime-complete even for automata on
finite trees [46]. The Exptime-completeness result carries over to all kinds
of automata discussed in this section.

The satisfiability problem for MSOL on binary trees is nonelementary.
The decidability of the problem follows from the effective translation to Rabin
automata. The lower bound is inherited from that for first-order logic over
finite words.
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5 The µ-calculus and alternating automata

In the previous sections we have described very classical equivalences between
monadic second-order logic and automata. Here we will present another
logical formalism equivalent to the two. This will be the µ-calculus, an
extension of modal logic with fixpoint operators. We will show a very direct
connection between the µ-calculus and alternating automata. These are an
extension of nondeterministic automata with universal moves, in the same
way as alternating Turing machines are an extension of nondeterministic
Turing machines.

5.1 Syntax and semantics of the µ-calculus

Here we will introduce the µ-calculus over binary trees. Later, we will be
also interested in the µ-calculus over words and arbitrary graphs. These
variations can be easily obtained by changing the set of modalities.

Let V ar2 = {X, Y, . . . } be the set of second order variables. Let {Pa :
a ∈ Σ} be the set of propositional letters. The syntax of the µ-calculus is
given by the following grammar:

X | Pa | ¬α | α ∨ β | 〈0〉α | 〈1〉α | µX.α(X)

where in the last construct we require that X appears only positively (under
even number of negations) in α(X). In this construct µ binds X. This has
the same consequences for substitution as in the case of quantifiers in first-
order logic (free variables of the formula being substituted should not be
captured by the binders of the formula into which we substitute). We write
α[β/X] for the result of substituting the formula β for the variable X in the
formula α.

A binary tree is represented as a structure M = 〈{0, 1}∗, (PM
a )a∈Σ〉. Pre-

viously we had the successor relations s1 and s2 in the signature. Now we
do not need them as we do not have them in the syntax of the logic. The
meaning of a sentence is a set of nodes of a tree. To define the meaning of
a formula with free variables we need a valuation V : Var 2 → P({0, 1}∗)
assigning to each variable a set of nodes of the tree. The meaning [[α]]MV of a
formula α in a tree M and valuation V is defined inductively as follows:

• [[X]]MV = V (X)

• [[Pa]]
M
V = PM

a

• [[¬α]]MV = {0, 1}∗ \ [[α]]MV
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• [[α ∨ β]]MV = [[α]]MV ∪ [[β]]MV

• [[〈0〉α]]MV = {v : v0 ∈ [[α]]MV }

• [[〈1〉α]]MV = {v : v1 ∈ [[α]]MV }

• [[µX.α(X)]]MV =
⋂
{S ⊆ {0, 1}∗ : [[α]]MV [S/X] ⊆ S}

So, the meaning of µX.α(X) is the least fixpoint of an operator assigning to
a set S the set [[α(X)]]MV [S/X]. By our assumption on the positivity of X, this

operator is monotone, i.e., [[α(X)]]MV [S1/X] ⊆ [[α(X)]]MV [S2/X] if S1 ⊆ S2. Hence,
the least fixpoint always exists in the complete lattice of sets of tree nodes.

If α is a sentence then its meaning does not depend on the valuation. We
will then write [[α]]M or even [[α]] if M is clear from the context. We will
sometimes write M, v ! α instead of v ∈ [[α]]M. A sentence α defines the
language of trees

L(α) = {t : Mt, ε ! α}

So a formula defines a set of trees for which it holds in the root node.
The greatest fixpoint operator, denoted νX.α(X) is definable using the

least fixpoint by
νX.α(X) = ¬µX.¬α(¬X)

We will use σ to mean µ or ν.
Let us look at some example properties expressible in the µ-calculus. The

formula µX.Pa ∨ 〈0〉X ∨ 〈1〉X holds in the root of a tree whenever there is
a node labelled by a. If there is such a node v then the path from ε to v
belongs to the least fixpoint of the operator defined by the formula (any fixed
point should contain v and should be closed under father relation). If there
is no node labelled by a then the empty set is a fixpoint.

The formula νX.Pb ∧ (〈0〉X ∨ 〈1〉X) holds in the root of a tree if there
is an infinite path from ε every node of which is labelled with b. Indeed, if
there is such a path then it is a fixpoint of the operator. Other way around,
if S is a fixpoint of the operator and ε ∈ S then ε is labeled by b and ε has a
successor v ∈ S. Hence, inductively we can construct an infinite path with all
the vertices labelled by b. Observe that if in the above formula we replaced
the greatest fixpoint with the least, obtaining µX.Pb ∧ (〈0〉X ∨ 〈1〉X), then
we would get an unsatisfiable formula.

Sometimes it will be convenient to work with formulas in positive normal
form, i.e., formulas were negations occur only before propositional constants
and variables. The next lemma says that for this we need to add conjunction
and the greatest fixpoint operators to the syntax.
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Lemma 26 Every formula of the µ-calculus is equivalent to a formula in a
positive normal form, possibly using conjunction and the greatest fixpoint
operator.

Proof
A formula in a positive normal form can be obtained by repetitive uses of
de Morgan laws and the equivalences:

¬〈0〉α ≡ 〈0〉¬α ¬〈1〉α ≡ 〈1〉¬α
¬ X.α(X) ≡ νX.¬α(¬X)

"

5.2 Alternating automata

Alternating automata model extends nondeterministic automata with a no-
tion of universal moves. Here we will present alternating tree automata
postponing presentation of variations for words and graphs to later sections.

An alternating tree automaton is a tuple:

A = 〈Q, Q∃, Q∀, Σ, q0, δ : Q × Σ → P(Q × {0, 1, ε}),Acc〉

There are two differences with nondeterministic automata. First, the set
Q of states is partitioned into existential and universal states, Q∃ and Q∀
respectively. Next, the transition relation is a function and ε-transitions are
allowed. If an automaton is in an existential state q and in a vertex labelled
by a then it chooses a transition from δ(q, a) which it is going to execute.
If q is universal then the automaton has to execute all the transitions from
δ(q, a). To execute a transition (q′, d) in a vertex v means to go to the vertex
vd and change the state to q′. So, if d = ε then the automaton stays in v, if
d = 0 it moves to the left son of v.

It is the simplest to formalize the notion of a run and acceptance of alter-
nating automata in terms of games. Given a tree t we define the acceptance
game GA,t which is very similar to the one defined for nondeterministic au-
tomata. We have:

• the set V0 of vertices for player 0 is {0, 1}∗ × Q∃,

• the set V1 of vertices for player 1 is {0, 1}∗ × Q∀,

• from each vertex (v, q) and (q′, d) ∈ δ(q, t(v)) there is an edge to (vd, q′).
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• the acceptance condition Acc consists of the sequences

(v0, q0)(v1, q1) . . .

such that the sequence q0q1 . . . is in Acc, i.e., it belongs to the accep-
tance condition of the automaton.

We say that A accepts a tree t iff player 0 has a winning strategy in the
game GA,t. The language recognized by A is the set of trees accepted by A.

Example: An automaton expressing that there is a descendant labelled by
a can have two states q,4 and the transition function:

(q, b) 8→ {(q, 0), (q, 1)} (q, a) 8→ {(4, ε)}

where 4 is a state from which every tree is accepted. We make q an existential
state and put Ω(q) = 1. When such an automaton starts from the state q
in a vertex labelled by a then it goes to the accepting state 4. If the vertex
is labelled by b then it goes with the state q to one of its successors and the
process repeats. It cannot repeat like this for ever because then we would
have a path consisting only of q states and such a path is not accepting.
Hence in order to accept the automaton must finally meet a vertex labelled
by a. If we changed the status of q from existential to universal then the
automaton would accept from q precisely those trees which have a on every
path. "

The following lemma shows that the complementation is easy for alter-
nating automata. It is also easy to show that alternating automata are closed
under disjunction and conjunction. Hence it seems that they may be a better
candidate to use in the proof of Rabin’s theorem than nondeterministic au-
tomata where we need a lot of work to show the closure under complement.
Unfortunately, it is difficult to show that alternating automata are closed
under projection. One essentially needs to convert an alternating automaton
into a nondeterministic automaton. This in turn is as complicated as the
closure under complement for nondeterministic automata.

Lemma 27 For every Mostowski alternating automaton A there is a dual
Mostowski automaton A, such that L(A) = Trees(Σ) \ A. The size of A is
the same as the size of A.

Proof
Let A = 〈Q, Q∃, Q∀, Σ, q0, δ, Ω〉 be an alternating automaton as above. The
dual automaton is

A = 〈Q, Q∀, Q∃, Σ, q0, δ, Ω〉
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where Ω(q) = Ω(q) + 1 for every q ∈ Q. Hence, A has the same set of
states and the same transition function as A. The difference is that the roles
of existential and universal states are interchanged. Also the acceptance
condition is negated.

To see that L(A) is the complement of L(A) consider a tree t ∈ Trees(Σ)
and the acceptance games GA,t, GA,t. The graphs of these games are the
same but every position for player 0 in GA,t becomes a position for player
1 in GA,t and vice versa. Moreover, for every infinite play in these games,
the play is winning for player 0 in GA,t iff it is winning for player 1 in GA,t.
Hence, player 0 has a winning strategy in GA,t iff player 1 has a winning
strategy in GA,t (this is just the same strategy). So, t ∈ L(A) iff t 0∈ L(A).
"

5.3 From the µ-calculus to alternating automata

The translation from the µ-calculus to alternating automata is quite direct.
The interesting and not obvious part of the translation is the construction
of acceptance conditions. The presented translation is based on the ideas
from [51, 48]

Let us fix a sentence α in a positive normal form and such that each
variable is bound at most once in α. Let cl(α) stand for the set of subformulas
of α. As every variable is bound at most once, we can use βX for the unique
subformula such that σX.βX ∈ cl(α). If σ is µ then we call X a µ-variable,
otherwise we call X a ν-variable. We construct an alternating automaton:

Aα = 〈Qα, Qα
∃ , Q

α
∀ , Σ,α, δα,Accα〉

where Qα = cl(α)∪{4,⊥} is the set of subformulas of α with two additional
states. The intended meaning of the additional states is that the automaton
should accept everything from 4 and it should accept nothing from ⊥. The
initial state is the formula α itself. The partition of states is such that Q∃
contains all disjunctions (formulas of the form β1 ∨ β2) and Q∀ contains the
rest. When we will define transition function, it will be clear that from states
other than disjunctions and conjunctions there is no choice. So it is irrelevant
whether we put these states in Q∃ or Q∀.

The transition function is defined by:

• δ(Pa, a) = {(4, ε)},

• δ(Pa, b) = {(⊥, ε)} for a 0= b,

• δ(X, a) = {(βX , ε)},
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• δ(β1 ∨ β2, a) = {(β1, ε), (β2, ε)} and the same for conjunction,

• δ(〈0〉β, a) = {(β, 0)} and similarly for 1,

• δ(σX.β, a) = (β, ε),

Hence, the automaton just decomposes the formula and, in the case of modal
formulas, it proceeds in an appropriate direction. In the case of a proposition
Pa it checks the labeling of the current node. If the label is a then it accepts
the rest of the tree, otherwise it rejects. In the case of a variable, it replaces
it by its fixpoint definition. We have not shown the obvious transitions from
4 and ⊥.

Before defining the acceptance condition we need one more notion.

Definition 28 The dependence order on bound variables of α is the smallest
partial order such that X <α Y if X occurs free in σY.βY . The alternation
depth of a variable X, denoted adepth(X), is the maximal number of alter-
nations between µ and ν-variables in a chain X <α Z1 <α · · · <α Zk.

For example, in the formula µX.(νY.〈0〉Y )∧ 〈1〉X the alternation depths
of both X and Y are 0. This is because X is not smaller than Y in the
dependence order as it does not occur free in the Y subformula. On the
other hand, in µX.(νY.〈1〉X ∧ 〈0〉Y ) the alternation depth of X is 1.

The acceptance condition Accα is the Mostowski condition Ωα : Qα → N
defined by

Ωα(β) =






2 ∗ (maxd − adepth(X)) if β = X is a ν-variable

2 ∗ (maxd − adepth(X)) + 1 if β = X is a µ-variable

M otherwise

where maxd is the maximal alternation depth of a variable from cl(α), and
M is the maximal value of Ωα for variables. The intention is that meeting
a ν-variable brings us closer to acceptance while meeting a µ-variable takes
us further away. The values of Ωα for formulas other than variables do not
matter.

The correctness of the construction is stated in the next theorem.

Theorem 29
For every tree t represented by a structure Mt: Mt, ε ! α iff t ∈ L(Aα).

In the rest of the subsection we will sketch the proof of the theorem.
The main point is to understand the behaviour of fixpoints. We do this
by introducing fixpoint approximations. This will allow to use an induction
argument on approximations.
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Definition 30 An approximation of a formula µX.β(X) is µτX.β(X) for
some ordinal τ . The meaning of such an approximation is defined by:

[[µ0X.β(X)]]
M
V = ∅ [[µτ+1X.β(X)]] = [[β(X)]]MV [[[µτX.β(X)]]MV /X]

[[µτX.β(X)]]MV =
⋃

τ ′<τ

[[µτ ′X.β(X)]]
M
V if τ is a limit ordinal

Similarly we define approximations ντX.β(X) of ν-formulas.

Approximations are not themselves formulas of the µ-calculus. They are
extensions of the syntax needed in the inductive argument showing correct-
ness of our automaton. Recall that by Knaster-Tarski theorem we have:

[[µX.β(X)]]MV =
⋃

τ∈Ord

[[µτX.β(X)]]MV

Here the sum is over all ordinals, but it is enough to stop at the first ordinal
whose cardinality is bigger than the cardinality of M.

Definition 31 Let X1, . . . , Xk be all the variables from α listed in the or-
der respecting <α relation (with smaller variables first). For a sequence of
ordinals *τ = (τ1, . . . , τk) and a formula γ ∈ cl(α) we define:

〈[γ]〉µ(τ = γ[σ′
kXk.βk/Xk] . . . [σ

′
1X1.β1/X1]

where σ′
m = ν if Xm is a ν-variable and σ′

m = µτm otherwise. We define 〈[γ]〉ν(τ
similarly but now σ′

m = ντm if Xm is a ν-variable and σ′
m = µ otherwise.

So 〈[γ]〉µ(τ is the result of replacing sequentially every free ν-variable by a
fixpoint formula and every µ variable by its approximation.

Definition 32 If v ∈ [[γ]]MV for some γ ∈ cl(α) then we define the µ-
signature, Sig(γ, v), of γ in the vertex v of the model M to be the least
in the lexicographical ordering tuple of ordinals *τ such that v ∈ [[〈[γ]〉µ

(τ ]]
M
V .

If v 0∈ [[γ]]MV then the ν-signature of γ, Sigν(γ, v), is the least in the
lexicographical ordering tuple of ordinals *τ such that v 0∈ [[〈[γ]〉ν(τ ]]

M
V .

Using Knaster-Tarski theorem one can check that µ and ν-signatures
always exists when the conditions of the definition are satisfied. Having
signatures we can formulate the signature decrease lemma which is the main
tool in proving correctness of our automaton.

Lemma 33 (Signature decrease) For every vertex v, whenever the left
hand-sides are defined we have:
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• Sig(β1 ∧ β2, v) = max(Sig(β1, v), Sig(β2, v)).

• Sig(β1 ∨ β2, v) = Sig(β1, v) or Sig(β1 ∨ β2, v) = Sig(β2, v).

• Sig(〈0〉β, v) = Sig(β, v0) and similarly for 1.

• Sig(νX.β(Y ), v) = Sig(β(Y ), v).

• Sig(µXi.β(Xi), v) is the same as Sig(β(Xi), v) on the first i−1 positions.

• If Y is a ν-variable, Sig(Y, v) = Sig(βY (Y ), v).

• If X is a µ-variable, Sig(Xi, v) is bigger than Sig(βXi(Xi), v) and the
difference is at position i.

Similarly for ν-signatures but with interchanged roles of µ with ν, and con-
junction with disjunction.

Using the signature decrease lemma we can show that if Mt, ε ! α then
t ∈ L(Aα). For this we show that there is a winning strategy for player 0
in the acceptance game G(Aα, t). The only choice for player 0 in this game
is in the case of a disjunction β1 ∨ β2. In a position (v, β1 ∨ β2) he should
choose (v, β1) if Sig(β1 ∨ β2, v) = Sig(β1, v) and (v, β2) otherwise.

To see that such a strategy is winning for player 0 assume conversely that
there is a play (v1, γ1)(v2, γ2) . . . on which some odd priority p is the least
priority appearing infinitely often. This means that on this play we infinitely
often meet the µ-variable Xl where l = (p − 1)/2. Let m be a step of the
play after which no priority smaller than p appears. In particular it means
that after m we there are no variables with indices smaller than l. By the
signature decrease lemma, the signatures of positions of the play after m
never increase on the first l positions. They decrease every time we meet
Xl. But this is impossible as the lexicographic order on l-tuples of ordinals
is a well ordering. Hence, such a play cannot exist, and the strategy we have
defined is winning for player 1.

The proof of the theorem in the other direction is very similar. We show
that if Mt, ε 0! α then t 0∈ L(Aα). For this we present a winning strategy for
player 1 in G(Aα, t). Player 1 has a choice only in case of conjunction. In a
position (v, β1 ∧ β2) he should choose (v, β1) if Sigν(β1 ∨ β2, v) = Sigν(β1, v)
and (v, β2) otherwise.

5.4 From alternating automata to the µ-calculus

In the translation from alternating automata to the µ-calculus it will be
convenient to use vectorial syntax as an intermediate step. Hence, we start
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with a definition of µ-formulas in vectorial form. As it will turn out later,
every µ-calculus formula is equivalent to the one in this form.

Let n ∈ N. An n-array µ-calculus formula has the form

σ1




X1

1
...

X1
n



 . . .σm




Xm

1
...

Xm
n



 .




α1
...
αn





where m is some integer; σ1, . . . , σm are fixpoint operators; and α1, . . . ,αn

are formulas of the ordinary (scalar) µ-calculus without fixpoint operators.
The semantics of such a formula in a tree M and a valuation V is a set of

n-tuples of vertices of M. For a vectorial formula without fixpoints we have

[[(α1, . . . ,αn)]]MV = [[α1]]
M
V × · · ·× [[αn]]MV

For a fixpoint we have

[[µ *X.*β]]
M
V =

⋂
{*S ⊆ ({0, 1}∗)n : [[*β]]

M
V [(S/ (X] ⊆ *S}

So, this is a fixpoint of an operator over sets of n-tuples of vertices. The
greatest fixpoint is defined similarly.

Finally, we introduce the projection operation. If *β is an n-array formula

then we write (*β) ↓1 for the value of the first component. So, [[(*β)↓1]]
M
V is

the first component of [[*β]]
M
V .

A first useful observation is that vectorial µ-calculus is not more powerful
than the ordinary one

Lemma 34 For every vectorial formula *β there is a formula α of the ordinary
(scalar) µ-calculus such that for every tree M and valuation V we have:

[[(*β)↓1]]
M
V = [[α]]MV .

Proof
The proof is a rather tedious application of Bekic principle:

(
σ

(
X1

X2

)
.

(
α1(X1, X2)
α2(X1, X2)

))
↓1 = σX1. α1(X1, σX2. α2(X1, X2))

that is, the meaning of the first component of the formula on the left is the
same as the meaning of the formula on the right. This principle holds for
every complete lattice; hence in all interpretations we consider in these notes.
"
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Let A be an alternating automaton with a Mostowski acceptance condi-
tion given by a function Ω : Q → N. Let q1, . . . , qn be an ordering of the
states of A such that Ω(qi) ≤ Ω(qj) for every i < j. The vectorial formula
corresponding to A is

αA = σ1
*X1 . . .σn

*Xn.





∨
a∈Σ(Pa ∧ ;δ(q1, a)<)

...∨
a∈Σ(Pa ∧ ;δ(qn, a)<)





where σi is µ if Ω(qi) is odd and σi is ν otherwise. We also need to explain
what ;δ(qi, a)< stand for. Recall that δ(qi, a) is a subset of Q× {0, 1, ε}. For
a pair (qj , d) ∈ Q × {0, 1, ε} we put:

;(qj , d)< =






〈0〉Xj
j if d = 0

〈1〉Xj
j if d = 1

Xj
j if d = ε

then we put

;δ(qi, a)< =

{∨
{;(q′, d′)< : (q′, d′) ∈ δ(qi, a)} if qi ∈ Q∃∧
{;(q′, d′)< : (q′, d′) ∈ δ(qi, a)} if qi ∈ Q∀

Theorem 35
For every tree t: t ∈ L(A) iff Mt, ε ! (αA)↓1

The proof is similar to the one for the translation form formulas to au-
tomata. It also uses the signature decrease lemma.

5.5 The µ-calculus and alternating automata over graphs

Originally [31] the µ-calculus was defined over arbitrary directed graphs and
not just binary trees. In this setting, instead of 〈0〉 and 〈1〉 modalities it has
one modality 〈·〉. The models are Σ-labelled graphs

G = 〈V, E ⊆ V × V,λ : V → Σ〉

Such a graph can be represented as a structure MG = 〈V, E, (Pa)(a∈Σ)〉. The
meaning of the modality is:

• [[〈·〉α]]MV = {v : ∃v′. E(v, v′) and v′ ∈ [[α]]MV }

The rest of the clauses is the same as for the µ-calculus over binary trees.
A new thing in the present situation is that the modality is “nondeterminis-
tic”, i.e., there are several possible v′ in the semantical clause above. Using
negation we can define the dual modality [·]α = ¬〈·〉¬α. So we have:
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• [[[·]α]]MV = {v : ∀v′. E(v, v′) ⇒ v′ ∈ [[α]]MV }

We can also extend the notion of alternating automata to Σ-labelled
graphs. Such an automaton has a form:

A = 〈Q, Σ, Q∃, Q∀, q
0, δ : Q × Σ → P(Q × {〈·〉, [·], ε}),Acc〉

The only difference with the automaton on binary trees is in the transition
function. Before we had 0 and 1 and now we have 〈·〉 and [·]. At first it may
seem that 〈·〉 should be enough, but we do not have negation in automata so
we would have no means to express [·]. Before we did not need negation of
〈0〉 because over binary trees it was expressible using 〈0〉 itself.

The acceptance of such automata is defined using games almost the same
way as before. Given a Σ labelled graph M we have the game GA,M:

• the set V0 of vertices for player 0 is {0, 1}∗ × (Q∃ ∪ Q × {〈·〉, ε}),

• the set V1 of vertices for player 1 is {0, 1}∗ × (Q∀ ∪ Q × {[·]}),

• from a vertex (v, q), for each (q′, d′) ∈ δ(q,λ(v)) there is an edge to
(v, (q′, d′))

• form a vertex (v, (q′, ε)) there is an edge to (v, q′),

• form a vertex (v, (q′, 〈·〉)) or (v, (q′, [·])) there is an edge to (v′, q′) for
every successor v′ of v.

• the acceptance condition AccG consists of the sequences

(v0, q0), (v0, (q1, d1)), (v1, q1), (v1, (q2, d2)), (v2, q2), . . .

such that the sequence q0q1 . . . is in Acc, i.e., it belongs to the accep-
tance condition of the automaton.

The difference with the game for binary trees is that now we have an addi-
tional round. If a game reaches a position (v, (q′, 〈·〉)) then player 0 chooses
the successor of v. In a position (v, (q′, [·])) the choice is made by player 1.

Very similar translations to the previous ones show

Theorem 36
The µ-calculus over Σ-labelled graphs is equivalent to the alternating au-
tomata. The translations in both directions are effective.
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5.6 Relation to MSOL: binary trees

An interesting question is to compare the µ-calculus and alternating au-
tomata with MSOL. Given all the facts on automata and MSOL that we
have seen till now, it is not difficult to show that over words and trees the
formalisms are the same.

Consider the following translation of the µ-calculus over binary trees into
MSOL:

Pa #Pa(x)

X #X(x)

α ∨ β #ϕα(x) ∨ ϕβ(x)

¬α #¬ϕα(x)

〈0〉α #∃y.s0(x, y) ∧ ϕα(y)

µX.α(X) #∀Z.(∀y. ϕα(Z, y) ⇒ Z(y)) ⇒ Z(x)

This translation produces a MSOL formula with one free first order variable
x and the same free second-order variables as in the starting formula. It is
not difficult to prove by induction on a formula α that for every tree t, vertex
v of t and valuation V : Var 2 → P({0, 1}∗) of second order variables we have:

v ∈ [[α]]Mt

V iff Mt, V ! ϕα(v)

This shows that whenever a set of trees is definable by a µ-calculus formula
then it is definable by a MSOL formula.

The translation in the other direction goes through nondeterministic au-
tomata. We know that for every MSOL formula over binary trees there is
an equivalent nondeterministic automaton. A nondeterministic automaton
is a special case of alternating automaton. For every alternating automaton
there is an equivalent µ-calculus formula. Summarizing we get:

Corollary 37 Over binary trees MSOL, the µ-calculus, alternating automata
and nondeterministic automata have the same expressive power. This equiv-
alence holds also over finite and infinite words.

From the presented translations it follows that MSOL is the most succinct
of the formalism. For a formula of the µ-calculus or for an automaton there
is an equivalent MSOL formula of a linear size. It can be shown that every
translation the other way must produce results of nonelementary size. As
we have seen, the translations between alternating automata and vectorial
µ-calculus are linear. The known translations to scalar µ-calculus produce
an exponential blowup. The translation from alternating to nondeterministic
automata has an exponential lower and upper bound.
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5.7 Relation to MSOL: graphs

An interesting question is whether we can relate the µ-calculus and MSOL
over graphs. We cannot hope to have exact equivalence. As we will see
µ-calculus sentences cannot distinguish between bisimilar models while sen-
tences MSOL sometimes can. Still, we get a surprisingly strong connection.

A bisimulation between two Σ-labelled graphs G1 = 〈V1, E1,λ1〉 and G2 =
〈V2, E2,λ2〉 is a relation R ⊆ V1 × V2 such that whenever (v1, v2) ∈ R then:

• λ(v1) = λ(v2),

• for each successor v′
1 of v1 there is a successor v′

2 of v2 with (v′
1, v

′
2) ∈ R,

• the same with v1 and v2 interchanged.

Fact 38 Every µ-calculus sentence is invariant under bisimulation. That is
if M, v ! α and there is a bisimulation on M × M′ relating v ad v′ then
M, v′ ! α.

Proof
The proof is quite easy for alternating automata. We get the thesis using the
correspondence from Theorem 36. "

Fact 39 There is an MSOL sentence which is not invariant under bisimula-
tion.

Proof
Just consider a sentence saying that a model is a tree and its root has exactly
two successors. "

So the most we can expect is that every MSOL sentence that is invariant
under bisimulation is equivalent to a µ-calculus sentence. This is indeed the
case. Before stating this theorem let us examine the power of MSOL on trees
of arbitrary degree (i.e., not only binary).

A graph is a tree iff to every node there is a unique finite path from the
distinguished vertex called the root. A counting alternating automaton is an
extension of an alternating automaton with the ability to count the number
of successors. It is of the form:

A = 〈Q, Σ, Q∃, Q∀, q
0, δ : Q × Σ → P(Q × {ε, 〈n〉, [n] : n ∈ N}),Acc〉

The intuitive meaning of (q, 〈n〉) move is that the automaton needs to find
n distinct successors to which it should go with the state q. The meaning
for (q, [n]) is that it should go to all but n successors with the state q. We
have [54]
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Theorem 40
Counting alternating automata characterize the expressive power of MSOL
on trees of arbitrary degree.

Clearly counting alternating automata can distinguish between bisimilar struc-
tures. From every counting alternating automaton we can produce an ordi-
nary one by changing each 〈n〉 and [n] into 〈·〉 and [·] respectively. An inter-
esting thing is that if the counting automaton happen to accept a bisimula-
tion invariant language then a slight improvement of this simple translation
would produce an equivalent non-counting alternating automaton. It in turn
can be translated in to a µ-calculus formula. This is roughly the way to show
the following correspondence [30].

Theorem 41
A bisimulation invariant property of graphs is MSOL definable iff it is µ-
calculus definable.

5.8 Complexity

We briefly summarize the complexity of some decision problems for the µ-
calculus and alternating automata.

The satisfiability problem for the µ-calculus is to decide whether a given
formula has a model. The problem is Exptime-complete [51, 18]. For the
lower bound one can reduce the problem of universality of tree automata.
For the upper bound one can use the translation to alternating automata.

The emptiness problem for alternating automata is Exptime-complete.
The Exptime algorithm is to translate the automaton into a nondetermin-
istic automaton and check the emptiness of the result. An important point
here is that although the automaton grows exponentially in the translation,
the acceptance conditions do not [39, 18].

Another important problem is the model checking problem: “For a finite
graph G and a µ-calculus formula α decide if α holds in the given vertex
of G”. The problem is equivalent to the emptiness problem for Mostowski
alternating tree automata over one letter alphabet [17]. The later problem is
in turn equivalent to the emptiness problem for nondeterministic Mostowski
tree automata. Hence, its complexity is in NP∩co-NP but no deterministic
polynomial time algorithm is known.
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6 Hierarchies

As we have seen, the connections between MSOL, the µ-calculus and al-
ternating automata are quite strong. Here we will refine the connections
by considering relations between the hierarchies. For each of the three for-
malisms there are some “obvious” ways of defining hierarchies. For MSOL
we can consider the quantifier alternation hierarchy. For the µ-calculus this
will be the fixpoint alternation hierarchy. For alternating automata we can
measure the complexity of the acceptance condition.

6.1 Definitions of the hierarchies

MSOL First, we define the hierarchy for MSOL. As it will turn out, a no-
tion of weak quantification is relevant here. A weak quantifier is a quantifier
ranging over finite sets. We write a formula ∃wX. ϕ(X) with the meaning
that there is a finite set S for which ϕ(S) holds. Over binary trees finiteness
is definable so addition of weak quantification does not extend the power of
the logic over this model. Let WMSOL be the fragment of MSOL using only
first-order and weak second order quantification.

Consider MSOL sentences of the form Q1X1 . . . QnXn. ϕ where ϕ is a
WMSOL formula and Q1 . . . Qn are second-order quantifiers. Define the
classes ΣM

0 = ΠM
0 to be exactly WMSOL. Next, for each i ∈ N the level

ΣM
i+1 is the set of formulas ∃X1. . . .∃Xn.ϕ with ϕ ∈ ΠM

i . Similarly ΠM
i+1

consists of formulas ∀X1. . . .∀Xn.ϕ with ϕ ∈ ΣM
i .

Definition 42 A language L of words, trees or graphs is in ΣM
n if there is a

ΣM
n formula defining this language. Otherwise it is ΣM

n -unfeasible. Similarly
for ΠM

n classes.

µ-calculus The definition of the µ-calculus hierarchy is easier to formulate
for the vectorial µ-calculus. The formulas of levels Σµ

0 and Πµ
0 are of the form

*α for some vector of formulas without a fixpoint operator. Σµ
i+1 formulas

are of the form µ *X.*α for some Πµ
i formula *α. Πµ

i+1 formulas are of the form

ν *X.*α for some Σµ
i formula *α.

Equivalently the definition of the hierarchy for the µ-calculus can be for-
mulated using the scalar syntax. Then Σµ

0 = Πµ
0 is the set of formulas without

fixpoints. Σµ
i+1 is the closure of Πµ

0 under conjunction, disjunction, substi-
tutions and application of the least fixpoint operator µ (i.e. µX.α ∈ Σµ

i+1 if
α ∈ Σµ

i+1). Similarly for Πµ
i+1 but now the class is closed under applications

of the greatest fixpoint operator.
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An alternation free fragment of the µ-calculus is the closure of Σµ
1 ∪ Πµ

1

under substitutions.
Remark: Observe that closure under substitutions implies the closure under
Boolean operations.
Remark: Here we use the term alternation with a different meaning than
in the case of alternating automata.

Definition 43 A language L of words, trees or graphs is in Σµ
n if there is a Σµ

n

formula defining this language (alternatively there is a Σµ
n vectorial formula

α such that (α)↓1 defines L). Otherwise it is Σµ
n-unfeasible. Similarly for Πµ

n

classes.

Automata Finally, we define the hierarchy for automata. The hierarchy
is based on the size of acceptance conditions. It is the easiest to define it for
Mostowski acceptance conditions although it was originally formulated for
Rabin conditions (cf. [41])

Automata of level Σa
n have the range of the acceptance function Ω con-

tained in the set {1, . . . , n}. Automata of level Πa
n have the range of the

acceptance function in {0, . . . , n − 1}. In the case of n = 1 automata from
Σa

1 would accept nothing. To remedy this we assume that automata have a
special state 4 from which they accept every tree. Such a state is definable
in all but Σa

1 automata.

Remark: The range of the function Ω defining a Mostowski acceptance
condition can be always scaled down, so that the smallest number in the
range is 0 or 1. Just observe that subtracting 2 from every value of Ω does
not change the semantics of the automaton (provided we do not get negative
values). Similarly we can cut out any gaps in the range of Ω. So we can
always make the image of Ω to be an interval starting from 0 or 1.

A weak automaton is an automaton with weak acceptance conditions [38,
33]. These are like Büchi, Rabin, etc. conditions but on the set of all the
states appearing in the run and not only on the set of states appearing
infinitely often. So for example a weak Büchi condition F ⊆ Q defines a set
of runs going through some state from F at least once.

Fact 44 Every weak alternating automaton is a Σa
1 and a Πa

1 automaton.

The above definitions did not depend on whether an automaton in ques-
tion is deterministic, nondeterministic or alternating. Hence we have defined
not one but actually three hierarchies.
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Definition 45 A language L of words, trees or graphs is in deterministic,
nondeterministic or alternating Σa

n if there is a Σa
n deterministic, nondeter-

ministic or alternating automaton recognizing this language. Otherwise it is
Σa

n-unfeasible. Similarly for Πa
n classes.

6.2 Connecting fixpoint alternation and index hierar-
chies

Looking closer at the translations between the µ-calculus and alternating
automata from Sections 5.3 and 5.4 we can see that they preserve the levels
of the hierarchy.

Theorem 46
For every n, Σµ

n = Σa
n and Πµ

n = Πa
n.

The hierarchy of nondeterministic tree automata is different. There are
Σa

2 languages that are arbitrary high in the hierarchy of nondeterministic
automata. The hierarchy of nondeterministic automata has a corresponding
fixpoint hierarchy for formulas with a very limited use of conjunction. These
relations are in depth discussed in [41].

We also cannot expect that the MSOL hierarchy coincides with the fix-
point alternation hierarchy. It should be clear that existence of a run of an
automaton can be expressed by a formula quite low in the monadic hierarchy.
So over words or trees the MSOL hierarchy collapses. The level on which it
collapses depends on the model. We will examine it in more detail below.

6.3 The case of words

In the case of infinite words most of the hierarchies collapse on the first level.
This is mainly due to the fact that there are deterministic devices capturing
the power of MSOL on infinite words.

Fact 47 WMSOL=MSOL over infinite words.

Proof
Let ϕ be a MSOL formula and let Aϕ be a deterministic parity automaton
accepting exactly the models of ϕ. We write a WMSOL formula expressing
the fact that there is an accepting run of Aϕ.

Let w ∈ Σω be some word. Because Aϕ is deterministic, if Aϕ has arbi-
trary long finite prefixes of runs on w then it has a unique infinite run on w.
Hence, to state an existence of a run of Aϕ it is enough to say that for every
position there is a run up to this position.
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A run is accepting iff there is some even priority p which appears infinitely
often on the run and every smaller priority appears only finitely often on the
run. This property can be expressed by saying that there is some position
x such that for all positions y after x: (i) the prefix of the run up to y does
not end in state of priority smaller than p; and (ii) there is z > y with the
run having a state of priority p at position z.

All these facts can be formulated in WMSOL because they refer only to
finite prefixes of the model. "

Fact 48 The hierarchy of nondeterministic word automata collapses on the
level Πa

1. Every word automaton is equivalent to a weak alternating automa-
ton.

Proof
The first statement is just rephrasing of the fact that every automaton over
words is equivalent to a Büchi nondeterministic automaton.

The second fact is the rephrasing of the above considerations for WMSOL.
Let A be a deterministic parity automaton. We want to find an equivalent
weak automaton B. First part of B just simulates A. All the states in this
part have priority 1, so B cannot stay in this part if it is going to accept a
word. It can go to another part when it decides that from that moment no
priority smaller than p is going to appear and p is going to appear infinitely
often. To check this B simulates A over states of priority ≥ p. It also uses
universal branching to check that after every position a state of priority p
eventually occurs. "

Corollary 49 Every µ-calculus sentence is equivalent over words to a sen-
tence from the alternation-free fragment.

The picture changes if we restrict ourselves to deterministic automata.
We present here the analysis from [42]. Later we will see that very similar
examples show up in the case of trees.

Theorem 50
The Σa

n hierarchy for deterministic word automata is strict.

To see the examples of the strictness consider for each n ∈ N an alphabet
Σn = {0, . . . , n}. Then we define the languages:

Mn ={w ∈ Σω
n : lim inf

n→∞
w(n) is even}

Nn ={w ∈ Σω
n : lim inf

n→∞
w(n) is odd}
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So, Mn consists of words where the smallest number appearing infinitely
often is even, and for words in Nn this number is odd.

It is easy to see that Mn can be recognized by a Σa
n deterministic au-

tomaton and Nn can be recognized by a Πa
n deterministic automaton. The

proof that there are no simpler automata follows from a more general lemma
presented below. It shows a connection between the Mostowski index of an
ω-word language and the shape of a deterministic Mostowski automaton rec-
ognizing the language. Roughly speaking, it says that in the graph of an
automaton recognizing a “hard” language there must be a subgraph, called
a flower, “witnessing” this hardness.

Definition 51 Let A = 〈Σ, Q, q0, δ, Ω〉 be a deterministic Mostowski au-
tomaton on words. The graph of A is the graph obtained by taking Q as the
set of vertices and adding an edge from q to q′ whenever 〈q, a, q′〉 ∈ δ, for
some letter a.

A path in a graph is a sequence of vertices v1, . . . , vj, such that, for every
i = 1, . . . , j − 1 there is an edge from vi to vi+1 in the graph. A maximal
strongly connected component of a graph is a maximal subset of vertices of
the graph, such that, for every two vertices v1, v2 in the subset there is a
path from v1 to v2 and from v2 to v1.

For an integer k, a k-loop in A is a path v1, . . . , vj in the graph of A with
v1 = vj , j > 1 and k = min{Ω(vi) : i = 1, . . . , j}. Observe that a k-loop
must necessarily go through at least one edge.

Given integers m and n, a state q ∈ Q is a m-n-flower in A if for every
k ∈ {m, . . . , n} there is, in the graph of A, a k-loop containing q.

m + 1n

. . .

m

q

Figure 2: m-n-flower

Definition 52 We say that a language L ⊆ Σω admits an m-n-flower if there
exists a deterministic Mostowski automaton A, such that, L = L(A) and A
has an m-n-flower q for some q not a useless state in A (i.e. q occurring in
some accepting run of A).

The delicate point about the above definition is that it talks about any
deterministic automaton for the language. Intuitively we are interested in the
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minimal automaton for the language, but for automata on infinite words the
notion of minimality is not very useful to work with. In particular it is not
known how to minimize such automata (except for the brute-force algorithm
checking all automata up to a given size).

Lemma 53 (Flower Lemma) For every n ∈ N and L ⊆ Σω: (1) if L is
Σa

n+1-unfeasible then L admits a 2i-(2i + n)-flower, for some i; (2) if L is
Πa

n-unfeasible then L admits a (2i + 1)-(2i + 1 + n)-flower, for some i.

Corollary 54 The problem of establishing the index of the language ac-
cepted by a deterministic automaton A with a Mostowski condition can be
solved in time O(|A|2).

6.4 The case of trees

The case of trees is even more interesting than the case of words. The
fixpoint alternation and automata hierarchies are infinite over binary trees.
The MSOL hierarchy collapses on ΣM

2 level. But even here we have an
intriguing correspondence between lower levels of the MSOL hierarchy and
the fixpoint alternation hierarchy.

The fixpoint alternation hierarchy in infinite
The main result of this section is the proof of strictness of the fixpoint

alternation hierarchy. The strictness of the hierarchy over graphs was proved
by Bradfield [10]. For binary trees the result was independently shown by
Bradfield [11] and Arnold [5]. We present here the beautiful proof of Arnold.

The example languages showing the strictness of the hierarchy reflect
closely the acceptance games of alternating automata. For a number n ∈ N
consider the alphabet Σn = {ci, di : i = 1, . . . , n}. A tree over Σn represents
a game. In vertices labelled by di player 0 chooses a successor, in vertices
labelled by ci player 1 makes a choice. The result of a play in such a game
is a path in the tree. We look at the subscripts of the letters c and d and
consider those subscripts which appear infinitely often on the path. Player 0
wins if the minimal subscript is even. Hence, a tree over Σn defines a game
with Mostowski winning conditions given by subscripts of the letters from
the alphabet.

With the interpretation of trees over Σn as games we can define two
families of languages:

Mn ={t ∈ Trees(Σn) : player 0 has a winning strategy on t}
Nn ={t ∈ Trees(Σn) : player 1 has a winning strategy on t}
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The following easy lemma gives an upper bound on the complexity of
these languages.

Lemma 55 Languages Mn and Nn can be recognized by nondeterministic
Σa

n and Πa
n automata respectively.

The theorem we want to prove now says that there are no simpler au-
tomata, even alternating ones, recognizing these languages.

Theorem 56 (Bradfield, Arnold)
Language Nn cannot be recognized by an alternating Σa

n automaton. Simi-
larly, Mn cannot be recognized by an alternating Πa

n automaton.

For the proof we need a way of coding runs of automata as game trees.
Let A = 〈Q, Q∃, Q∀, Σn, q0, δ,Acc〉 be an alternating automaton. We can
assume without a loss of generality that for every q ∈ Q and a ∈ Σ the set
δ(q, a) has precisely two elements. If not then we can split bigger sets and
add some auxiliary states connecting them. Sets having zero or one element
can be extended with dummy states.

Acceptance of a tree t by A was defined using the game GA,t. By our
assumption on the values of δ, every vertex of this game has a degree 2. Still
GA,t is usually not a tree. What we are after is an unwinding of this game
into a tree such that each node is labelled with ci or di depending on the
player this node belongs to and the priority of the node. Formally, we define
a function runA : Q × Trees(Σn) → Trees(Σn) to be the unique function
satisfying that for every q ∈ Q, whenever δ(q, t(a)) = {(q0, d0), (q1, d1)} then:

runA(q, t) =

{
ci(runA(q0, t|d0), runA(q1, t|d1)) for q ∈ Q∀

di(runA(q0, t|d0), runA(q1, t|d1)) for q ∈ Q∃

We write ci(t0, t1) to denote the tree with root labelled ci and the trees t0, t1
as the left and right subtrees respectively. We use t|d to denote the subtree
rooted in the vertex d. So, t|0 denotes the left subtree of the root and t|ε = t.
In the above definition a small catch is that the value of the function δ is an
unordered pair and the definition of runA depends on the order in this pair.
We assume that we have some unambiguous way of ordering such pairs.

The function we are interested in is run0
A : Trees(Σn) → Trees(Σn) defined

by run0
A(t) = runA(q0, t) where q0 is the initial state of A. The following

lemma is just a reformulation of the definition of acceptance.

Lemma 57 For every tree t ∈ Trees(Σn), t ∈ L(A) iff run0
A(t) ∈ Mn.
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The proof of the theorem uses a tree which is a fixpoint of the function
run0

A. The existence of such a fixpoint is guaranteed by Banach theorem
which we now recall. We begin by with the usual ultrametric distance on
Trees(Σn).

Definition 58 The distance between two trees t, t′ ∈ Trees(Σn) is defined
inductively as follows. If t = t′ then dist(t, t′) = 0. If the labels of the roots
of t and t′ are different then dist(t, t′) = 1, otherwise,

dist(t, t′) = 1/2 max(dist(t|0, t′|0), dist(t|1, t′|1))

A mapping f : Trees(Σn) → Trees(Σn) is called contracting if there is a
constant c < 1 such that for every t, t′ ∈ Trees(Σn) we have:

dist(f(t), f(t′)) ≤ c dist(t, t′)

Lemma 59 The mapping run0
A : Trees(Σn) → Trees(Σn) is contracting.

A metric space is complete if every Cauchy sequence of elements of the
space has a limit. It is not difficult to check that TreesΣ with dist metric is
complete.By Banach theorem the function run0

A has a unique fixpoint. We
use this fixpoint to prove the theorem.
Proof (of Theorem 56)
For the first statement, suppose that Nn is recognized by an alternating Σa

n

automaton A. Take the fixpoint t of the run0
A mapping. We have:

t ∈ Nn iff t ∈ L(A) iff run0
A(t) ∈ Mn iff t ∈ Mn

The second equivalence follows from Lemma 57. The third holds just because
run0

A(t) = t.
For the second statement, suppose that Mn is recognized by an alternating

Πa
n automaton A. Language Nn is the complement of Mn. Hence, it is

recognized by A, the dual of A (see Lemma 27). But, A is a Σa
n automaton.

Contradiction with the previous paragraph. "
The languages Mn, Nn showing strictness of the hierarchy use alphabets

depending on n. It is possible to show the strictness for the languages over
a two element alphabet. Big alphabets can be coded by sequences over two
letters. Then, one can show that if the coding of Nn were accepted by a Σa

n

alternating automaton then Nn also would be accepted by an automaton of
this kind.

Relation to the MSOL hierarchy
The MSOL hierarchy over binary trees also collapses but on a higher level

than over words.
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Lemma 60 Every MSOL formula over trees is equivalent to a ΣM
2 formula.

Proof
It is enough to show that for every nondeterministic tree automaton A there
is a ΣM

2 formula ϕA expressing the fact that A has an accepting run. The
formula is of the form

∃X1 . . .Xn.∀P. Run(X1, . . . , Xn) ∧ (Path(P ) ⇒ Accepting(X1, . . . , Xn, P ))

So we use existential quantification to guess a run and then universal quan-
tification to quantify over paths of the tree. The facts that X1, . . . , Xn define
a run and that that the run is accepting on a path P can be expressed in
first-order logic. "

There is a nice correspondence between lower levels of the MSOL hierar-
chy and the fixpoint alternation hierarchy.

Theorem 61
ΣM

1 properties are exactly Πµ
2 properties. ΣM

0 = ΠM
0 properties are exactly

the properties expressible in the alternation free fragment of the µ-calculus.
Moreover, ΣM

0 = ΣM
1 ∩ ΠM

1 .

Recall that Πµ
2 tree languages are precisely the languages definable by

Büchi tree automata. By Fact 17 we know that ΣM
1 is strictly smaller than

ΣM
2 . As the set of ΣM

2 tree languages is closed under complement, also ΠM
1

is strictly smaller that ΣM
2 . For the similar reasons ΣM

0 = ΠM
0 is strictly

included in ΣM
1 and ΠM

1 .

6.5 The case of graphs

The hierarchies over graphs are also very interesting. There are still many
open questions in this setting. The first important difference is that finiteness
is not definable is MSOL over graphs. So the standard definition of the
hierarchy changes. Now the ΣM

0 = ΠM
0 level consists of first-order formulas.

The rest of the monadic hierarchy is defined the same way as before. This is
the way we will understand the monadic hierarchy in this section.

The important difference with the previous cases is that here the monadic
hierarchy is infinite over graphs [34].

Theorem 62 (Matz, Schweikardt, Thomas)
The MSOL hierarchy over finite graphs is strict.

The strictness of the fixpoint alternation hierarchy over binary trees im-
plies the strictness of this hierarchy over (finite) graphs. A natural question
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to ask is what are the relations between the hierarchies. It turns out that we
cannot hope for a complete correspondence [29].

Fact 63 There are bisimulation invariant graph properties that are arbitrary
high in the fixpoint alternation hierarchy but on ΣM

2 level of the monadic
hierarchy.

It is an interesting open question whether the monadic hierarchy is strict
for bisimulation invariant properties. In other words, whether one can trans-
late the µ-calculus into some fixed level of the monadic hierarchy.

A whole new spectrum of problems opens when one considers a modifica-
tion of the monadic hierarchy called closed monadic hierarchy. Roughly, in
the closed monadic hierarchy we can use first-order quantifiers for free. See [1]
for the introduction to this hierarchy. In [6] the closed monadic hierarchy
over trees is discussed.
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7 Guarded logic

The goal of this section is to extend the results on MSOL and the µ-calculus
to a more general relational setting. Consider a translation of modal logic
(i.e. the µ-calculus without fixpoints) to first-order logic:

Z # Z(x)

Pa # Pa(x)

〈·〉α # ∃y. E(x, y) ∧ ϕα(y)

α ∨ β # ϕα(x) ∨ ϕβ(x)

The translation gives for a modal formula α a formula ϕα(x) with one
free variable x, s.t, for every labelled graph M = 〈V, E, (Pa)a∈Σ〉 we have
‖ α ‖MV = {s : M, V ! ϕα(s)}

The set of formulas obtained from the translation is called the modal frag-
ment of FOL. These formulas have several special properties. They use only
monadic relations except for the edge relation. They use only two variables.
The quantification pattern is very specific. First-order logic is undecidable,
but the modal fragment is decidable in exponential time (because the µ-
calculus is). The question is: “what makes the modal fragment so special?”

Here we show that it is the quantification patterns that are important.
The idea of having the same quantification pattern as in the modal fragment
is captured by the definition below. The main extension is that we put no
restrictions on arity of relations. In the definition we use bold letters for
vectors of variables.

Definition 64 The guarded fragment GF [4] of first-order logic is defined
inductively as follows:

1. Every relational atomic formula belongs to GF.

2. GF is closed under propositional connectives ¬, ∧, ∨, →.

3. If x, y are tuples of variables, α(x, y) is a positive atomic formula and
ψ(x, y) is a formula in GF such that free(ψ) ⊆ free(α) = x ∪ y, then
the formulas

∃y(α(x, y) ∧ ψ(x, y))

∀y(α(x, y) → ψ(x, y))

belong to GF.
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Here free(ψ) denotes the set of free variables of ψ. An atom α(x, y) that
relativizes a quantifier as in rule (3) is the guard of the quantifier. Notice
that the guard must contain all the free variables of the formula in the scope
of the quantifier.

Note that first-order quantification over individual free variable is always
admissible in GF, since singletons are guarded:

∃x. ϕ(x) ≡ ∃x. x = x ∧ ϕ(x)

The important point here is that ϕ(x) cannot have any other free variable
but x.

Clearly all modal formulas are translatable to GF. But there are other
formulas in GF too. For example backwards modalities are expressible in
GF:

〈 〉−1α # ∃y. R(y, x) ∧ ϕα(y)

We can also have very strange modalities like

〈$〉α # ∃y. R(x, y) ∧ R(y, x) ∧ ϕα(y)

GF seems not to be able to express all of temporal logic over (N,≤).
Indeed, the straightforward translation of (ψ until φ) into first-order logic

∃y(x ≤ y ∧ φ(y) ∧ ∀z((x ≤ z ∧ z < y) → ψ(z))

is not guarded in the sense of Definition 64. However, the quantifier ∀z in
this formula is guarded in a weaker sense, which lead van Benthem [8] to the
following generalization of GF.

Definition 65 The loosely guarded fragment LGF is defined similarly to GF,
but the quantifier-rule is relaxed as follows:

(3)’ If ψ(x, y) is in LGF, and α(x, y) = α1 ∧ · · · ∧ αm is a conjunction of
atoms, then

∃y((α1 ∧ · · · ∧ αm) ∧ ψ(x, y))

∀y((α1 ∧ · · · ∧ αm) → ψ(x, y))

belong to LGF, provided that free(ψ) ⊆ free(α) = x ∪ y and for every
quantified variable y ∈ y and every variable z ∈ x ∪ y there is at least
one atom αj that contains both y and z.
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In the translation of (ψ until φ) described above, the quantifier ∀z is
loosely guarded by (x ≤ z ∧ z < y) since z coexists with both x and y in
some conjunct of the guard. On the other side, the transitivity axiom

∀xyz(Exy ∧ Eyz → Exz)

is not in LGF. The conjunction Exy ∧ Eyz is not a proper guard of ∀xyz
since x and z do not coexist in any conjunct. Indeed, adding transitivity
statement to GF makes the fragment undecidable [21].

Notation. We will use the notation (∃y .α) and (∀y .α) for relativized
quantifiers, i.e., we write guarded formulas in the form (∃y .α)ψ(x, y) and
(∀y .α)ψ(x, y). When this notation is used, then it is always understood
that α is indeed a proper guard as specified by condition (3) or (3)’.

The following theorem says that LGF is not much more difficult than
modal logic. The theorem refers to the width of a formula. This is a maximal
number of free variables in any subformula of the formula.

Theorem 66 (Grädel [21])
The satisfiability problem for LGF is 2Exptime-complete. It is Exptime-
complete for formulas of bounded width.

The reason for this doubly exponential complexity is just the fact that the
formulas have unbounded width. Given that even a single predicate of arity
n over a domain of just two elements leads to 22n

possible types already on
the atomic level, the double exponential lower complexity bound is hardly a
surprise. When the width is bounded, the complexity of LGF is just slightly
bigger than that of the modal logic (which is PSPACE-complete).

The next step is to add fixpoints to LGF without loosing decidability.
We follow [23].

Definition 67 The guarded fixpoint logics µGF and µLGF are obtained by
adding to GF and LGF, respectively, the following rules for constructing
fixed-point formulas:

Let W be a k-ary relation variable and let x be a k-tuple of
distinct variables. Further, let ψ(W, x) be a guarded formula
where W appears only positively and not in guards. Moreover
we require that all the free variables of ψ(W, x) are contained in
x. For such a formula ψ(W, x) we can build a formula

[LFP Wx .ψ](x)

The part in square brackets, i.e. [LFP Wx .ψ] is called fixpoint predicate.
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The semantics of fixpoint formulas is the usual one: Given a structure M
and a valuation V for the free second-order variables in ψ, other than W , the
formula ψ(W, x) defines an operator on k-ary relations W ⊆ M k, namely

ψM,V (W ) := {a ∈ Mk : M, V |= ψ(W, a)}.

Since W occurs only positively in ψ, this operator is monotone (i.e.,
W ⊆ W ′ implies ψM,V (W ) ⊆ ψM,V (W ′)) and therefore has a least fixed
point LFP(ψM,V ). Now, the semantics of least fixed point formulas is defined
by

M, V |= [LFP Wx .ψ(W, x)](a) iff a ∈ LFP(ψM,V )

Similarly as in the µ-calculus the greatest fixpoint is definable by:

[GFP Wx .ψ(W, x)](a) ≡ ¬[LFP Wx .¬ψ(¬W, x)](a)

Observe that we do not allow to use fixed point predicates in guards. Oth-
erwise guarded quantification would be as powerful as unrestricted quantifi-
cation. Indeed, for every k, we can define the universally true k-ary relation
by the fixed point predicate [GFP Ukx1 · · ·xk . true] (where true stands for any
tautology). Using these predicates as guards one could obtain unrestricted
quantification. Also the use of the fixed point variable W as a guard inside
the formula defining it as a least or greatest fixed point, or the use of addi-
tional first-order variables as parameters in fixed point formulas would lead
to an undecidable logic.

Despite all of these restrictions on constructing fixpoints, we can still
translate the µ-calculus to GF. We extend the translation of modal logic to
GF given at the beginning of the section:

µZ.α(Z) # [LFP Z(y). ϕα(y)](x)

Contrary to both GF and the µ-calculus, guarded fixed-point logic does
not have the finite model property. An infinity axiom is a satisfiable sentence
that does not have a finite model.

Proposition 68 Guarded least fixpoint logic (even with only two variables,
without nested fixed points and without equality) contains infinity axioms.

Proof
Consider the formulas

∃xy. Fxy

(∀xy . Fxy)∃xFyx

(∀xy . Fxy)[LFPWx . (∀y . Fyx)Wy](x)
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The first two formulas say that a model should contain an infinite F -path
and the third formula says that F is well-founded, thus, in particular, acyclic.
Therefore every model of these formulas is infinite. On the other side, the
formulas are clearly satisfiable, for instance by (N, <). "

Even though we can express more than in the µ-calculus, the complexity
of µLGF stays essentially the same.

Theorem 69
The satisfiability problem for µLGF is 2Exptime-complete. It is Exptime-
complete for formulas of bounded width.

Note that this is the same complexity as for guarded first-order sentences,
so, if theoretical complexity is concerned, we do not pay any penalty for
fixpoints. Fortunately, in most practical applications, formulas have only
bounded width. In particular, for a fixed finite vocabulary all guarded for-
mulas have bounded width. For example, the translation of the µ-calculus
into µGF uses at most binary relations and leads to formulas of width two.

Knowing the complexity of guarded fragments it would be nice to un-
derstand the expressive power of the logic. Theorem 41 characterizes the
expressive power of the µ-calculus by MSOL properties invariant under bisim-
ulation. Of course we cannot directly compare µGF with MSOL as the sig-
natures of the logics are different (µGF contains relations of higher arity).
We rather define a fragment of second-order logic which we call guarded
fragment or GSO for short. Then we define guarded bisimulation which will
relate tuples of elements of two structures and not just single elements as
bisimulation did. Finally, we show that GSO sentences that are guarded
bisimulation invariant are exactly µGF sentences. The results summarized
below come from [22].

Definition 70 Let M be a structure over a signature Sig and with the
universe M . A tuple (m1, . . . , mk) is guarded iff there is a relation R and el-
ements m′

1, . . . , m
′
l such that R(m′

1, . . . , m
′
l) holds in M and {m1, . . . , mk} ⊆

{m′
1, . . . , m

′
l} . A relation S ⊆ Mn is guarded if it consists of guarded tuples.

Definition 71 Guarded second-order logic (GSO), is an extension of first-
order logic with second-order quantifiers ranging over guarded relations.

Lemma 72 SO is strictly more expressive than GSO. In particular GSO
collapses to MSOL over words in the case when words are represented as
structures with a successor relation instead of linear ordering.
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In order to define guarded bisimulation it will be useful to have a notion
of partial isomorphism. The bisimulation relation relates single elements.
These elements are required to have the same labeling. Now we want to
relate tuples of elements and we want to say that the tuples satisfy the same
relations. This is precisely what partial isomorphism is saying. Formally, a
partial isomorphism between structures M1 and M2 is a bijective function
f : X → Y for some X ⊆ M1 and Y ⊆ M2. It must satisfy the condition
that for every relation symbol R and a tuple of elements a1, . . . , ak ∈ X:
relation RM1(a1, . . . , ak) holds iff RM2(f(a1), . . . , f(ak)) holds.

Definition 73 Guarded bisimulation between two structures M1, M2 of
signature Sig is a non-empty set I of partial isomorphisms from M1 to M2

such that for every f : X → Y in I the following conditions hold:

• for every guarded set X ′ ⊆ M1 there is in I a partial isomorphism
g : X ′ → Y ′ such that f and g agree on X ∩ X ′.

• for every guarded set Y ′ ⊆ M2 there is in I a partial isomorphism
g : X ′ → Y ′ such that f−1 and g−1 agree on Y ∩ Y ′.

Two tuples of elements (a1, . . . , an) ∈ M1 and (b1, . . . , bn) ∈ M2 are guarded
bisimilar if there is f ∈ I mapping ai to bi for all i = 1, . . . , n.

Definition 74 A formula ϕ(x1, . . . , xn) is invariant under bisimulation if it
cannot distinguish between guarded bisimilar tuples, i.e., if M1 ! ϕ(a1, . . . , an)
and (a1, . . . , an) is guarded bisimilar to a tuple (b1, . . . , bn) ∈ M2 then
M2 ! ϕ(b1, . . . , bn).

The following theorem from [22] ties together the expressive power of
GSO and µGF.

Theorem 75 (Grädel, Hirsch, Otto)
Every formula of GSO invariant under guarded bisimulation is equivalent to
a µGF formula.
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8 Traces

Infinite words, which are linear orders on events, are often used to model
executions of systems. Infinite traces, which are partial orders on events,
can be used to model concurrent systems when we do not want to put some
arbitrary ordering on actions occurring concurrently. The idea is that if we
have two actions, say a and b, occurring concurrently then we do not want
to model this neither as a word ab nor as ba. A more faithful representation
of what happened is a partial order with two events a, b and no ordering
between them.

A trace alphabet is a pair (Σ, D) where Σ is a finite set of actions (i.e.
letters) and D ⊆ Σ × Σ is a reflexive and symmetric dependence relation.
Intuitively if (a, b) ∈ D then a and b share some resource, so their occurrences
should be ordered. On the other hand, if (a, b) 0∈ D then there is no reason
to order occurrences of these actions.

A trace or dependence graph is a labelled graph

G = 〈E, R ⊆ E × E,λ : E → Σ〉

such that R is a partial order on E and the following conditions are satisfied:

(T1) ∀e ∈ E. {e′ : R(e′, e)} is a finite set.
(T2) ∀e, e′ ∈ E. (λ(e),λ(e′)) ∈ D ⇒ R(e, e′) ∨ R(e′, e).
(T3) ∀e, e′ ∈ E. R(e, e′) ⇒ (λ(e),λ(e′)) ∈ D ∨

∃e′′. R(e, e′′) ∧ R(e′′, e′) ∧ e 0= e′′ 0= e′.

The nodes of a dependence graph are called events. An a-event is an
event e ∈ E which is labelled by a, i.e., λ(e) = a. We say that e is before e′

iff R(e, e′) holds. In this case we also say that e′ is after e.
The first condition of the definition of dependence graphs says that the

past of each event (the set of the events before the event) is finite. The
second one postulates that events labelled by dependent letters are ordered.
The third, says that the order is induced by the order between dependent
letters.

Below we describe a variation on the representation of dependence graphs.
This variation will be important when defining the µ-calculus over traces.

Definition 76 A Hasse diagram of a trace G = 〈E, R,λ〉 is a labelled graph
〈E, RH ,λ〉 where RH is the smallest relation needed to determine R, i.e., the
reflexive and transitive closure of RH is R, and if RH(e, e′) holds then there
is no e′′ different from e and e′ such that RH(e, e′′) and RH(e′′, e′) hold.
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Büchi theorem tells us that for the class of finite or infinite words (depen-
dence graphs for alphabets where all the letters are mutually dependent) the
properties definable by MSOL are exactly the languages recognizable by au-
tomata. This characterization carries through to traces with an appropriate
modification of the notion of automata.

MSOL logic over traces is just MSOL logic over dependence graphs con-
sidered as labelled graphs. Observe that a Hasse diagram of a trace is MSOL
definable in a dependence graph, i.e., there is a MSOL formula defining RH

from R. Also dependence graph is MSOL definable in a Hasse diagram of
a trace. Hence, MSOL definability over dependence graphs and over Hasse
diagrams are the same thing.

Another way of defining traces is to consider linearizations of traces. A
linearization of a trace 〈E, R,λ〉 is an injective function f : E → N such that
if R(e, e′) holds then f(e) ≤ f(e′). We can identify a linearization f with an
ω-word λ(f−1(0))λ(f−1(1)) . . . . It is easy to see that an infinite word over
Σ defines the unique trace of which it is a linearization. This defines a trace
equivalence over ω-words: w ∼ w′ if they define the same trace. A language
L is trace consistent if whenever w ∈ L and w ∼ w′ then w′ ∈ L. Hence, a
way to define a trace language is to define the set of its linearizations, i.e., a
trace consistent language.

Yet another way to describe a set of traces is to use automata working
directly on traces. It will be easier here to describe their behaviour on lin-
earizations of traces. From their definition it will be clear that they only
accept trace consistent sets of ω-words.

Suppose we have some number k off processes and consider function loc :
Σ → P({1, . . . , k}) assigning to each letter a set of processes. Intuitively
these are the processes that are needed to read input a. The distribution of
letters should reflect our dependence alphabet (Σ, D) in a sense that (a, b) ∈
D iff loc(a) ∩ loc(b) 0= ∅. Intuitively, the two letters are dependent if for
reading them some common process is needed. An asynchronous automaton
is a tuple:

A = 〈Q1, . . . , Qk, Σ, q0, (δa)a∈Σ,F〉
satisfying the following conditions

• the global set space Q =
∏k

i=1 Qi is the product of local finite states
spaces Qi,

• q0 ∈ Q,

• for each a ∈ Σ, relation δa ⊆ Q × Q such that if

((q1, . . . , qk), a, (q′1, . . . , q
′
k)) ∈ δa
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and i 0∈ loc(a) then qi = q′i and for every q̂ ∈ Qi:

((q1, . . . , qi−1, q̂, . . . , qk), a, (q′1, . . . , q̂, . . . , q
′
k)) ∈ δa

• F = {(F ω
1 , F1), . . . , (F ω

k , Fk)} ⊆ P(Q) × P(Q) defines the acceptance
condition.

Hence the transition relation for a letter a is allowed to examine and change
only the components of the automaton that are in loc(a). A run of A on a
ω-word w ∈ Σω is defined as for ordinary finite automata over states Q. For
a run r : N → Q and p ∈ {1, . . . , k} we define Infp(r) = Inf(r) ∩ Qp to be
the set of sates form Qp that appear infinitely often in the run. A run r is
accepting if:

• Infp(r)∩F ω
p 0= ∅ for every p such that a letter b with p ∈ loc(b) appears

infinitely often in w, and

• Infp(r) ∩ Fp 0= ∅ for every other p.

So the acceptance condition is a Büchi condition but it can also tell whether
a process p was active infinitely often or not. Observe that if no letter b
with p ∈ loc(b) appears infinitely often in w then in any run on w the p-th
component of the state vector is ultimately constant.

A trace is accepted by A if one of its linearizations is accepted by A. The
language recognized by A is the set of traces accepted by A.

The following theorem summarizing many results on traces can be found
in [16, 20, 40].

Theorem 77
Fix a trace alphabet. For a set L of traces the following are equivalent:

• L is definable by a MSOL formula.

• L is recognizable by an asynchronous automaton.

• The set of linearizations of traces in L is a recognizable language of
infinite words.

In the case of words we had also a characterization of regular languages
by the µ-calculus. As traces are just labelled graphs we can evaluate the
µ-calculus directly on them, but we have a small problem when we want to
make it precise what it means that a set of traces is definable by a µ-calculus
formula. In the case of words we said that these are the words where the
formula holds on the first position. In the case of traces we may have several
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minimal events. To overcome this problem we assume that in our traces we
have always the least element ⊥ labelled with a special letter also denoted
by ⊥. This letter is dependent on every other letter in Σ.

If G is a trace that has the least event ⊥ and α is a µ-calculus sentence
then we write G ! α to mean that G,⊥ ! α. Sentence α defines the set of
traces {G : G ! α}.

The µ-calculus over traces does not have sufficient expressive power. Let
us see an example showing that there are even first-order definable properties
of traces which are not expressible in the µ-calculus.

We claim that no µ-calculus sentence can distinguish between the follow-
ing two Hasse diagrams of traces presented in Figure 3. In the left graph
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Figure 3: Indistinguishable traces

the dots stand for the sequence (dc)ω and in the right graph for (cd)ω. In
this example the trace alphabet ({⊥, a, b, c, d}, D) where D is the smallest
symmetric and reflexive relation containing the pairs {(a, c), (b, d), (c, d)} ∪
{⊥}×{a, b, c, d}. The two Hasse diagrams are bisimilar, hence indistinguish-
able by µ-calculus formulas. Still, a first order formula saying that the first
d is before the first c is satisfied in the left graph but not in the right. The
figure shows Hasse diagrams, but also dependence graphs of these two traces
are bisimilar.

The above example indicates that some extension of the µ-calculus is
needed. To see such an extension consider a concurrency relation in a trace G
defined by co(e, e′) if neither R(e, e′) nor R(e′, e) holds. Then we can extend
the µ-calculus with a proposition co(a) for every a ∈ Σ. The semantics is

61



• G, e ! co(a) if there is e′ such that co(e, e′) and λ(e′) = a.

Let µco be the extension of the µ-calculus with co(a) propositions.
In the µco-calculus we can distinguish the two traces from Figure 3. The

formula 〈·〉(Pa ∧ co(d)) says that there is a successor of the least event, this
successor is labelled by a and has a concurrent event labelled by d. The
formula is true in the left graph but not in the right. The theorem below [55]
says that this is not a coincident.

Theorem 78 (Expressive completeness)
The µco calculus is equivalent in expressive power to MSOL over traces.

Moreover the satisfiability problem for the µco-calculus is relatively easy.

Theorem 79
The satisfiability problem for the µco-calculus is PSPACE-complete.

62



9 Real-time

In real-time systems we have an interaction between continuous behaviour of
some physical components and finite, discrete control. A standard example of
such a system is a steam boiler, that needs to keep water warm by switching a
heater on and off. To describe behaviour of such a device it seems natural to
model time flow by nonnegative real numbers. So, now we will be interested
in properties of signals which are functions from reals to {0, 1}. Equivalently
a signal is a monadic predicate P ⊆ R+.

Intuitively, not all predicates can model a behaviour of a physical device.
It is implausible to expect a device which is on when the time is a rational
number and which is off when the time is an irrational number. To exclude
such predicates one sometimes postulates non-Zeno assumption. A predicate
is non-Zeno if on every bounded interval it changes the value only finitely
many times. An equivalent, convenient definition is the following:

Definition 80 A predicate P ⊆ R+ is non-Zeno if there is an unbounded
sequence 0 = τ0 < τ1 < τ2 < · · · of reals such that for every i ∈ N: either
(τi, τi+1) ⊆ P or (τi, τi+1)∩P = ∅. We write PNZ (R+) for the set of non-Zeno
predicates on R+.

In this section we will describe logics and automata for real-time proper-
ties. As we will see the situation here is much less satisfactory than in the
cases we have discussed till now.

9.1 FOL and MSOL over reals

The signature of all the logics will be the same. It consists of a binary
predicate symbol ≤ and unary predicate symbols P1, P2, . . . We will consider
three classes of models:

• N is the class of models of the form M = 〈N,P(N),≤, PM
1 , . . .〉

• R is the class of models of the form M = 〈R+,P(R+),≤, PM
1 , . . .〉

• RNZ is the class of models of the form M = 〈R+,PNZ (R+),≤, PM
1 , . . .〉

The second element of the structure defines the range of second order vari-
ables and interpretation of predicates. In particular in the case of RNZ all
predicates must be non-Zeno. In all three cases ≤ is interpreted as the stan-
dard relation on numbers.

The semantics of first-order and monadic second-order logics over these
classes of structures is standard. In particular the second component of
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the structures plays no role in the semantics of first-order logic. In case of
MSOL the range of second order variables is restricted to the elements of the
second component of the structures. So, in case of RNZ it means that we
can quantify only over non-Zeno subsets of R+.

As we have seen in Section 3, MSOL over N is decidable and has char-
acterizations in terms of automata and fixpoint calculi. Interestingly, the
decidability of RNZ can be reduced to the decidability of MSOL theory of
the binary tree [44]. This gives

Theorem 81 (Rabin)
MSOL theory of RNZ is decidable.

The picture for the class R is different (cf. [47, 13])

Theorem 82 (Shelah)
MSOL theory of R is undecidable. FOL theory of R is decidable.

Even in MSOL over reals we cannot express properties like “after no more
than 5 units of time the heater switches off”. To express such a property
it seems to be a good idea to add +1 predicate to the classes of models
considered above. So let N+1, R+1 and R+1

NZ stand for the classes of models
extended with a binary predicate +1(x, y) saying that x + 1 = y.

Unfortunately, it is not difficult to see that an unrestricted use of +1
predicate makes all the considered logics over reals undecidable.

Fact 83 FOL over R+1 or R+1
NZ is undecidable.

We finish this subsection with a proposal of limiting the use of +1 predi-
cate so that the decidability is regained. The logic L1 [28] is an extension of
FOL without +1 predicates by the following construction:

If ϕ(x) is a L1 formula and x is the only free variable in ϕ(x) then

(∃x)<x0+1
>x0

ϕ(x) and (∃x)<x0
>x0−1 ϕ(x)

are formulas of L1. The variable x0 is the only free variable in
these formulas

The semantics is as the syntax suggests:

M, V ! (∃x)<x0+1
>x0

ϕ(x) iff there is t such that M, V [t/x] ! ϕ(x)
and V (x0) < t < V (x0) + 1.

We can also define ML1 as an extension of L1 with monadic quantification.
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Theorem 84 (Hirshfeld, Rabinovich)
Both L1 and ML1 are decidable over R+1

NZ .

The complexity of FOL over R, and hence also of L1, is nonelementary.
The bound follows, as usual, from the complexity of FOL over finite words.
In [27] a decidable extension of L1 is presented.

9.2 Real-time automata

Here we want to present an automata model for specifying real-time proper-
ties. Unfortunately the model is not closed under complement. We will also
discuss some restrictions of this model.

Models over N are represented by ω-words. Models over R+ are repre-
sented by timed words. Unfortunately the representation is not as good as
in the case of N.

A timed word over an alphabet Σ is an infinite sequence (a0, τ0), (a1, τ1), . . .
over Σ × R+ such that , τi ≤ τi+1 for every i ∈ N. The idea is that the first
components describe the events that occur and the second the times at which
they occur.

There is no hope to have one-to-one correspondence between timed words
and models from R. We have a better chance with non-Zeno models from
RNZ . There are several ways of coding a model M ∈ RNZ as a timed
word. To have one-to-one correspondence between non-Zeno models and
timed words it is necessary to put some restrictions on timed words. One of
them is a progress requirement which says that for every t ∈ R+ there should
be i with τi > t. We will not discuss such a coding in detail because there
is no standard coding and a coding is not important for the results on timed
automata that we are going to present.

Let Z be a set of clocks (variables ranging over R+). Consider clock
constraints given by the grammar:

CC(Z) := x ≤ c | c ≤ x | c < x | x < c | CC(Z) ∧ CC(Z)

where x ∈ Z is a clock and c ∈ N is a constant. A clock interpretation is a
function V : Z → R+. The satisfaction relation V ! α for a clock constraint
α is defined in a expected way. For a set of clocks Y ⊆ Z, let V [Y := 0] be
the clock interpretation which is identical to V on clocks not in Y and equal
to 0 on clocks in Y . For every t ∈ R+, the interpretation V + t gives the
value V (x) + t for every clock x.

A timed automaton is a tuple:

A = 〈Q, Σ,Z, q0, δ ⊆ Q × Σ × CC(Z) × P(Z) × Q,Acc ⊆ Qω〉
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where Q is a finite set of states, Σ is a finite alphabet, Z is a finite set of
clocks, q0 is the initial state, and Acc is the set of accepting runs as in the case
of ordinary ω-word automata. The transition relation is slightly complicated.
Additionally to the usual components it has a clock constraint to be satisfied
and a set of clocks to be reset.

A configuration of a timed automaton is a pair (q, V ) consisting of a state
of A and a valuation of the clocks. For a fixed automaton we define three
relations on configurations:

• (q, V )
t−→ (q, V ′) for t ∈ R+ and V ′ = V + t,

• (q, V )
a−→ (q′, V ′) if there is (q, a,α,Y , q′) ∈ δ with V ! α and V ′ =

V [Y := 0].

• (q, V )
a−→
t

(q′, V ′) if (q, V )
t−→ (q, V ′′) and (q, V ′′)

a−→ (q′, V ′) for some V ′′.

A run of A on a timed word (a0, τ0), (a1, τ1), . . . is a sequence:

(q0, V0)
a0−→
t0

(q1, V1)
a1−→
t1

(q2, V2)
a2−→
t2

· · ·

such that: q0 = q0 is the initial state; V0 is the initial valuation assigning 0
to every clock; t0 = τ0 and ti+1 = τi+1−τi. A run is accepting if the sequence
of states from the run is in Acc. The language recognized by A is the set of
timed words accepted by A.

Example: Consider a one letter alphabet Σ = {a}. Let L1 be the language
of timed words (a, τ0), (a, τ1), . . . such that τi+1 = τj for some i and j. So, we
require that there are two occurrences of the letter with exactly one time unit
difference. The language is recognized by the automaton in Figure 4. The
initial state of the automaton is q0. The acceptance condition Acc consists
of all the sequences with infinitely many occurrences of q2. "

q0a &&
a

x:=0
%% q1

a

''
a,x=1 %% q2 a((

Figure 4: Timed automaton recognizing L1.

The main result about timed automata is the decidability of the emptiness
problem [2].

Theorem 85 (Alur, Dill)
The following problem is PSPACE complete: given A decide if A accepts
some timed word.
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Strangely enough the universality problem, i.e., whether an automaton
accepts all timed words, is highly undecidable.

Theorem 86 (Alur, Dill)
The universality problem is Π1

1-complete.

This suggests that there is a difficulty with complementing timed au-
tomata. Indeed we have:

Fact 87 There is no timed automaton recognizing the complement of the
language L1 from the example above.

One solution to the problem with complement is to restrict to determinis-
tic timed automata. These are automata that from any state at any moment
have at most one transition for each letter in the alphabet. Unfortunately the
class of languages recognized by deterministic timed automata is not closed
under projection. Deterministic automata are discussed in [2].

In [3] a notion of event-time automaton is proposed. In this model we
have clocks associated with letters of the alphabet. With each letter a we
have a clock xa telling how much time elapsed since the last occurrence of
a and a clock ya telling in how much time the next a will occur. So ya is a
kind of prophecy clock. The important difference with the ordinary timed
automata is that there are no explicit ways of resetting clocks. We have:

Theorem 88 (Alur, Fix, Henzinger)
Deterministic and nondeterministic versions of event-time automata have the
same expressive power. Every event clock automaton is equivalent to some
standard clock automaton. The emptiness problem for event clock automata
is decidable in PSPACE.

Unfortunately, event-clock automata are not closed under projection.
Still [26] shows a correspondence between a (hierarchical) extension of event-
timed automata model and some monadic second-order logic over timed se-
quences.

There are numerous other extensions/modifications of timed automata
model, for some recent papers see [12, 14, 9]. These variations give us better
understanding of the situation for reals but they also show that we do not
yet have the same set of canonical notions as in the case of words or trees.
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[42] D. Niwiński and I. Walukiewicz. Relating hierarchies of word and tree
automata. In STACS’98, volume 1373 of LNCS. Springer-Verlag, 1998.

70



[43] M. Rabin. Weakly definable relations and special automata. In Y.Bar-
Hillel, editor, Mathematical Logic in Foundations of Set Theory, pages
1–23. 1970.

[44] M. Rabin. Decidable theories. In J. Barwise, editor, Handbook of Math-
ematical Logic. Elsevier, 1977.

[45] S. Safra. On the complexity of ω-automata. In 29th IEEE Symp. on
Foundations of Computer Science, 1988.

[46] H. Seidl. Deciding equivalence of finite tree automata. SIAM Journal
of Computing, 19:424–437, 1990.

[47] S. Shelah. The monadic second order theory of order. Annals of Math-
ematics, 102:379–419, 1975.

[48] C. S. Stirling. Modal and temporal logics. In S.Abramsky, D.Gabbay,
and T.Maibaum, editors, Handbook of Logic in Comuter Science, pages
477–563. Oxford University Press, 1991.

[49] L. Stockmeyer. The Complexity of Decision Problems in Automata The-
ory and Logic. PhD thesis, Department of Electrical Engineering MIT,
1974.

[50] H. Straubing. Finite Automata, Formal Logic and Circuit Complexity.
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Abstract

We review, in a unified framework, translations from five dif-
ferent logics—monadic second-order logic of one and two successors
(S1S and S2S), linear-time temporal logic (LTL), computation tree
logic (CTL), and modal µ-calculus (MC)—into appropriate models of
finite-state automata on infinite words or infinite trees. Together with
emptiness-testing algorithms for these models of automata, this yields
decision procedures for these logics. The translations are presented in
a modular fashion and in a way such that optimal complexity bounds
for satisfiability, conformance (model checking), and realizability are
obtained for all logics.

1 Introduction
In his seminal 1962 paper [Büc62], Büchi states: “Our results [. . . ] may
therefore be viewed as an application of the theory of finite automata to
logic.” He was referring to the fact that he had proved the decidability
of the monadic-second order theory of the natural numbers with successor
function by translating formulas into finite automata, following earlier work
by himself [Büc60], Elgot [Elg61], and Trakthenbrot [Tra62]. Ever since,
the approach these pioneers were following has been applied successfully in
many different contexts and emerged as a major paradigm. It has not only
brought about a number of decision procedures for mathematical theories,
for instance, for the monadic second-order theory of the full binary tree
[Rab69], but also efficient algorithms for problems in verification, such as a
highly useful algorithm for LTL model checking [VW86a].

We are grateful to Detlef Kähler, Christof Löding, Oliver Matz, and Damian Niwiński
for comments on drafts of this paper.
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The “automata-theoretic paradigm” has been extended and refined in
various aspects over a period of more than 40 years. On the one hand, the
paradigm has led to a wide spectrum of different models of automata, specif-
ically tailored to match the distinctive features of the logics in question, on
the other hand, it has become apparent that there are certain automata-
theoretic constructions and notions, such as determinization of automata on
infinite words [McN66], alternation [MS85], and games of infinite duration
[Büc77, GH82], which form the core of the paradigm.

The automata-theoretic paradigm is a common thread that goes through
many of Wolfgang Thomas’s scientific works. In particular, he has written
two influential survey papers on this topic [Tho90a, Tho97].

In this paper, we review translations from five fundamental logics, mon-
adic second-order logic of one successor function (S1S), monadic second-
order logic of two successor functions (S2S), linear-time temporal logic
(LTL), computation tree logic (CTL), and the modal µ-calculus (MC) into
appropriate models of automata. At the same time, we use these trans-
lations to present some of the core constructions and notions in a unified
framework. While adhering, more or less, to the chronological order as far as
the logics are concerned, we provide modern translations from the logics into
appropriate automata. We attach importance to present the translations in
a modular fashion, making the individual steps as simple as possible. We
also show how the classical results on S1S and S2S can be used to derive
first decidability results for the three other logics, LTL, CTL, and MC, but
the focus is on how more refined techniques can be used to obtain good
complexity results.

While this paper focuses on the translations from logics into automata,
we refer the reader to the excellent surveys [Tho90a, Tho97] and the books
[GTW02, PP03] for the larger picture of automata and logics on infinite
objects and the connection with games of infinite duration.

Basic Notation and Terminology

Numbers. In this paper, the set of natural numbers is denoted ω, and
each natural number stands for the set of its predecessors, that is, n =
{0, . . . , n− 1}.

Words. An alphabet is a nonempty finite set, a word over an alphabet A
is a function n → A where n ∈ ω for a finite word and n = ω for an infinite
word. When u : n → A is a word, then n is called its length and denoted
|u|, and, for every i < n, the value u(i) is the letter of u in position i. The
set of all finite words over a given alphabet A is denoted A∗, the set of all
infinite words over A is denoted Aω, the empty word is denoted ε, and A+

stands for A∗ \ {ε}.
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When u is a word of length n and i, j ∈ ω are such that 0 ≤ i, j < n,
then u[i, j] = u(i) . . . u(j), more precisely, u[i, j] is the word u′ of length
max{j − i + 1, 0} defined by u′(k) = u(i + k) for all k < |u′|. In the same
fashion, we use the notation u[i, j). When u denotes a finite, nonempty
word, then we write u(∗) for the last letter of u, that is, when |u| = n, then
u(∗) = u(n − 1). Similarly, when u is finite or infinite and i < |u|, then
u[i, ∗) denotes the suffix of u starting at position i.
Trees. In this paper, we deal with trees in various contexts, and depending
on these contexts we use different types of trees and model them in one way
or another. All trees we use are directed trees, but we distinguish between
trees with unordered successors and n-ary trees with named successors.

A tree with unordered siblings is, as usual, a tuple T = (V,E) where V
is a nonempty set of vertices and E ⊆ V × V is the set of edges satisfying
the usual properties. The root is denoted root(T ), the set of successors of
a vertex v is denoted sucsT (v), and the set of leaves is denoted lvs(T ).

Let n be a positive natural number. An n-ary tree is a tuple T =
(V, suc0, . . . , sucn−1) where V is the set of vertices and, for every i < n, suci

is the ith successor relation satisfying the condition that for every vertex
there is at most one ith successor (and the other obvious conditions). Every
n-ary tree is isomorphic to a tree where V is a prefix-closed nonempty subset
of n∗ and suci(v, v′) holds for v, v′ ∈ V iff v′ = vi. When a tree is given
in this way, simply by its set of vertices, we say that the tree is given in
implicit form. The full binary tree, denoted Tbin, is 2∗ and the full ω-tree is
ω∗. In some cases, we replace n in the above by an arbitrary set and speak
of D-branching trees. Again, D-branching trees can be in implicit form,
which means they are simply a prefix-closed subset of D∗.

A branch of a tree is a maximal path, that is, a path which starts at
the root and ends in a leaf or is infinite. If an n-ary tree is given in implicit
form, a branch is often denoted by its last vertex if it is finite or by the
corresponding infinite word over n if it is infinite.

Given a tree T and a vertex v of it, the subtree rooted at v is de-
noted T ↓v.

In our context, trees often have vertex labels and in some rare cases edge
labels too. When L is a set of labels, then an L-labeled tree is a tree with a
function l added which assigns to each vertex its label. More precisely, for
trees with unordered successors, an L-labeled tree is of the form (V,E, l)
where l : V → E; an L-labeled n-ary tree is a tuple (V, suc0, . . . , sucn−1, l)
where l : V → E; an L-labeled n-ary tree in implicit form is a function
t : V → L where V ⊆ n∗ is the set of vertices of the tree; an L-labeled
D-branching tree in implicit form is a function t : V → L where V ⊆ D∗

is the set of vertices of the tree. Occasionally, we also have more than one
vertex labeling or edge labelings, which are added as other components to
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the tuple.
When T is an L-labeled tree and u is a path or branch of T , then the

labeling of u in T , denoted lT (u), is the word w over L of the length of u
and defined by w(i) = l(u(i)) for all i < |u|.
Tuple Notation. Trees, graphs, automata and the like are typically de-
scribed as tuples and denoted by calligraphic letters such as T , G , and
so on, possibly furnished with indices or primed. The individual compo-
nents are referred to by V T , EG , ET ′

, . . . . The ith component of a tuple
t = (c0, . . . , cr−1) is denoted pri(t).

2 Monadic Second-Order Logic of One Successor
Early results on the close connection between logic and automata, such as
the Büchi–Elgot–Trakhtenbrot Theorem [Büc60, Elg61, Tra62] and Büchi’s
Theorem [Büc62], center around monadic second-order logic with one suc-
cessor relation (S1S) and its weak variant (WS1S). The formulas of these
logics are built from atomic formulas of the form suc(x, y) for first-order
variables x and y and x ∈ X for a first-order variable x and a set variable
(monadic second-order variable) X using boolean connectives, first-order
quantification (∃x), and second-order quantification for sets (∃X). The two
logics differ in the semantics of the set quantifiers: In WS1S quantifiers only
range over finite sets rather than arbitrary sets.

S1S and WS1S can be used in different ways. First, one can think of them
as logics to specify properties of the natural numbers. The formulas are
interpreted in the structure with the natural numbers as universe and where
suc is interpreted as the natural successor relation. The most important
question raised in this context is:
Validity. Is the (weak) monadic second-order theory of the natural numbers
with successor relation decidable? (Is a given sentence valid in the natural
numbers with successor relation?)
A slightly more general question is:
Satisfiability. Is it decidable whether a given (W)S1S formula is satisfiable
in the natural numbers?

This is more general in the sense that a positive answer for closed formu-
las only already implies a positive answer to the first question. Therefore,
we only consider satisfiability in the following.

Second, one can think of S1S and WS1S as logics to specify the behavior
of devices which get, at any moment in time, a fixed number of bits as input
and produce a fixed number of bits as output (such as sequential circuits),
see Figure 1. Then the formulas are interpreted in the same structure as
above, but for every input bit and for every output bit there will be exactly
one free set variable representing the moments in time where the respective
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Figure 1. Sequential device

bit is true. (The domain of time is assumed discrete; it is identified with
the natural numbers.) A formula will then be true for certain input-output
pairs—coded as variable assignments—and false for the others.

For instance, when we want to specify that for a given device with one
input bit, represented by the set variable X, and one output bit, represented
by Y , it is the case that for every other moment in time where the input
bit is true the output bit is true in the subsequent moment in time, we can
use the following formula:

∃Z(“Z contains every other position where X is true” ∧
∀x(x ∈ Z → “the successor of x belongs to Y ”)).

That the successor of x belongs to Y is expressed by ∀y(suc(x, y) → y ∈ Y ).
That Z contains every other position where X is true is expressed by the
conjunction of the three following conditions, where we assume, for the
moment, that the “less than” relation on the natural numbers is available:

• Z is a subset of X, which can be stated as ∀x(x ∈ Z → x ∈ X),

• If X is nonempty, then the smallest element of X does not belong to Z,
which can be stated as ∀x(x ∈ X ∧ ∀y(y < x → ¬y ∈ X) → ¬x ∈ Z).

• For all x, y ∈ X such that x < y and such that there is no element of
X in between, either x or y belongs to Z, which can be stated as

∀x∀y(x ∈ X ∧ y ∈ X ∧ x < y ∧
∀z(x < z ∧ z < y → ¬z ∈ X) → (x ∈ Z ↔ ¬y ∈ Z)).

To conclude the example, we need a formula that specifies that x is less than
y. To this end, we express that y belongs to a set which does not contain x
but with each element its successor:

∃X(¬x ∈ X ∧ ∀z∀z′(z ∈ X ∧ suc(z, z′) → z′ ∈ X) ∧ y ∈ X).
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The most important questions that are raised with regard to this usage of
(W)S1S are:

Conformance. Is it decidable whether the input-output relation of a given
device satisfies a given formula?

Realizability. Is it decidable whether for a given input-output relation there
exists a device with the specified input-output relation (and if so, can a
description of this device be produced effectively)?

Obviously, it is important what is understood by “device”. For instance,
Church, when he defined realizability in 1957 [Chu60], was interested in
boolean circuits. We interpret device as “finite-state device”, which, on a
certain level of abstraction, is the same as a boolean circuit.

In this section, we first describe Büchi’s Theorem (Section 2.1), from
which we can conclude that the first two questions, satisfiability and con-
formance, have a positive answer. The proof of Büchi’s Theorem is not very
difficult except for a result about complementing a certain type of automa-
ton model for infinite words, which we then establish (Section 2.2). After
that we prove a result about determinization of the same type of automaton
model (Section 2.3), which serves as the basis for showing that realizabil-
ity is decidable, too. The other ingredient of this proof, certain games of
infinite duration, are then presented, and finally the proof itself is given
(Section 2.4).

2.1 Büchi’s Theorem
The connection of S1S and WS1S to automata theory, more precisely, to
the theory of formal languages, is established via a simple observation. As-
sume that ϕ is a formula such that all free variables are set variables among
V0, . . . , Vm−1, which we henceforth denote by ϕ = ϕ(V0, . . . , Vm−1). Then
the infinite words over [2]m, the set of all column vectors of height m with
entries from {0, 1}, correspond in a one-to-one fashion to the variable assign-
ments α : {V0, . . . , Vm−1} → 2ω, where 2M stands for the power set of any
set M . More precisely, for every infinite word u ∈ [2]ωm let αu be the vari-
able assignment defined by αu(Vj) = {i < ω : u(i)[j] = 1}, where, for every
a ∈ [2]m, the expression a[j] denotes entry j of a. Then αu ranges over all
variable assignments as u ranges over all words in [2]ωm. As a consequence,
we use u |= ϕ, or, when “weak quantification” (only finite sets are consid-
ered) is used, u |=w ϕ rather than traditional notation such as N,α |= ϕ
(where N stands for the structure of the natural numbers). Further, when
ϕ is a formula as above, we define two formal languages of infinite words
depending on the type of quantification used:

L (ϕ) = {u ∈ [2]ωm : u |= ϕ}, L w(ϕ) = {u ∈ [2]ωm : u |=w ϕ}.
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Figure 2. Example for a Büchi automaton

We say that ϕ defines the language L (ϕ) and weakly defines the language
L w(ϕ). Note that, for simplicity, the parameter m is not referred to in our
notation.

Büchi’s Theorem states that the above languages can be recognized by an
appropriate generalization of finite-state automata to infinite words, which
we introduce next. A Büchi automaton is a tuple

A = (A,Q,QI , ∆, F )

where A is an alphabet, Q is a finite set of states, QI ⊆ Q is a set of initial
states, ∆ ⊆ Q×A×Q is a set of transitions of A , also called its transition
relation, and F ⊆ Q is a set of final states of A . An infinite word u ∈ Aω is
accepted by A if there exists an infinite word r ∈ Qω such that r(0) ∈ QI ,
(r(i), u(i), r(i+1)) ∈ ∆ for every i, and r(i) ∈ F for infinitely many i. Such
a word r is called an accepting run of A on u. The language recognized by
A , denoted L (A ), is the set of all words accepted by A .

For instance, the automaton in Figure 2 recognizes the language corre-
sponding to the formula

∀x(x ∈ V0 → ∃y(x < y ∧ y ∈ V1)),

which says that every element from V0 is eventually followed by an element
from V1. In Figure 2, qI is the state where everything is fine; q1 is the
state where the automaton is waiting for an element from V1 to show up;
q2 is used when from some point onwards all positions belong to V0 and V1.
Nondeterminism is used to guess that this is the case.

Büchi’s Theorem can formally be stated as follows.

Theorem 2.1 (Büchi, [Büc62]).
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1. There exists an effective procedure that given a formula ϕ = ϕ(V0, . . . , Vm−1)
outputs a Büchi automaton A such that L (A ) = L (ϕ).

2. There exists an effective procedure that given a Büchi automaton A
over an alphabet [2]m outputs a formula ϕ = ϕ(V0, . . . , Vm−1) such
that L (ϕ) = L (A ).

The proof of part 2 is straightforward. The formula which needs to
be constructed simply states that there exists an accepting run of A on
the word determined by the assignment to the variables Vi. One way to
construct ϕ is to write it as ∃X0 . . .∃Xn−1ψ where each set variable Xi

corresponds exactly to one state of A and where ψ is a first-order formula
(using < in addition to suc) which states that the Xi’s encode an accepting
run of the automaton (the Xi’s must form a partition of ω and the above
requirements for an accepting run must be satisfied): 0 must belong to one
of the sets Xi representing the initial states; there must be infinitely many
positions belonging to sets representing final states; the states assumed at
adjacent positions must be consistent with the transition relation.

The proof of part 1 is more involved, although the proof strategy is
simple. The desired automaton A is constructed inductively, following the
structure of the given formula. First-order variables, which need to be dealt
with in between, are viewed as singletons. The induction base is straightfor-
ward and two of the three cases to distinguish in the inductive step are so,
too: disjunction on the formula side corresponds to union on the automaton
side and existential quantification corresponds to projection. For negation,
however, one needs to show that the class of languages recognized by Büchi
automata is closed under complementation. This is not as simple as with
finite state automata, especially since deterministic Büchi automata are
strictly weaker than nondeterministic ones, which means complementation
cannot be done along the lines known from finite words.

In the next subsection, we describe a concrete complementation con-
struction.

Büchi’s Theorem has several implications, which all draw on the follow-
ing almost obvious fact. Emptiness for Büchi automata is decidable. This
is easy to see because a Büchi automaton accepts a word if and only if
in its transition graph there is a path from an initial state to a strongly
connected component which contains a final state. (This shows that empti-
ness can even be checked in linear time and in nondeterministic logarithmic
space.)

Given that emptiness is decidable for Büchi automata, we can state that
the first question has a positive answer:

Corollary 2.2 (Büchi, [Büc62]). Satisfiability is decidable for S1S.
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Proof. To check whether a given S1S formula ϕ = ϕ(V0, . . . , Vm−1) is sat-
isfiable one simply constructs the Büchi automaton which is guaranteed to
exist by Büchi’s Theorem and checks this automaton for emptiness. q.e.d.

Observe that in the above corollary we use the term “satisfiability” to
denote the decision problem (Given a formula, is it satisfiable?) rather than
the question from the beginning of this section (Is it decidable whether . . . ).
For convenience, we do so in the future too: When we use one of the terms
satisfiability, conformance, or realizability, we refer to the corresponding
decision problem.

For conformance, we first need to specify formally what is meant by a
finite-state device, or, how we want to specify the input-output relation of
a finite-state device. Remember that we think of a device as getting inputs
from [2]m and producing outputs from [2]n for given natural numbers m
and n. So it is possible to view an input-output relation as a set of infinite
words over [2]m+n. To describe an entire input-output relation of a finite-
state device we simply use a nondeterministic finite-state automaton. Such
an automaton is a tuple

D = (A,S, SI , ∆)

where A is an alphabet, S is a finite set of states, SI ⊆ S is a set of initial
states, and ∆ ⊆ S × A × S is a transition relation, just as with Büchi
automata. A word u ∈ Aω is accepted by D if there exists r ∈ Sω with
r(0) ∈ SI and (r(i), u(i), r(i + 1)) ∈ ∆ for every i < ω. The set of words
accepted by D , denoted L (D), is the language recognized by D . Observe
that L (D) is exactly the same as the language recognized by the Büchi
automaton which is obtained from D by adding the set S as the set of final
states.

Conformance can now be defined as follows: Given an S1S formula
ϕ = ϕ(X0, . . . , Xm−1, Y0, . . . , Yn−1) and a finite-state automaton D with
alphabet [2]m+n, determine whether u |= ϕ for all u ∈ L (D).

There is a simple approach to decide conformance. We construct a
Büchi automaton that accepts all words u ∈ L (D) which do not satisfy the
given specification ϕ, which means we construct a Büchi automaton which
recognizes L (D) ∩L (¬ϕ), and check this automaton for emptiness. Since
Büchi’s Theorem tells us how to construct an automaton A that recognizes
L (¬ϕ), we only need a construction which, given a finite-state automaton
D and a Büchi automaton A , recognizes L (A )∩L (D). The construction
depicted in Figure 3, which achieves this, is a simple automata-theoretic
product. Its correctness can be seen easily.

Since we already know that emptiness is decidable for Büchi automata,
we obtain:
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The product of a Büchi automaton A and a finite-state automaton D ,
both over the same alphabet A, is the Büchi automaton denoted A × D
and defined by

A ×D = (A,Q× S, QI × SI , ∆, F × S)

where

∆ = {((q, s), a, (q′, s′)) : (q, a, q′) ∈ ∆A and (s, a, s′) ∈ ∆D}.

Figure 3. Product of a Büchi automaton with a finite-state automaton

Corollary 2.3 (Büchi, [Büc62]). Conformance is decidable for S1S.

From results by Stockmeyer and Meyer [SM73, Sto74], it follows that
the complexity of the two problems from Corollaries 2.2 and 2.3 is nonele-
mentary, see also [Rei01].

Another immediate consequence of Büchi’s Theorem and the proof of
part 2 as sketched above is a normal form theorem for S1S formulas. Given
an arbitrary S1S formula, one uses part 1 of Büchi’s Theorem to turn it
into an equivalent Büchi automaton and then part 2 to reconvert it to a
formula. The proof of part 2 of Büchi’s Theorem is designed in such a way
that a formula will emerge which is of the form ∃V0 . . . ∃Vn−1ψ where ψ is
without second-order quantification but uses <. Such formulas are called
existential S1S formulas.

Corollary 2.4 (Büchi-Thomas, [Büc62, Tho82]). Every S1S formula is
equivalent to an existential S1S formula, moreover, one existential set quan-
tifier is sufficient.

To conclude this subsection we note that using the theory of finite au-
tomata on finite words only, one can prove a result weaker than Büchi’s
Theorem. In the statement of this theorem, automata on finite words are
used instead of Büchi automata and the weak logic is used instead of the
full logic. Moreover, one considers only variable assignments for the free set
variables that assign finite sets only. The latter is necessary to be able to
describe satisfying assignments by finite words. Such a result was obtained
independently by Büchi [Büc60], Elgot [Elg61], and Trakhtenbrot [Tra62],
preceding Büchi’s work on S1S.

2.2 Complementation of Büchi Automata
Büchi’s original complementation construction, more precisely, his proof of
the fact that the complement of a language recognized by a Büchi automaton
can also be recognized by a Büchi automaton, as given in [Büc62], follows an
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algebraic approach. Given a Büchi automaton A , he defines an equivalence
relation on finite words which has

1. only a finite number of equivalence classes and

2. the crucial property that UV ω ⊆ L (A ) or UV ω ∩L (A ) = ∅ for all
its equivalence classes U and V .

Here, UV ω stands for the set of all infinite words which can be written as
uv0v1v2 . . . where u ∈ U and vi ∈ V for every i < ω. To complete his proof
Büchi only needs to show that

(a) each set UV ω is recognized by a Büchi automaton,

(b) every infinite word over the given alphabet belongs to such a set, and

(c) the class of languages recognized by Büchi automata is closed under
union.

To prove (b), Büchi uses a weak variant of Ramsey’s Theorem; (a) and (c)
are easy to see. The equivalence relation Büchi defines is similar to Nerode’s
congruence relation. For a given word u, he considers

(i) all pairs (q, q′) of states for which there exists a path from q to q′

labeled u and

(ii) all pairs (q, q′) where, in addition, such a path visits a final state,

and he defines two nonempty finite words to be equivalent if they agree on
these pairs. If one turns Büchi’s “complementation lemma” into an actual
complementation construction, one arrives at a Büchi automaton of size
2θ(n2) where n denotes the number of states of the given Büchi automaton.

Klarlund [Kla91] and Kupferman and Vardi [KV01] describe complemen-
tation constructions along the following lines. Given a Büchi automaton A
and a word u over the same alphabet, they consider the run DAG of A
on u, which is a narrow DAG which contains exactly the runs of A on u.
Vertices in this run DAG are of the form (q, i) with q ∈ Q and i ∈ ω and
all runs where the ith state is q visit this vertex. They show that u is not
accepted by A if and only if the run DAG can be split into at most 2n al-
ternating layers of two types where within the layers of the first type every
vertex has proper descendants which are labeled with nonfinal states and
where within the layers of the second type every vertex has only a finite
number of descendants (which may be final or nonfinal). This can easily be
used to construct a Büchi automaton for the complement: It produces the
run DAG step by step, guesses for each vertex to which layer it belongs,
and checks that its guesses are correct. To check the requirement for the



656 M. Y. Vardi, Th. Wilke

layers of the second type, it uses the Büchi acceptance condition. The size
of the resulting automaton is 2θ(n log n). Optimizations lead to a construc-
tion with (0.97n)n states [FKV06], while the best known lower bound is
(0.76n)n, established by Yan [Yan06]. For practical implementations of the
construction by Kupferman and Vardi, see [GKSV03].

In Section 2.2.2, we describe a complementation construction which is
a byproduct of the determinization construction we explain in Section 2.3.
Both constructions are based on the notion of reduced acceptance tree,
introduced by Muller and Schupp [MS95] and described in what follows.

2.2.1 Reduced Acceptance Trees
Recall the notation and terminology with regard to binary trees introduced
in Section 1.

Let A be a Büchi automaton as above, u an infinite word over the alpha-
bet A. We consider a binary tree, denoted Tu, which arranges all runs of A
on u in a clever fashion, essentially carrying out a subset construction that
distinguishes between final and nonfinal states, see Figure 4 for a graphical
illustration.

The tree Tu = (Vu, lu) is a 2Q-labeled tree in implicit form defined
inductively as follows.

(i) ε ∈ Vu and lu(ε) = QI .

(ii) Let v ∈ Vu, Q′ = lu(v), a = u(|v|), and Q′′ =
⋃
{∆(q, a) : q ∈ Q′}.

Here and later, we use ∆(q, a) to denote {q′ ∈ Q : (q, a, q′) ∈ ∆}.

• If Q′′ ∩ F .= ∅, then v0 ∈ Vu and lu(v0) = Q′′ ∩ F .

• If Q′′ \ F .= ∅, then v1 ∈ Vu and lu(v1) = Q′′ \ F .

The resulting tree is called the run tree of u with respect to A .
A partial run of A on u is a word r ∈ Q+∪Qω satisfying r(0) ∈ QI and

(r(i), u(i), r(i + 1)) ∈ ∆ for all i such that i + 1 < |r|. A run is an infinite
partial run.

Every partial run r of A on u determines a path b in the run tree: The
length of b is |r| − 1 and b(i) = 0 if r(i + 1) ∈ F and b(i) = 1 otherwise,
for i < |r|− 1. We write r! for this path and call it the 2-projection of r.
Clearly, if r is an accepting run of A on u, then r! has infinitely many left
turns, where a left turn is a vertex which is a left successor. Conversely, if
b is an infinite branch of Tu, then there exists a run r of A on u such that
r! = b, and if b has infinitely many left turns, then r is accepting. This
follows from Kőnig’s lemma.
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Figure 4. Run tree and reduced run tree

From this, we can conclude:

Remark 2.5. An infinite word u is accepted by a Büchi automaton A if
and only if its run tree has a branch with an infinite number of left turns.
We call such a branch an acceptance witness.

The tree Tu has two other interesting properties, which we discuss next.
The first one is that Tu has a “left-most” acceptance witness, provided there
is one at all. This acceptance witness, denoted bu, can be constructed as
follows. Inductively, assume bu(i) has already been defined for all i < n in a
way such that there is an acceptance witness with prefix b′ = bu(0) . . . bu(n−
1). If there is an acceptance witness with prefix b′0, we set bu(n) = 0.
Otherwise, there must be an acceptance witness with prefix b′1, and we
set bu(n) = 1. Clearly, this construction results in an acceptance witness.
One can easily prove that bu is the left-most acceptance witness in the
sense that it is minimal among all acceptance witnesses with respect to the
lexicographical ordering (but we do not need this here).
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The second interesting property says something about the states occur-
ring to the left of bu. We say a state q is persistent in a vertex v of a branch
b of Tu if there is a run r of A on u such that r! = b and q ∈ r(|v|),
in other words, q is part of a run whose 2-projection contains v. A word
v ∈ {0, 1}∗ is said to be left of a word w ∈ {0, 1}∗, denoted v <lft w, if
|v| = |w| and v <lex w, where <lex denotes the lexicographical ordering.
The crucial property of bu is:

Lemma 2.6. Let u be an infinite word accepted by a Büchi automaton A ,
w a vertex on the left-most acceptance witness bu, and q a state which is
persistent in w on bu. Then q /∈ lu(v) for every v ∈ Vu such that v <lft w.

Proof. Assume that w is a vertex on bu and that v ∈ Vu is left of w, let
n = |v| (= |w|). For contradiction, assume q is persistent in w on bu and
q ∈ lu(v)∩ lu(w). Since q ∈ lu(v), we know there is a partial run r of A on
u with r! = v and r(n) = q.

Since q is persistent in w on bu there exists a run r′ of A on u such
that r′! = bu and r′(n) = q. Then r′[n,∞) is an uninitialized run of
A on u[n,∞) starting with q, where an uninitialized run is one where
it is not required that the first state is the initial state. This implies that
r′′ = rr′(n,∞) is a run of A on u. Moreover, r(i) = r′′(i) for all i ≥ n, which
implies r′′! is an acceptance witness, too. Let c be the longest common
prefix of r′′! and bu. We know that c0 ≤prf r′′! and c1 ≤prf bu, which
is a contradiction to the definition of bu—recall that r′′! is an acceptance
witness. q.e.d.

The above fact can be used to prune Tu in such a way that it has finite
width, but still contains an acceptance witness if and only if u is accepted
by A . We denote the pruned tree by T ′

u = (V ′
u, l′u) and call it the reduced

acceptance tree. Informally, T ′
u is obtained from Tu by keeping on each

level only the first occurrence of a state, reading the level from left to right,
see Figure 4. Formally, the reduced acceptance tree is inductively defined
as follows.

(i) ε ∈ V ′
u and l′u(ε) = QI .

(ii) Let v ∈ V ′
u, Q′ = l′u(v), a = u(|v|), and Q′′ =

⋃
{∆(q, a) : q ∈ Q′},

just as above. Assume l′u(w) has already been defined for w <lft v0
and let Q̄ =

⋃
{l′u(w) : w ∈ V ′

u and w <lft v0}.

• If Q′′ ∩ F \ Q̄ .= ∅, then v0 ∈ V ′
u and l′u(v0) = Q′′ ∩ F \ Q̄.

• If Q′′ \ (F ∪ Q̄) .= ∅, then v1 ∈ V ′
u and l′u(v1) = Q′′ \ (F ∪ Q̄).

As a consequence of Lemma 2.6, we have:
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Corollary 2.7. Let A be a Büchi automaton and u an infinite word over
the same alphabet. Then u ∈ L (A ) iff T ′

u contains an acceptance witness.

Since T ′
u is a tree of width at most |Q|, it has at most |Q| infinite

branches. So u is not accepted by A if and only if there is some number n
such that b(i) is not a left turn for all infinite branches b of T ′

u . This fact
can be used to construct a Büchi automaton for the complement language,
as will be shown in what follows.

2.2.2 The Complementation Construction
Let n be an arbitrary natural number and v0 <lft v1 <lft . . . <lft vr−1 be
such that {v0, . . . , vr−1} = {v ∈ V ′

u : |v| = n}, that is, v0, . . . , vr−1 is the
sequence of all vertices on level n of T ′

u , from left to right. We say that
l′u(v0) . . . l′u(vr−1), which is a word over the alphabet 2Q, is slice n of T ′

u .
It is straightforward to construct slice n + 1 from slice n, simply by

applying the transition relation to each element of slice n and removing
multiple occurrences of states just as with the construction of T ′

u . Suppose
Q0 . . . Qr−1 is slice n and a = u(n). Let Q′

0, . . . , Q
′
2r−1 be defined by

Q′
2i = ∆(Qi, a) ∩ F \ Q̄i, Q′

2i+1 = ∆(Qi, a) \ (F ∪ Q̄i),

where Q̄i =
⋃

j<2i Q′
j . Further, let j0 < j1 < · · · < js−1 be such that

{j0, . . . , js−1} = {j < 2r : Q′
j .= ∅}. Then Q′

j0 . . . Q′
js−1

is slice n + 1 of T ′
u .

This is easily seen from the definition of the reduced run tree.
We say that a tuple U = Q0 . . . Qr−1 is a slice over Q if ∅ .= Qi ⊆ Q

holds for i < r and if Qi ∩Qj = ∅ for all i, j < r with i .= j. The sequence
Q′

j0 . . . Q′
js−1

from above is said to be the successor slice for U and a and is
denoted by δslc(Q0 . . . Qr−1, a).

The automaton for the complement of L (A ), denoted A C, works as
follows. First, it constructs slice after slice as it reads the given input word.
We call this the initial phase. At some point, it guesses

(i) that it has reached slice n or some later slice, with n as described right
after Corollary 2.7, and

(ii) which components of the slice belong to infinite branches.

The rest of its computation is called the repetition phase. During this
phase it carries out the following process, called verification process, over
and over again. It continues to construct slice after slice, checking that (i)
the components corresponding to vertices on infinite branches all continue
to the right (no left turn anymore) and (ii) the components corresponding to
the other branches die out (do not continue forever). The newly emerging
components corresponding to branches which branch off to the left from
the vertices on the infinite branches are marked. As soon as all branches



660 M. Y. Vardi, Th. Wilke

supposed to die out have died out, the process starts all over again, now
with the marked components as the ones that are supposed to die out.

To be able to distinguish between components corresponding to infi-
nite branches, branches that are supposed to die out, and newly emerging
branches, the components of the slice tuples are decorated by inf, die, or
new. Formally, a decorated slice is of the form (Q0 . . . Qr−1, f0 . . . fr−1)
where Q0 . . . Qr−1 is a slice and fi ∈ {inf, die, new} for i < r. A decorated
slice where fi .= die for all i < r is called final.

The definition of the successor of a decorated slice is slightly more in-
volved than for ordinary slices, and such a successor may not even exist.
Assume a decorated slice as above is given, let V stand for the entire slice
and U for its first component (which is an ordinary slice). Let the Q′

j ’s and
ji’s be defined as above. The successor slice of V with respect to a, denoted
δd(V, a), does not exist if there is some i < r such that Q′

2i+1 = ∅ and
fi = inf, because this means that a branch guessed to be infinite and with-
out left turn dies out. In all other cases, δd(V, a) = (δslc(U, a), f ′j0 . . . f ′js−1

)
where the f ′j ’s are defined as follows, depending on whether the automaton
is within the verification process (V is not final) or at its end (V is final):

Slice V is not final. Then f ′2i = f ′2i+1 = fi for every i < r, except when
fi = inf. In this case, f ′2i = new and f2i+1 = fi.

Slice V is final. Then f ′2i = f ′2i+1 = die for every i < r, except when
fi = inf. In this case, f ′2i+1 = inf and f ′2i = die.

These choices reflect the behavior of the automaton as described above.
To describe the transition from the first to the second phase formally,

assume U is a slice and a ∈ A. Let ∆s(U, a) contain all decorated slices
(δslc(U, a), f0 . . . fs−1) where fi ∈ {inf, die} for i < s. This reflects that the
automaton guesses that certain branches are infinite and that the others are
supposed to die out. The full construction of A C as outlined in this section
is described in Figure 5. A simple upper bound on its number of states is
(3n)n.

Using LC to denote the complement of a language, we can finally state:

Theorem 2.8. Let A be a Büchi automaton with n states. Then A C is a
Büchi automaton with (3n)n states such that L (A C) = L (A )C.

2.3 Determinization of Büchi Automata
As noted above, determinstic Büchi automata are strictly weaker than non-
deterministic ones in the sense that there are ω-languages that can be recog-
nized by a nondeterministic Büchi automaton but by no deterministic Büchi
automaton. (Following classical terminology, a Büchi automaton is called
deterministic if |QI | = 1 and there is a function δ : Q × A → Q such that
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Let A be a Büchi automaton. The Büchi automaton A C is
defined by

A C = (A,Qs ∪Qd, QI , ∆′, F ′)

where the individual components are defined as follows:

Qs = set of slices over Q,

Qd = set of decorated slices over Q,

F ′ = set of final decorated slices over Q,

and where for a given a ∈ A the following transitions belong
to ∆′:

• (U, a, δslc(U, a)) for every U ∈ Qs,

• (U, a, V ) for every U ∈ Qs and V ∈ ∆s(U, a),

• (V, a, δd(V, a)) for every V ∈ Qd, provided δd(V, a) is
defined.

Figure 5. Complementing a Büchi automaton

∆ = {(q, a, δ(q, a)) : a ∈ A ∧ q ∈ Q}.) It turns out that this is due to the
weakness of the Büchi acceptance condition. When a stronger acceptance
condition—such as the parity condition—is used, every nondeterministic
automaton can be converted into an equivalent deterministic automaton.

The determinization of Büchi automata has a long history. After a
flawed construction had been published in 1963 [Mul63], McNaughton, in
1966 [McN66], was the first to prove that every Büchi automaton is equiv-
alent to a deterministic Muller automaton, a model of automata on infi-
nite words with an acceptance condition introduced in Muller’s work. In
[ES84b, ES84a], Emerson and Sistla described a determinization construc-
tion that worked only for a subclass of all Büchi automata. Safra [Saf88]
was the first to describe a construction which turns nondeterministic Büchi
automata into equivalent deterministic Rabin automata—a model of au-
tomata on infinite words with yet another acceptance condition—which has
optimal complexity in the sense that the size of the resulting automaton
is 2θ(n log n) and one can prove that this is also a lower bound [Mic88]. In
1995, Muller and Schupp [MS95] presented a proof of Rabin’s Theorem via
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an automata-theoretic construction which has an alternative determiniza-
tion construction with a similar complexity built-in; Kähler [Käh01] was
the first to isolate this construction, see also [ATW06]. Kähler [Käh01] also
showed that based on Emerson and Sistla’s construction one can design
another determinization construction for all Büchi automata which yields
automata with of size 2θ(n log n), too. In 2006, Piterman [Pit06] showed how
Safra’s construction can be adapted so as to produce a parity automaton of
the same complexity.

The determinization construction described below is obtained by apply-
ing Piterman’s improvement of Safra’s construction to Muller and Schupp’s
determinization construction. We first introduce parity automata, then
continue our study of the reduced acceptance tree, and finally describe the
determinization construction.

2.3.1 Parity Automata
A parity automaton is very similar to a Büchi automaton. The only differ-
ence is that a parity automaton has a more complex acceptance condition,
where every state is assigned a natural number, called priority, and a run
is accepting if the minimum priority occurring infinitely often (the limes
inferior) is even. States are not just accepting or rejecting; there is a whole
spectrum. For instance, when the smallest priority is even, then all states
with this priority are very similar to accepting states in Büchi automata: If
a run goes through these states infinitely often, then it is accepting. When,
on the other hand, the smallest priority is odd, then states with this prior-
ity should be viewed as being the opposite of an accepting state in a Büchi
automaton: If a run goes through these states infinitely often, the run is
not accepting. So parity automata allow for a finer classification of runs
with regard to acceptance.

Formally, a parity automaton is a tuple

A = (A,Q,QI ,∆,π)

where A, Q, QI , and ∆ are as with Büchi automata, but π is a function
Q → ω, which assigns to each state its priority. Given an infinite sequence
r of states of this automaton, we write valπ(r) for the limes inferior of the
sequence π(r(0)),π(r(1)), . . . and call it the value of the run with respect
to π. Since Q is finite, the value of each run is a natural number. A run
r of A is accepting if its value is even. In other words, a run r of A is
accepting if there exists an even number v and a number k such that

(i) π(r(j)) ≥ v for all j ≥ k and

(ii) π(r(j)) = v for infinitely many j ≥ k.

Consider, for example, the parity automaton depicted in Figure 6. It
recognizes the same language as the Büchi automaton in Figure 2.
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The values in the circles next to the names of the states are the priorities.

Figure 6. Deterministic parity automaton

As far as nondeterministic automata are concerned, Büchi automata
and parity automata recognize the same languages. On the one hand, every
Büchi automaton can be viewed as a parity automaton where priority 1 is
assigned to every non-final state and priority 0 is assigned to every final
state. (That is, the parity automaton in Figure 6 can be regarded as a
deterministic Büchi automaton.) On the other hand, it is also easy to
see that every language recognized by a parity automaton is recognized by
some Büchi automaton: The Büchi automaton guesses a run of the parity
automaton and an even value for this run and checks that it is indeed the
value of the run. To this end, the Büchi automaton runs in two phases. In
the first phase, it simply simulates the parity automaton. At some point, it
concludes the first phase, guesses an even value, and enters the second phase
during which it continues to simulate the parity automaton but also verifies
(i) and (ii) from above. To check (i), the transition relation is restricted
appropriately. To check (ii), the Büchi acceptance condition is used. This
leads to the construction displayed in Figure 7. The state space has two
different types of states: the states from the given Büchi automaton for the
first phase and states of the form (q, k) where q ∈ Q and k is a priority for
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Let A be a parity automaton. The Büchi automaton Apar

is defined by

Apar = (A,Q ∪Q× E,QI , ∆ ∪∆′, {(q, k) : π(q) = k})

where E = {π(q) : q ∈ Q ∧ π(q) mod 2 = 0} and ∆′ contains

• (q, a, (q′, k)) for every (q, a, q′) ∈ ∆, provided k ∈ E,
and

• ((q, k), a, (q′, k)) for every (q, a, q′) ∈ ∆, provided
π(q′) ≥ k and k ∈ E.

Figure 7. From parity to Büchi automata

the second phase. The priority in the second component never changes; it
is the even value that the automaton guesses.

Remark 2.9. Let A be a parity automaton with n states and k different
even priorities. Then the automaton Apar is an equivalent Büchi automaton
with (k + 1)n states.

2.3.2 Approximating Reduced Run Trees
Let A be a Büchi automaton as above and u ∈ Aω an infinite word. The
main idea of Muller and Schupp’s determinization construction is that the
reduced acceptance tree, T ′

u , introduced in Section 2.2.1, can be approx-
imated by a sequence of trees which can be computed by a deterministic
finite-state automaton. When these approximations are adorned with addi-
tional information, then from the sequence of the adorned approximations
one can read off whether there is an acceptance witness in the reduced
acceptance tree, which, by Remark 2.5, is enough to decide whether u is
accepted.

For a given number n, the nth approximation of T ′
u , denoted T n

u , is the
subgraph of T ′

u which consists of all vertices of distance at most n from the
root and which are on a branch of length at least n. Only these vertices can
potentially be on an infinite branch of T ′

u . Formally, T n
u is the subtree of

T ′
u consisting of all vertices v ∈ V ′

u such that there exists w ∈ V ′
u satisfying

v ≤prf w and |w| = n, where ≤prf denotes the prefix order on words.
Note that from Lemma 2.6 we can conclude:
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Remark 2.10. When u is accepted by A , then for every n the prefix of
length n of bu is a branch of T n

u .

The deterministic automaton to be constructed will observe how ap-
proximations evolve over time. There is, however, the problem that, in
general, approximations grow as n grows. But since every approximation
has at most |Q| leaves, it has at most |Q| − 1 internal vertices with two
successors—all other internal vertices have a single successor. This means
that their structure can be described by small trees of bounded size, and only
their structure is important, except for some more information of bounded
size. This motivates the following definitions.

A segment of a finite tree is a maximal path where every vertex except
for the last one has exactly one successor, that is, it is a sequence v0 . . . vr

such that

(i) the predecessor of v0 has two successors or v0 is the root,

(ii) vi has exactly one successor for i < r, and

(iii) vr has exactly two successors or is a leaf.

Then every vertex of a given finite tree belongs to exactly one segment.
A contraction of a tree is obtained by merging all vertices of a segment

into one vertex. Formally, a contraction of a finite tree T in implicit form
is a tree C together with a function c : t → V C , the contraction map, such
that the following two conditions are satisfied:

(i) For all v, w ∈ V T , c(v) = c(w) iff v and w belong to the same segment.
When p is a segment of T and v one of its vertices, we write c(p) for
c(v) and we say that c(v) represents p.

(ii) For all v ∈ V T and i < 2, if vi ∈ V T and c(v) .= c(vi), then
sucC

1 (c(v), c(vi)).

Note that this definition can easily be adapted to the case where the given
tree is not in implicit form.

We want to study how approximations evolve over time. Clearly, from
the nth to the (n + 1)st approximation of T ′

u segments can disappear, sev-
eral segments can be merged into one, new segments of length one can
emerge, and segments can be extended by one vertex. We reflect this in
the corresponding contractions by imposing requirements on the domains
of consecutive contractions.

A sequence C0, C1, . . . of contractions with contraction maps c0, c1, . . .
is a contraction sequence for u if the following holds for every n:

(i) Cn is a contraction of the nth approximation of T ′
u .
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(ii) Let p and p′ be segments of T n
u and T n+1

u , respectively. If p is a
prefix of p′ (including p = p′), then cn+1(p′) = cn(p) and p′ is called
an extension of p in n + 1.

(iii) If p′ is a segment of T n+1
u which consists of vertices not belonging

to T , then cn+1(p′) /∈ V Cn , where V Cn denotes the set of vertices of
Cn.

Since we are interested in left turns, we introduce one further notion. As-
sume that p and p′ are segments of T n

u and T n+1
u , respectively, and p is a

prefix of p′, just as in (ii) above. Let p′′ be such that p′ = pp′′. We say that
cn+1(p′) (which is equal to cn(p)) is left extending in n + 1 if there is a left
turn in p′′.

For a graphical illustration, see Figure 8.
We can now give a characterization of acceptance in terms of contraction

sequences.

Lemma 2.11. Let C0,C1, . . . be a contraction sequence for an infinite word
u with respect to a Büchi automaton A . Then the following are equivalent:
(A) A accepts u.
(B) There is a vertex v such that

(a) v ∈ V Cn for almost all n and

(b) v is left extending in infinitely many n.

Proof. For the implication from (A) to (B), we start with a definition. We
say that a segment p of the nth approximation is part of bu, the left-most
acceptance witness, if there are paths p0 and p1 such that bu = p0pp1. We
say a vertex v represents a part of bu if there exists i such that for all j ≥ i
the vertex v belongs to V Cj and the segment represented by v is part of bu.
Observe that from Remark 2.10 we can conclude that the root of C0 is such
a vertex (where we can choose i = 0). Let V be the set of all vertices that
represent a part of bu and assume i is chosen such that v ∈ V Cj for all j ≥ i
and all v ∈ V . Then all elements from V form the same path in every Cj

for j ≥ i, say v0 . . . vr is this path.
If the segment representing vr is infinitely often extended, it will also be

extended by a left turn infinitely often (because bu is an acceptance witness),
so vr will be left extending in infinitely many i.

So assume that vr is not extended infinitely often and let i′ ≥ i be
such that the segment represented by vr is not extended any more for j ≥
i′. Consider Ci′+1. Let v′ be the successor of vr such that the segment
represented by v′ is part of bu, which must exist because of Remark 2.10.
Clearly, for the same reason, v′ will be part of V Cj for j ≥ i′ + 1, hence
v′ ∈ V —a contradiction.
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Depicted is the beginning of the contraction sequence for u = bbaaab . . . with
respect to the automaton from Figure 4. Note that, just as in Figure 4, we simply
write qi for {qi}.

Figure 8. Contraction sequence

For the implication from (B) to (A), let v be a vertex as described in (B),
in particular, let i be such that v ∈ V Cj for all j ≥ i. For every j ≥ i, let pj

be the segment represented by v in Cj . Since pi ≤prf pi+1 ≤prf pi+2 ≤prf . . .
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we know there is a vertex w such that every pj , for j ≥ i, starts with w.
Since the number of left turns on the pj ’s is growing we know there is an
infinite path d starting with w such that pj ≤prf d for every j ≥ i and
such that d is a path in T ′

u with infinitely many left turns. The desired
acceptance witness is then given by the concatenation of the path from the
root to w, the vertex w itself excluded, and d. q.e.d.

2.3.3 Muller–Schupp Trees
The only thing which is left to do is to show that a deterministic finite-state
automaton can construct a contraction sequence for a given word u and that
a parity condition is strong enough to express (B) from Lemma 2.11. It turns
out that when contractions are augmented with additional information, they
can actually be used as the states of such a deterministic automaton. This
will lead us to the definition of Muller–Schupp trees.

Before we get to the definition of these trees, we observe that every
contraction has at most |Q| leaves, which means it has at most 2|Q| − 1
vertices. From one contraction to the next in a sequence of contractions, at
most |Q| new leaves—and thus at most |Q| new vertices—can be introduced.
In other words:

Remark 2.12. For every infinite word u, there is a contraction sequence
C0,C1, . . . such that V Ci ⊆ V for every i for the same set V with 3|Q|
vertices, in particular, V = {0, . . . , 3|Q|− 1} works.

A Muller-Schupp tree for A is a tuple

M = (C , lq, ll, R, h)

where

• C is a contraction with V C ⊆ {0, . . . , 3 |Q|− 1},

• lq : lvs(C ) → 2Q is a leaf labeling,

• ll : V C → {0, 1, 2} is a left labeling,

• R ∈ {0, . . . , 3|Q| − 1}∗ is a latest appearance record, a word without
multiple occurrences of letters, and

• h ≤ |R| is the hit number.

To understand the individual components, assume C0,C1, . . . is a contrac-
tion sequence for u with V Cn ⊆ {0, . . . , 3|Q|− 1} for every n. (Recall that
Remark 2.12 guarantees that such a sequence exists.) The run of the deter-
ministic automaton on u to be constructed will be a sequence M0,M1, . . .
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of Muller-Schupp trees Mn = (Cn, lnq , lnl , Rn, hn), with contraction map cn

for Cn and such that the following conditions are satisfied.
Leaf labeling. For every n and every leaf v ∈ lvs(T n

u ), the labeling of v will
be the same as the labeling of the vertex of the segment representing the
segment of this leaf, that is, lnq (cn(v)) = l′u(v).
Left labeling. For every n and every v ∈ V Cn :

(i) if v represents a segment without left turn, then ln(v) = 0,

(ii) if v is left extending in n, then lnl (v) = 2, and

(iii) lnl (v) = 1 otherwise.

Clearly, this will help us to verify (b) from Lemma 2.11(B).
Latest appearance record. The latest appearance record Rn gives us the
order in which the vertices of Cn have been introduced. To make this more
precise, for every n and v ∈ V Cn , let

dn(v) = min{i : v ∈ V Cj for all j such that i ≤ j ≤ n}

be the date of introduction of v. Then Rn is the unique word v0 . . . vr−1

over V Cn without multiple occurrences such that

• {v0, . . . , vr−1} = V Cn ,

• either dn(vj) = dn(vk) and vj < vk or dn(vj) < dn(vk), for all j and
k such that j < k < r.

We say that v ∈ V Cn has index j if Rn(j) = v.
Hit number. The hit number hn gives us the number of vertices whose
index has not changed. Let Rn = v0 . . . vr−1 as above. The value hn is the
maximum number ≤ r such that dn(vj) < n for j < h. In other words, the
hit number gives us the length of the longest prefix of Rn which is a prefix
of Rn−1.

We need one more definition before we can state the crucial property
of Muller–Schupp trees. Let M be any Muller–Schupp tree as above and
m the minimum index of a vertex with left labeling 2 (it is left extending).
If such a vertex does not exist, then, by convention, m = n. We define
π(M ), the priority of M , as follows. If m < h, then π(M ) = 2m, and else
π(M ) = 2h + 1.

Lemma 2.13. Let A be a Büchi automaton, u a word over the same
alphabet, and M0, M1, . . . a sequence of Muller–Schupp trees satisfying the
above requirements (leaf labeling, left labeling, latest appearance record, hit
number). Let p∞ = valπ(M0M1 . . . ), that is, the smallest value occurring
infinitely often in π(M0)π(M1) . . . . Then the following are equivalent:



670 M. Y. Vardi, Th. Wilke

(A) A accepts u.
(B) p∞ is even.

Proof. For the implication from (A) to (B), let v be a vertex as guaranteed
by (B) in Lemma 2.11. There must be some n and some number i such that
v = Rn(i) = Rn+1(i) = . . . and Rn[0, i] = Rn+1[0, i] = . . . . This implies
hj > i for all j ≥ n, which means that if pj is odd for some j ≥ n, then
pj > 2i. In addition, since v is left extending for infinitely many j, we have
pj ≤ 2i and even for infinitely many j. Thus, p∞ is an even value (less than
or equal to 2i).

For the implication from (B) to (A), assume that p∞ is even and n is
such that pj ≥ p∞ for all j ≥ n. Let n′ ≥ n be such that pn′ = p∞ and let
v be the vertex of Cn′ which gives rise to pn′ (left extending with minimum
index). Then v ∈ V Cj for all j ≥ n′ and v has the same index in all these
Cj . That is, whenever pj = p∞ for j ≥ n′, then v is left extending. So
(B) from Lemma 2.11 is satisfied and we can conclude that u is accepted
by A . q.e.d.

2.3.4 The Determinization Construction
In order to arrive at a parity automaton, we only need to convince our-
selves that a deterministic automaton can produce a sequence M0,M1, . . .
as above. We simply describe an appropriate transition function, that is,
we assume a Muller–Schupp tree M and a letter a are given, and we de-
scribe how M ′ is obtained from M such that if M = Mn and a = u(n),
then M ′ = Mn+1. This is, in principle, straightforward, but it is somewhat
technical. One of the issues is that during the construction of M ′ we have
trees with more than 3 |Q| vertices. This is why we assume that we are also
given a set W of 2 |Q| vertices disjoint from {0, . . . , 3 |Q|− 1}.

A Muller-Schupp tree M ′ is called an a-successor of M if it is obtained
from M by applying the following procedure.

(i) Let Vnew = {0, . . . , 3 |Q|− 1} \ V C .

(ii) To each leaf v, add a left and right successor from W .

Let w0, . . . , w2r−1 be the sequence of these successors in the order
from left to right.

(iii) For i = 0 to r − 1, do:

(a) Let v be the predecessor of w2i and Q′ = l(w0) ∪ · · · ∪ l(w2i−1).

(b) Set lq(w2i) = ∆(lq(v), a) ∩ F \ Q′ and lq(w2i+1) = ∆(lq(v), a) \
(F ∪Q′).

(c) Set lq(w2i) = 2 and lq(w2i+1) = 0.
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(iv) Remove the leaf labels from the old leaves, that is, make lq undefined
for the predecessors of the new leaves. Mark every leaf which has label
∅. Recursively mark every vertex whose two successors are marked.
Remove all marked vertices.

(v) Replace every nontrivial segment by its first vertex, and set its left
labeling to

(a) 2 if one of the other vertices of the segment is labeled 1 or 2,
(b) 0 if each vertex of the segment is labeled 0, and
(c) 1 otherwise.

(vi) Replace the vertices from W by vertices from Vnew.

(vii) Let R0 be obtained from R by removing all vertices from V C \ V C ′

from R and let R1 be the sequence of all elements from V C ′ \ V C

according to the order < on V . Then R′ = R0R1.

(viii) Let h′ ≤ |R| be the maximal number such that R(i) = R′(i) for all
i < h′.

The full determinization construction is given in Figure 9. Summing up, we
can state:

Theorem 2.14. (McNaughton-Safra-Piterman, [Büc62, Saf88, Pit06]) Let
A be a Büchi automaton with n states. Then A det is an equivalent deter-
ministic parity automaton with 2θ(n log n) states and 2n + 1 different priori-
ties.

Proof. The proof of the correctness of the construction described in Figure 9
is obvious from the previous analysis. The claim about the size of the re-
sulting automaton can be established by simple counting arguments. q.e.d.

The previous theorem enables to determine the expressive power of WS1S:

Corollary 2.15. There exists an effective procedure that given an S1S
formula ϕ = ϕ(V0, . . . , Vm−1) produces a formula ψ such that L (ϕ) =
L w(ψ). In other words, every S1S formula is equivalent to a WS1S formula.

Sketch of proof. Given such a formula ϕ, one first uses Büchi’s Theorem to
construct a Büchi automaton A such that L (ϕ) = L (A ). In a second
step, one converts A into an equivalent deterministic parity automaton B,
using the McNaughton–Safra–Piterman Theorem. The subsequent step is
the crucial one. Assume Q′ = {q0, . . . , qn−1} and, for every u ∈ [2]ωm, let ru

be the (unique!) run of B on u. For every i < n, one constructs a formula
ψi = ψi(x) such that u, j |= ψi(x) if and only if ru(j) = qi for u ∈ [2]ωm
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Let A be a Büchi automaton. The deterministic parity au-
tomaton A det is defined by

A det = (A,M, MI , δ, π)

where

• M is the set of all Muller–Schupp trees over Q,

• MI is the Muller–Schupp tree with just one vertex and
leaf label QI ,

• δ is such that δ(M , a) is an a-successor of M (as de-
fined above), and

• π is the priority function as defined for Muller–Schupp
trees.

Figure 9. Determinization of a Büchi automaton

and j ∈ ω. These formulas can be built as in the proof of part 2 of Büchi’s
Theorem, except that one can restrict the sets Xi to elements ≤ j, so weak
quantification is enough. Finally, the formulas ψi(x) are used to express
acceptance. q.e.d.

2.4 The Büchi–Landweber Theorem
The last problem remaining from the problems listed at the beginning of
this section is realizability, also known as Church’s problem [Chu60, Chu63].
In our context, it can be formalized more precisely as follows.

For letters a ∈ [2]m and b ∈ [2]n, we define a!b ∈ [2]m+n by (a!b)[i] =
a[i] for i < m and a!b[i] = b[i−m] for i with m ≤ i < m+n. Similarly, when
u and v are words of the same length over [2]∞n and [2]∞n , respectively, then
u!v is the word over [2]m+n with the same length defined by (u!v)(i) =
u(i)!v(i) for all i < |u|. Realizability can now be defined as follows: Given
a formula

ϕ = ϕ(X0, . . . , Xm−1, Y0, . . . , Yn−1),

determine whether there is a function f : [2]+m → [2]n such that u!v |= ϕ
holds for every u ∈ [2]ωm and v ∈ [2]ωn defined by v(i) = f(u[0, i]).
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Using the traditional terminology for decision problems, we say that ϕ is
an instance of the realizability problem, f is a solution if it has the desired
property, and ϕ is a positive instance if it has a solution.

Observe that the function f represents the device that produces the
output in Figure 1: After the device has read the sequence a0 . . . ar of bit
vectors (with m entries each), it outputs the bit vector f(a0 . . . ar) (with n
entries).

In the above definition of realizability, we do not impose any bound on
the complexity of f . In principle, we allow f to be a function which is not
computable. From a practical point of view, this is not very satisfying. A
more realistic question is to ask for a function f which can be realized by a
finite-state machine, which is a tuple

M = (A,B, S, sI , δ, λ)

where A is an input alphabet, B is an output alphabet, S is a finite set of
states, sI ∈ S the initial state, δ : S × A → S the transition function, and
λ : S → B the output function. To describe the function realized by M we
first define δ∗ : A∗ → S by setting δ(ε) = sI and δ∗(ua) = δ(δ∗(u), a) for all
u ∈ A∗ and a ∈ A. The function realized by M , denoted fM , is defined by
fM (u) = λ(δ(sI , u)) for every u ∈ A+.

A solution f of an instance of the realizability problem is called a finite-
state solution if it is realized by a finite-state machine.

Finite-state realizability is the variant of realizability where one is in-
terested in determining whether a finite-state solution exists. We later see
that there is no difference between realizability and finite-state realizability.

Several approaches have been developed to solving realizability; we fol-
low a game-based approach. It consists of the following steps: We first
show that realizability can be viewed as a game and that solving realiz-
ability means deciding who wins this game. We then show how the games
associated with instances of the realizability problem can be reduced to fi-
nite games with a standard winning objective, namely the parity winning
condition. Finally, we use known results on finite games with parity winning
conditions to prove the desired result.

2.4.1 Game-Theoretic Formulation
There is a natural way to view the realizability problem as a round-based
game between two players, the environment and the (device) builder. In
each round, the environment first provides the builder with an input, a
vector a ∈ [2]m, and then the builder replies with a vector b ∈ [2]n, resulting
in a combined vector a!b. In this way, an infinite sequence of vectors is
constructed, and the builder wins the play if this sequence satisfies the
given S1S formula. Now, the builder has a winning strategy in this game if
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and only if the instance of the realizability problem we are interested in is
solvable.

We make this more formal in what follows. A game is a tuple

G = (P0, P1, pI ,M,Ω)

where P0 is the set of positions owned by Player 0, P1 is the set of positions
owned by Player 1 (and disjoint from P0), pI ∈ P0∪P1 is the initial position,
M ⊆ (P0 ∪ P1)× (P0 ∪ P1) is the set of moves, and Ω ⊆ Pω is the winning
objective for Player 0. The union of P0 and P1 is the set of positions of the
game and is denoted by P .

A play is simply a maximal sequence of positions which can be obtained
by carrying out moves starting from the initial position, that is, it is a word
u ∈ P+ ∪ Pω such that u(0) = pI , (u(i), u(i + 1)) ∈ M for every i < |u|,
and if |u| < ω, then there is no p such that (u(∗), p) ∈ M . This can also be
thought of as follows. Consider the directed graph (P,M), which is called
the game graph. A play is simply a maximal path through the game graph
(P,M) starting in pI .

A play u is a win for Player 0 if u ∈ Ω∪P ∗P1, else it is a win for Player 1.
In other words, if a player cannot move he or she loses right away.

A strategy for Player α are instructions for Player α how to move in every
possible situation. Formally, a strategy for Player α is a partial function
σ : P ∗Pα → P which

(i) satisfies (u(∗),σ(u)) ∈ M for all u ∈ dom(σ) and

(ii) is defined for every u ∈ P ∗Pα ∩ pIP ∗ satisfying u(i + 1) = σ(u[0, i])
for all i < |u|− 1 where u(i) ∈ Pα.

Observe that these conditions make sure that a strategy is defined when
Player α moves according to it. A play u is consistent with a strategy σ if
u(i + 1) = σ(u[0, i]) for all i such that u(i) ∈ Pα. A strategy σ is called a
winning strategy for Player α if every play consistent with σ is a win for
Player α. We then say that Player α wins the game.

The analogue of a finite-state solution is defined as follows. A strategy
σ for Player α is finite-memory if there exists a finite set C, called memory,
an element mI ∈ C, the initial memory content, a function µ : C × P → C,
called update function, and a function ξ : C × Pα → P such that σ(u) =
ξ(µ∗(u), u(∗)) for every u ∈ dom(σ), where µ∗ is defined as δ∗ above. That
is, the moves of Player α depend on the current memory contents and the
current position.

An even stronger condition than being finite-state is being memoryless.
A strategy σ is memoryless if it is finite-state for a memory C which is a
singleton set. As a consequence, if σ is memoryless, then σ(up) = σ(u′p)
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Let ϕ = ϕ(X0, . . . , Xm−1, Y0, . . . , Yn−1) be an S1S formula.
The game G [ϕ] is defined by

G [ϕ] = ([2]m, {pI} ∪ [2]n, pI ,M,Ω)

where pI is some initial position not contained in [2]m ∪ [2]n
and

M = ([2]m × [2]n) ∪ (({pI} ∪ [2]n)× [2]m),

Ω = {pIu0v0 . . . : (u0
!v0)(u1

!v1) . . . |= ϕ}.

Figure 10. Game for a realizability instance

for all u, u′ ∈ P ∗ with up, u′p ∈ dom(σ). So in this case, we can view a
strategy as a partial function Pα → P . In fact, we use such functions to
describe memoryless strategies.

We can now give the game-theoretic statement of the realizability prob-
lem. For an instance ϕ, consider the game G [ϕ] described in Figure 10.

Lemma 2.16. Let ϕ = ϕ(X0, . . . , Xm−1, Y0, . . . , Yn−1) be an S1S formula.
Then the following are equivalent:
(A) The instance ϕ of the realizability problem is solvable.
(B) Player 0 wins the game G [ϕ].
Moreover, ϕ is a positive instance of finite-state realizability if and only if
Player 0 has a finite-memory winning strategy in G [ϕ].

Proof. For the implication from (A) to (B), let f : [2]+m → [2]n be the
solution of an instance ϕ of the realizability problem. We define a par-
tial function σ : pI([2]m[2]n)∗[2]m → [2]n by setting σ(pIa0b1 . . . br−1ar) =
f(a0 . . . ar) where ai ∈ [2]m for i ≤ r and bj ∈ [2]n for j < r. It is easy to
see that σ is a winning strategy for Player 0 in G [ϕ]. Conversely, a win-
ning strategy σ for Player 0 can easily be transformed into a solution of the
instance ϕ of the realizability problem.

To prove the additional claim, one simply needs to observe that the
transformations used in the first part of the proof convert a finite-state
solution into a finite-memory strategy, and vice versa. The state set of the
finite-state machine used to show that a solution to the realizability problem
is finite-state can be used as memory in a proof that the winning strategy
constructed above is finite-memory, and vice versa. q.e.d.
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Let G be a game and A a deterministic parity automaton
with alphabet P such that L (A ) = Ω. The expansion of G
by A is the game

G ×A = (P0 ×Q,P1 ×Q, (pI , qI),M ′,π′)

where

M ′ = {((p, q), (p′, δ(q, p′))) : q ∈ Q ∧ (p, p′) ∈ ∆}

and π′((p, q)) = π(q) for all p ∈ P and q ∈ Q.

Figure 11. Product of a game with a deterministic parity automaton

In our definition of game, there is no restriction on the winning objective
Ω, but since we are interested in winning objectives specified in S1S, we
focus on parity winning conditions—remember that every S1S formula can
be turned into a deterministic parity automaton. It will turn out that
parity conditions are particularly apt to an algorithmic treatment while
being reasonably powerful.

2.4.2 Reduction to Finite Parity Games
A winning objective Ω of a game G is a parity condition if there is a natural
number n and a function π : P → n such that u ∈ Ω iff valπ(u) mod 2 = 0
for all u ∈ Pω. If this is the case, we replace Ω by π and speak of a parity
game.

We next show that if Ω is a winning objective and A a deterministic
parity automaton such that L (A ) = Ω, then we can “expand” a game
G with winning objective Ω into a parity game, simply by running A in
parallel with the moves of the players. The respective product construction
is given in Figure 11.

Lemma 2.17. Let G be a finite game and A a deterministic parity au-
tomaton such that L (A ) = Ω. Then the following are equivalent:
(A) Player 0 wins G .
(B) Player 0 wins G ×A .
Moreover, there exists a finite-memory winning strategy for Player 0 in G
iff there exists such a strategy in G ×A .

Proof. The proof is straightforward. We transform a winning strategy for
Player 0 in G into a winning strategy for Player 0 in G ×A and vice versa.
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First, we define uδ for every u ∈ P ∗ to be a word of the same length
where the letters are determined by uδ(i) = (u(i), δ∗(qI , u[0, i])) for every
i < |u|.

Let σ : P ∗P0 → P be a winning strategy for Player 0 in G . We transform
this into σ′ : (P ×Q)∗(P0 ×Q) → P ×Q by letting σ′(uδ) = σ(u) for every
u ∈ dom(σ). It is easy to check that this defines a strategy and that this
strategy is indeed winning.

Given a winning strategy σ′ : (P × Q)∗(P0 × Q) → P × Q, we define a
winning strategy σ : P ∗P0 → P for Player 0 simply by forgetting the second
component of the position. That is, for every u such that uδ ∈ dom(σ′) we
set σ(u) = σ′(uδ). Observe that this does not lead to any ambiguities, that
is, σ is well-defined, because A is a deterministic automaton. It is easy to
check that this defines a strategy and that this strategy is indeed winning.

If we have a finite-memory strategy σ for G , say with memory C, we
can use the same memory C and a modified update function to show that
σ′ as defined above is finite-state. Conversely, if we have a finite-memory
strategy σ′, say with memory C, we can use memory Q×C to show that σ
as constructed above is finite-memory, too. q.e.d.

Corollary 2.18. Let ϕ = ϕ(X0, . . . , Xm−1, Y0, . . . , Yn−1) be an instance of
the realizability problem for S1S and A a deterministic parity automaton
recognizing L (ϕ). Then the following are equivalent:
(A) The instance ϕ of the realizability problem is solvable.
(B) Player 0 wins the game G ×A .
Moreover, if Player 0 has a finite-memory winning strategy in G ×A , then
ϕ has a finite-state solution.

Using the fact that it can be determined effectively whether Player 0
wins a finite parity game (see Theorem 2.20 below), we obtain:

Theorem 2.19 (Büchi-Landweber, [BL69]). The realizability problem is
decidable for S1S.

2.4.3 Background on Games
In this section, we provide background on games, which we already used to
solve Church’s problem and which we need in various places.

Since plays of games may be infinite, it is not at all clear whether in a
given game one of the two players has a winning strategy, that is, whether
the game has a winner. When this is the case one says that the game
is determined. It is said to be memoryless determined if there exists a
memoryless winning strategy.

Theorem 2.20 (Emerson-Jutla-Mostowski, [EJ91b, Mos91]). Every parity
game is memoryless determined.
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That every parity game is determined follows immediately from a result
by Martin [Mar75].

For S1S realizability it is enough to know that the winner in a parity
game can be effectively determined. In a later section, we need to know
more about the computational complexity of this problem, in particular,
we need to know how it depends on the number of priorities occurring in a
game:

Theorem 2.21 (Jurdziński, [Jur00]). Every parity game with n positions,
m edges, and at most d different priorities in every strongly connected com-
ponent of its game graph can be decided in time O(n + mn%d/2&) and an
appropriate memoryless winning strategy can be computed within the same
time bound.

2.5 Notes
Büchi’s Theorem has been the blueprint for many theorems characterizing
monadic second-order logic by automata. The most important theorem to
mention is Rabin’s Theorem [Rab69], which extends Büchi’s Theorem to
the monadic theory of two successor relations and is the subject of the next
section. Other early results, besides the Büchi–Elgot–Trakthenbrot theo-
rem and Büchi’s Theorem, are a result by Büchi [Büc65] on ordinals and
a result by Doner [Don70] (see also Thatcher and Wright [TW68]), which
characterizes monadic second-order logic over finite trees in terms of au-
tomata and allows to prove that the weak monadic theory of two successor
relations is decidable. Later results deal, for instance, with finite and infi-
nite traces (certain partial orders) [Tho90b, EM93], see also [DG], pictures
(matrices with letters as entries) [GRST96], see also [GR, MS], and weighted
automata [DG05]. In some of these cases, the proofs are much harder than
for S1S and Büchi automata.

When establishing a characterization of automata in terms of monadic
second-order logic, proving part 2—the description of the behavior of an
automaton by a monadic second-order formula—is straightforward very of-
ten and leads to existential monadic second-order formulas, just as for S1S.
The other direction—from full monadic second-order logic to automata—
fails, however, for various automaton models because closure under com-
plementation (negation) cannot be shown. In such cases, a partial result
can sometimes nevertheless be obtained by showing that every existential
monadic second-order formula can be translated into an automaton. This
is, for instance, the case for pictures [GRST96], see also [MS].

Büchi’s Theorem characterizes monadic second-order logic in terms of
finite-state automata on infinite words. It is only natural to ask whether
there are fragments of monadic second-order logics or other logics similar in
expressive power to monadic second-order logic that can be characterized in
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a comparable fashion. We have already seen that the existential fragment
of S1S has the same expressive power as S1S, but one can prove that first-
order logic with ordering (and successor) or with successor only is strictly
less expressive than S1S. The first of the two logics can be characterized
just as in the case of finite words as defining exactly

(i) the star-free languages of infinite words,

(ii) the languages expressible in linear-time temporal logic, and

(iii) the languages of infinite words which are recognized by counter-free
automata

[Kam68, Tho79, Per86, Zuc86], the second can be characterized as the weak
version of locally threshold testability [Tho82].

Ever since Büchi’s seminal work automata on infinite words and formal
languages of infinite words have been a major topic in research, motivated
both from a mathematical and a computer science perspective. There have
been many (successful) attempts to adapt the facts known from classical
automata theory and the classical theory of formal languages to the set-
ting with infinite words, for instance, regular expressions were extended to
ω-regular expressions and the algebraic theory of regular languages was ex-
tended to an algebraic theory of ω-regular languages. But there are also
new issues that arise for infinite words, which are essentially irrelevant for
finite words. For example, the set of infinite words over a given alphabet
can easily be turned into a topological space and it is interesting to study
how complex languages are that can be recognized by finite-state automata.

One particularly interesting issue are the different types of acceptance
conditions that are available for automata on infinite words. In our exposi-
tion, we work with Büchi and parity acceptance, but there are many more
acceptance conditions which are suggested and widely used throughout the
literature. The most prominent are: Streett [Str82], Rabin [Rab69], and
Muller conditions [Mul63]. An important question regarding all these dif-
ferent acceptance conditions is which expressive power they have, depending
on whether they are used with deterministic or nondeterministic automata.
It turns out that when used with nondeterministic automata all the afore-
mentioned conditions are not more powerful than nondeterministic Büchi
automata and when used with deterministic automata they are all as pow-
erful as deterministic parity automata. In other words, each of the three
conditions is just as good as the parity condition. Given McNaughton’s
Theorem, this is not very difficult to show. In almost all cases, asymptoti-
cally optimal conversions between the various conditions are known [Saf88].
Recent improvements are due to Yan [Yan06].
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It is not only the type of acceptance condition that can be varied, but
also the type of “mode”. In this section, we have dealt with deterministic
and nondeterministic automata. One can either look for

(i) modes in between or

(ii) modes beyond nondeterminism.

As examples for (i) we mention unambiguous automata [Arn83], which are
Büchi automata which admit at most one accepting run for each word, and
prophetic automata [CPP], which are Büchi automata with the property
that there is exactly one run on each word (besides partial runs that cannot
be continued), be it accepting or not.

Examples for (ii) are alternating automata on infinite words, which are
explained in detail in Section 4. Since they are, in principle, stronger than
nondeterministic automata, they often allow for more succinct representa-
tions, which is why they have been studied extensively from a practical and
complexity-theoretic point of view. Moreover, they can often be used to
make automata-theoretic constructions more modular and transparent and
help to classify classes of languages. For instance, the Kupferman–Vardi
complementation construction for Büchi automata uses what are called
weak alternating automata as an intermediate model of automaton, see
also [Tho99].

As can be seen from the Büchi–Landweber theorem, games of infinite
duration are intimately connected with the theory of automata on infinite
words. This becomes even more obvious as soon as alternating automata
come into the picture, because they can be viewed as defining families of
games in a uniform fashion. These games play a similar role in the theory
of automata on infinite trees, as will be explained in the next section. Re-
gardless of this, these games are interesting in their own right and there is
an extensive literature on them. One of the major open problems is the
computational complexity of parity games. The best upper bounds are that
the problem is in UP ∩ co-UP, which is a result by Jurdziński [Jur98], that
it can be solved by subexponential algorithms, see, for instance, [JPZ06],
and polynomial time algorithms when the underlying game graphs belong
to certain restricted classes of graphs, see, for instance, [BDHK06].

3 Monadic-Second Order Logic of Two Successors
Büchi’s Theorem is a blueprint for Rabin’s result on monadic second-order
logic of two successors (S2S). The formulas of that logic are built just as
S1S formulas are built, except that there are two successor relations and not
only one. More precisely, while in S1S the atomic formulas are of the form
x ∈ X and suc(x, y) only, in S2S the atomic formulas are of the form x ∈ X,
suc0(x, y), and suc1(x, y), where suc0(x, y) and suc1(x, y) are read as “y is
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the left successor of x” and “y is the right successor of x”, respectively. S2S
formulas are interpreted in the full binary tree Tbin.

As a first simple example, we design a formula with one free set variable
X which holds true if and only if the set assigned to X is finite. This can
be expressed by saying that on every branch there is a vertex such that the
subtree rooted at this vertex does not contain any element from X. This
leads to:

∀Y (“Y is a branch of the binary tree” →
∃y(y ∈ Y ∧ ∀z(y ≤ z → ¬z ∈ X))),

where ≤ is meant to denote the prefix order on the vertices of Tbin. That
Y is a branch of Tbin can easily be expressed as a conjunction of several
simple conditions:

• Y is not empty, which can be stated as ∃x(x ∈ Y ),

• with each element of Y its predecessor (provided it exists) belongs
to Y , which can be stated as ∀x∀y(y ∈ Y ∧ (suc0(x, y)∨ suc1(x, y)) →
x ∈ Y ), and

• each element of Y has exactly one successor in Y , which can be stated
as ∀x∀y∀z(x ∈ Y ∧ suc0(x, y) ∧ suc1(x, z) → (y ∈ Y ↔ z /∈ Y )).

To conclude the example, we define x ≤ y by stating that every successor-
closed set containing x contains y as well:

∀X(x ∈ X ∧ ∀z∀z′(z ∈ X ∧ (suc0(z, z′) ∨
suc1(z, z′)) → z′ ∈ X) → y ∈ X).

Observe that we have a universally quantified set variable in this formula,
whereas in Section 2 we use an existentially quantified set variable to define
ordering for the natural numbers. In both situations, one can use either
type of quantifier.

As a second example, we consider the property that on every branch
there are only finitely many elements from X. This can be specified by:

∀Y (“Y is a branch of the binary tree” →
∃y(y ∈ Y ∧ ∀z(x ≤ z ∧ z ∈ Y → ¬z ∈ X))),

using the same auxiliary formulas from above.
The most important question about S2S is whether satisfiability is decid-

able. A positive answer to this question implies decidability of the monadic
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second-order theory of the binary tree and a number of related theories as
Rabin showed in his 1969 paper [Rab69].

That satisfiability of an S2S formula is decidable can, in principle, be
shown in the same way as the analogous statement for S1S: One first proves
that every S2S formula can be translated into an equivalent automaton—
this time a tree automaton—and then shows that emptiness for the au-
tomata involved is decidable. This is the approach that Rabin took in
[Rab69], and which we follow here, too.

3.1 Rabin’s Theorem
In his original paper [Rab69] Rabin used what we nowadays call Rabin tree
automata to characterize S2S. We use the same model of tree automaton
but with a simpler acceptance condition, the parity acceptance condition,
which we also use in the context of S1S.

It is not clear right away how a tree automaton model should look like,
but it turns out that it is reasonable to envision a tree automaton as follows.
Starting in an initial state at the root of the tree the automaton splits up
into two copies, one which proceeds at the left successor of the root and
one which proceeds at the right successor of the root. The states which are
assumed at these vertices are determined by the initial state and the label of
the root. Then, following the same rules, the copy of the automaton residing
in the left successor of the root splits up into two copies which proceed at
the left successor of the left successor of the root and the right successor of
the left successor of the root, and so on. In this way, every vertex of the
tree gets assigned a state, and a tree is accepted if the state labeling of each
branch satisfies the acceptance condition.

Formally, a parity tree automaton is a tuple

A = (A,Q, qI , ∆,π),

where A, Q, and π are as with parity (word) automata (see Section 2.3.1),
qI is an initial state instead of a set of initial states, and ∆ is a transition
relation satisfying ∆ ⊆ Q×A×Q×Q. Such an automaton runs on full A-
labeled binary trees which are given implicitly. A run of A on a binary tree
t : 2∗ → A is a binary tree r : 2∗ → Q such that (r(u), t(u), r(u0), r(u1)) ∈ ∆
for all u ∈ 2∗. It is accepting if for every infinite branch u ∈ 2ω its labeling
satisfies the parity condition, that is, if valπ(r(u(0))r(u(1)) . . . ) mod 2 = 0.

As an example, consider the set L of all binary trees over {0, 1} with
only finitely many vertices labeled 1 on each branch, which is very similar
to the second property discussed above. It is straightforward to construct
a parity tree automaton that recognizes L. The main idea is to use two
states, q0 and q1, to indicate which label has just been read and to use the
parity condition to check that on every path there are only finitely many
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vertices labeled q1. In other words, we have A = {0, 1}, Q = {qI , q0, q1},
∆ = {(q, a, qa, qa) : a ∈ A, q ∈ Q}, π(qI) = 0, and π(qa) = a + 1 for a ∈ A.

Rabin, in [Rab69], proved a complete analogue of Büchi’s theorem. We
state Rabin’s Theorem using the same notation as in the statement of
Büchi’s Theorem, which means, for instance, that we write L (A ) for the
set of all trees accepted by a parity tree automaton A .

Theorem 3.1 (Rabin, [Rab69]).

(i) There exists an effective procedure that given an S2S formula ϕ =
ϕ(V0, . . . , Vm−1) outputs a parity tree automaton A such that L (A ) =
L (ϕ).

(ii) There exists an effective procedure that given a parity tree automaton
A over an alphabet [2]m outputs a formula ϕ = ϕ(V0, . . . , Vm−1) such
that L (ϕ) = L (A ).

To prove part 2 one can follow the same strategy as with S1S: One sim-
ply constructs a formula that describes an accepting run of a given parity
tree automaton. Proofs of part 2 of Theorem 3.1 can also be carried out
as with S1S: One uses a simple induction on the structure of the formula.
The induction base and all but one case to be considered in the inductive
step are almost straightforward. The difficult step is—just as with Büchi
automata—negation. One has to show that the complement of a tree lan-
guage recognized by a parity tree automaton can be recognized by a parity
tree automaton, too. This result, also known as Rabin’s complementation
lemma, can be proved in different ways. We present a proof which, in spirit,
is very similar to what can be found in Büchi’s [Büc77] and Gurevich and
Harrington’s [GH82] work. At its heart, there is a game-theoretic descrip-
tion of acceptance (Section 3.2). The complementation construction itself
has the determinization from Theorem 2.14 built in (Section 3.3).

3.2 The Automaton-Pathfinder Game
Let A be a parity tree automaton as above and t : 2∗ → A a binary tree.
We consider a parity game where one can think of Player 0 as proving to
Player 1 that t is accepted by A , as follows. The game starts at the root
of the tree and Player 0 suggests a transition which works at the root of
the tree, which means it must start with the initial state and it must show
the symbol the root is labeled with. Then Player 1 chooses the left or right
successor of the root, say she chooses the left successor. Now it’s Player 0’s
turn again. He must choose a transition which works for the left successor,
which means it must start with the state chosen for the left successor in the
transition chosen in the previous round and it must show the symbol the left
successor is labeled with. Then Player 1 chooses one of the two successors,
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Let A be a parity tree automaton and t : 2∗ → A a tree over
the same alphabet. The automaton-pathfinder game for A
and t is the parity game G [A , t] defined by

G [A , t] = (2∗ ×Q, 2∗ ×∆, (ε, qI),M0 ∪M1,π
′)

where

• for every word u ∈ 2∗, state q ∈ Q,
and (q, t(u), q0, q1) ∈ ∆, the move
((u, q), (u, (q, t(u), q0, q1)) belongs to M0,

• for every word u ∈ 2∗, transition (q, t(u), q0, q1) ∈ ∆,
and i < 2, the move ((u, (q, t(u), q0, q1), (ui, qi)) be-
longs to M1, and

• π′((u, q)) = π(q) for all u ∈ 2∗ and q ∈ Q.

Figure 12. Automaton-pathfinder game

and so on. As the play proceeds, a sequence of transitions is constructed.
Player 0 wins this play when the respective sequence of the source states of
the transitions satisfies the parity condition.

The precise definition of the parity game is given in Figure 12. Observe
that for convenience the priority function is only partially defined. This
does not cause any problems since there is an infinite number of vertices
with priorities assigned to them on every path through the game graph.

Lemma 3.2 (Gurevich-Harrington, [GH82]). Let A be a parity tree au-
tomaton and t : 2∗ → A a tree over the same alphabet. Then the following
are equivalent:
(A) A accepts t.
(B) Player 0 wins G [A , t].

Proof. For the implication from (A) to (B), we show how to convert an
accepting run r : 2∗ → Q of A on t into a winning strategy for Player 0 in
G [A , t]. A strategy σ for Player 0 is defined on words of the form

u = (ε, q0)(ε, τ0)(a0, q1)(a0, τ1)(a0a1, q2) . . . (a0 . . . an−1, qn)

with q0 = qI , qi ∈ Q for i ≤ n, τi ∈ ∆, and ai ∈ {0, 1} for i < n.
For such a word u, we set vu = a0 . . . an−1. After the explanations given
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Let A be a parity tree automaton. The emptiness game
G∅[A ] is defined by

G∅[A ] = (Q,∆, qI ,M0 ∪M1,π)

where

• for q ∈ Q and (q, a, q0, q1) ∈ ∆, the move
(q, (q, a, q0, q1)) belongs to M0,

• for every (q, a, q0, q1) ∈ ∆ and i < 2, the move
((q, a, q0, q1), qi) belongs to M1.

Figure 13. Emptiness game for a parity tree automaton

above on how one should think of the game, it should be clear that we set
σ(u) = (u, (qn, a, q0, q1)) with qi = r(vui) for i < 2. It is easy to check
that this defines a winning strategy, because every play conform with σ
corresponds to a branch of the run r.

Conversely, assume σ is a winning strategy for Player 0 in the above
game. Then an accepting run r can be defined as follows. For every partial
play u as above which is conform with σ, we set r(vu) = qn. It is straight-
forward to check that this defines an accepting run, because every path in
r corresponds to a play of G [A , t] conform with σ. q.e.d.

There is a similar parity game—the emptiness game—which describes
whether a given parity tree automaton accepts some tree. In this game,
when Player 0 chooses a transition, he does not need to take into account any
labeling; he simply needs to make sure that the transition is consistent with
the previously chosen transition. The full game is described in Figure 13.

With a proof similar to the one of Lemma 3.2, one can show:

Lemma 3.3. Let A be a parity tree automaton. Then L (A ) .= ∅ if and
only if Player 0 wins G∅[A ].

Taking Theorem 2.21 into account, we obtain:

Corollary 3.4 (Rabin, [Rab69]). The emptiness problem for parity tree
automata is decidable.

Rabin proved, in some sense, a stronger result, because he used tree au-
tomata with Rabin acceptance condition. As a further consequence, taking
Rabin’s Theorem into account, we note:
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Corollary 3.5 (Rabin, [Rab69]). Satisfiability is decidable for S2S.

3.3 Complementation of Parity Tree Automata
We can finally turn to the question of how to arrive at a parity tree au-
tomaton for the complement of a set of trees accepted by a given parity
tree automaton. We are given a parity tree automaton A and we want to
construct a parity tree automaton which recognizes L (A )C , where for each
tree language L over some alphabet A we write LC for the set of all trees
over A which do not belong to L.

We describe the entire construction as a composition of several simpler
constructions. More precisely, we first show that for every tree in the com-
plement there exists a tree over an enhanced alphabet which witnesses its
membership to the complement. The second step is to prove that the set
of these witnesses can be recognized by a universal parity tree automaton.
The third step consists in showing that universal parity tree automaton can
be converted into (ordinary nondeterministic) parity tree automata, and the
final step shows how to reduce the enhanced alphabet to the real one.

The first key step is to combine the automaton-pathfinder game with
memoryless determinacy. To this end, we encode memoryless (winning)
strategies for the pathfinder in trees. Observe that a memoryless strategy
for the pathfinder in G [A , t] for some automaton A and some tree t is
simply a (partial) function σ : 2∗ × ∆ → 2∗ × Q. Since, by construction
of G [A , t], we always have σ(u, (q, a, q0, q1)) = (ui, qi) for some i < 2, we
can view such a function as a function 2∗ ×∆ → 2, which, in turn, can be
viewed as a function 2∗ → 2∆. The latter is simply a 2∆-labeled tree. When
we further encode the given tree t in that tree, we arrive at the following
notion of complement witness for (A× 2∆)-labeled trees.

Let A be a parity tree automaton and t′ : 2∗ → A × 2∆ a tree. For
simplicity, we write t′(u) as (au, fu) for every u ∈ 2∗. The tree t′ is a
complement witness if for every branch u ∈ 2ω the following holds. If
τ0τ1 · · · ∈ ∆ω with τi = (qi, au[0,i), q

0
i , q1

i ) is such that q0 = qI and qi+1 = qb
i

where b = fu[0,i)(τi) for every i, then valπ(q0q1 . . . ) mod 2 = 1, that is,
q0q1 . . . is not accepting with respect to π.

After the explanation given above, Theorem 2.20 now yields the lemma
below, where we use the following notation. Given a tree t′ : 2∗ → A × B
for alphabet A and B, we write pr0(t′) for the tree defined by pr0(t′)(u) =
pr0(t′(u)) for every u ∈ 2∗, that is, we simply forget the second component
of every label.

Lemma 3.6. Let A be a parity tree automaton and t : 2∗ → A a tree over
the same alphabet. Then the following are equivalent:
(A) t ∈ L (A )C .
(B) There is a complement witness t′ for A such that pr0(t′) = t. q.e.d.
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Using more notation, we can state the above lemma very concisely. First,
we extend projection to tree languages, that is, given a tree language L over
some alphabet A × B, we write pr0(L) for {pr0(t) : t ∈ L}. Second, given
a parity tree automaton A , we write C (A ) for the set of all complement
witnesses for A . Then Lemma 3.6 simply states:

Remark 3.7. For every parity tree automaton A ,

L (A )C = pr0(C (A )).

So, clearly, once we have a parity tree automaton for C (A ), we also
have a parity tree automaton for L (A )C, because we only need to omit the
second component from the letters in the transition function to obtain the
desired automaton.

It is not straightforward to find a parity tree automaton that recognizes
C (A ); it is much easier to show that C (A ) is recognized by a universal
parity tree automaton. Such an automaton is a tuple

A = (A,Q, qI , ∆,π)

where A, Q, qI , and π are as with parity tree automata and ∆ ⊆ Q× A×
2 × Q. Let t : 2∗ → A be a tree over A. A word r ∈ Qω is said to be a
run for branch u ∈ 2ω if (r(i), t(u[0, i)), u(i), r(i + 1)) ∈ ∆ for every i and
r(0) = qI . A tree is accepted if every r ∈ Qω which is a run for some branch
satisfies the parity acceptance condition.

We can now rephrase Lemma 3.6 in terms of the new automaton model.
We can express the complement of a tree language recognized by a parity
tree automaton as the projection of a tree language recognized by a universal
parity tree automaton. The latter is defined in Figure 14. Observe that the
runs for the branches in this automaton correspond to the words τ0τ1 . . . in
the definition of complement witness.
We immediately obtain:

Remark 3.8. For every parity tree automaton A ,

C (A ) = L (A cw).

To complete the description of the complementation procedure, we need
to explain how a universal parity tree automaton can be converted into a
parity tree automaton. One option for such a construction is depicted in
Figure 16. It uses McNaughton’s Theorem, namely that every nondetermin-
istic Büchi automaton can be turned into a deterministic parity automaton.
The idea is that the tree automaton follows all runs of a given branch at
the same time by running a deterministic word automaton in parallel.
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Let A be a parity tree automaton. The universal parity tree
automaton A cw is defined by

A cw = (A× 2∆, Q, qI ,∆′,π + 1)

where (q, (a, f), d, q′) ∈ ∆′ if there exists τ = (q, a, q0, q1) ∈
∆ such that f(τ) = d and qd = q′, and where π + 1 stands
for the priority function π′ defined by π′(q) = π(q) + 1.

Figure 14. Universal parity tree automaton for complement witnesses

Let Q be a finite set of states and π : Q → ω a priority function. Let Q
be the alphabet consisting of all binary relations over Q. Then every word
u ∈ Qω generates a set of infinite words v ∈ Qω, denoted 〈u〉, defined by

〈u〉 = {v ∈ Qω : ∀i((v(i), v(i + 1)) ∈ u(i))},

and called the set of paths through u, because one can think of 〈u〉 as the
set of all infinite paths through the graph which is obtained by “collat-
ing” u(0), u(1), . . . . We are interested in a deterministic parity automaton
A [Q,π] which checks that all paths through a given u satisfy the given par-
ity condition, that is, which has the following property. For every u ∈ Qω,

u ∈ L (A [Q,π]) iff ∀v(v ∈ 〈u〉 → valπ(v) mod 2 = 0). (1.1)

Using Theorem 2.14, such an automaton, which we call a generic automaton
for Q and π, can easily be constructed, as can be seen from Figure 15.
Observe that, by construction,

u ∈ L (C ) iff ∃v(v ∈ 〈u〉 ∧ valπ(v) mod 2 = 1),

for every u ∈ Qω. We conclude:

Remark 3.9. Let Q be a finite state set and π : Q → ω a priority function.
Then 1.1 holds for every u ∈ Qω.

Given the generic automaton, it is now easy to convert universal tree
automata into nondeterministic ones: One only needs to run the generic
automaton on all paths. This is explained in detail in Figure 16.

Lemma 3.10. Let A be a universal parity tree automaton. Then L (A ) =
L (A nd).
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Let Q be a finite set of states and π : Q → ω a priority
function. Consider the parity word automaton

B = (Q, Q,QI , ∆,π + 1)

where ∆ = {(q, R, q′) : (q, q′) ∈ R}. Let C be an equivalent
Büchi automaton (Figure 7) and D a deterministic parity au-
tomaton equivalent to C (Figure 9). The automaton A [Q,π]
is defined by

A [Q,π] = (Q, QD , qD
I , δD ,π + 1).

Figure 15. Generic automaton for state set and priority function

Proof. For convenience, we write B for A [QA ,πA ].
First observe that for every t : 2∗ → A there is exactly one run of A nd

on t. This is because ∆ is such that for every s ∈ S and a ∈ A, there is
exactly one transition in ∆ of the form (s, a, s0, s1). For a given t, let rt

denote this run. So in order to determine whether a tree is accepted by
A nd, we only need to determine whether rt is accepting. To this end, we
consider a branch w ∈ 2ω of this tree.

By construction of A nd, the labeling of w in rt is the run of B on
u = Ru

0Ru
1 . . . where Ru

i = Rt(w[0,i)),w(i). So 〈u〉 is the set of runs of A
on branch w. In view of Remark 3.9, this implies that w is accepting as a
branch of rt if and only if all runs of A on w are accepting. From this, the
claim of the lemma follows immediately. q.e.d.

This was also the last missing piece in the construction from a given
parity tree automaton to a parity tree automaton for its complement:

Lemma 3.11 (Rabin, [Rab69]). There is an effective procedure that turns
a given parity tree automaton A into a parity tree automaton A C that
recognizes the complement of the language recognized by A . q.e.d.

3.4 Notes
Rabin’s Theorem is important from a mathematical (logical) point of view
because it is a very strong decidability result and can as such be used to
show the decidability of many theories, see, for instance, Rabin’s original
paper [Rab69] and the book [BGG97]. A very specific question to ask is
how one can prove that the monadic second-order (or first-order) theory
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Let A be a universal parity tree automaton and assume
that the generic automaton for QA and πA is given as
A [QA ,πA ] = (QA , S, sI , δ, π). The parity tree automaton
A nd is defined by

A nd = (A,S, sI , ∆,π)

where for every a ∈ A and s ∈ S,

τs,a = (s, a, δ(s,Ra,0), δ(s,Ra,1))

with Ra,d = {(q, q′) : (q, a, d, q′) ∈ ∆A } for d < 2 and

∆ = {τs,a : a ∈ A ∧ s ∈ S}.

Figure 16. From universal to nondeterministic parity tree automata

of a certain structure is decidable using the fact that it is decidable for
the binary tree. There is a wide spectrum of techniques that have been
developed to this end and are explained in detail in [BCL], see also [Cau].

It may seem that the results proved for S1S and automata on infinite
words extend to S2S and automata on infinite trees in a straightforward
fashion. This is true in many respects, but there are important differences.
Most importantly, it is neither true that every tree language recognized by
a parity tree automaton can be recognized by a Büchi tree automaton nor is
it true that WS2S is equally expressive as S2S. There is, however, an inter-
esting connection between Büchi tree automata and WS2S: a set of trees is
definable in WS2S if and only if it is recognized by a Büchi tree automaton
and its complement is so, too, which was proved by Rabin [Rab70]. More-
over, being definable in WS2S is equivalent to being recognized by a weak
alternating tree automaton [KV99]. It is true though that every S2S for-
mula is equivalent to an existential S2S formula. Also note that the second
formula given as example at the beginning of this section is one which can-
not be recognized by a Büchi tree automaton, let alone specified in WS2S.
Another noticeable difference between automata on infinite words and au-
tomata on infinite trees is that unambiguous tree automata are weaker than
nondeterministic ones, which is a result due to Niwiński and Walukiewicz
[NW]. Its proof was recently simplified considerably by Carayol and Löding
[CL07].
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The most complicated automata-theoretic building block of our proof
of Rabin’s theorem is McNaughton’s Theorem, the determinization of word
automata. It is not clear to which extent McNaughton’s Theorem is neces-
sary for the proof of Rabin’s Theorem. The proof presented here is based
on a translation in the sense that for every S2S formula ϕ we construct
an automaton A such that L (A ) = L (ϕ) and it makes full use of a
determinization construction. There are other proofs, such as the one by
Kupferman and Vardi [KV05], which do not rely on the entire construction
but only on the fact that there are determinization constructions with a
certain bound on the number of states. These constructions, however, yield
a slightly weaker result in the sense that they only reduce S2S satisfiability
to tree automaton emptiness. In the proof presented here, determinization
is used to turn a universal automaton into a nondeterministic one, which
could be called a de-universalization construction. It would be interesting
to see if one can also go in the reverse direction, that is, whether there is
a determinization construction which can be built on a de-universalization
construction.

At the end of the previous section, we mentioned that topological ques-
tions are interesting in the context of infinite words and automata on infinite
words. This is even more true for infinite trees, see [ADNM].

4 Linear-Time Temporal Logic

Although originally introduced in this context, S1S and WS1S have only
very rarely been used to specify properties of (finite-state) devices (see
[HJJ+95] for a noticeable exception). For S2S, this is even more true; it
has almost always been used to obtain decidability for logical theories as
pointed out in Section 3. But the ever-increasing number of real compu-
tational devices and large-scale production lines of such devices has called
for appropriate specification logics. In this section, we consider a logic that
was introduced in this regard and show how it can be dealt with using au-
tomata theory, in particular, we show how specifically tailored automata can
be used to obtain optimal upper bounds for problems such as satisfiability,
conformance—in this context called model checking—, and realizability.

4.1 LTL and S1S

Linear-time temporal logic (LTL) is a modal logic designed to specify tempo-
ral relations between events occurring over time, designed by Kamp [Kam68]
to formally describe temporal relationships expressible in natural language
and introduced into computer science by Pnueli [Pnu77] (see also the work
by Burstall [Bur74] and Kröger [Krö77]) as an appropriate specification lan-
guage for systems with nonterminating computations. Nowadays, LTL is
widely spread and used in practice.
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From a syntactic point of view LTL is propositional logic augmented by
temporal operators. LTL formulas are built from tt and propositional vari-
ables using negation (¬), disjunction (∨), and the binary temporal operator
XU called “strict until” and used in infix notation. For instance, when p is
a propositional variable, then ¬p∧ tt XU p is an LTL formula. When P is a
finite set of propositional variables and ϕ an LTL formula with propositional
variables from P , then ϕ is called a formula over P .

LTL formulas are typically interpreted in infinite words, more precisely,
given a finite set P of propositional variables, an LTL formula ϕ over P , a
word u ∈ (2P )ω, and i ≥ 0, it is defined what it means that ϕ holds in u at
position i, denoted u, i |= ϕ:

• u, i |= tt,

• u, i |= p if p ∈ u(i), for every p ∈ P ,

• u, i |= ¬ϕ if u, i .|= ϕ, for every LTL formula ϕ over P ,

• u, i |= ϕ∨ψ if u, i |= ϕ or u, i |= ψ, for LTL formulas ϕ and ψ over P ,
and

• u, i |= ϕ XU ψ if there exists j > i such that u, j |= ψ and u, i′ |= ϕ for
all i′ such that i < i′ < j.

So ϕXUψ means that the formula ϕ holds true in the future until a point is
reached where ψ holds true. For a word u as above and an LTL formula ϕ
we say that ϕ holds in u, denoted u |= ϕ, if u, 0 |= ϕ. The language defined
by ϕ is L (ϕ) = {u ∈ (2P )ω : u |= ϕ}, where, for convenience, we do not
refer to P in the notation.

Clearly, there are many more basic temporal relations than just “until”.
So, often, other temporal operators are used:

• “next” is denoted X and defined by Xϕ = ¬tt XU ϕ,

• “sometime in the future” is denoted XF and defined by XFϕ = ttXUϕ,
and

• “always in the future” is denoted XG and defined by XGϕ = ¬XF¬ϕ.

In many situations, it is convenient to include the current point in time,
which leads to defining F by Fϕ = ϕ∨XFϕ and, similarly, G by Gϕ = ¬F¬ϕ
as well as U by ϕ U ψ = ψ ∨ (ϕ ∧ ϕ XU ψ).

It is remarkable that Kamp in his 1968 thesis [Kam68] proved that every
temporal relation expressible in natural (English) language can be expressed
in linear-time temporal logic as defined above. As a yardstick for what is
expressible in natural language he used first-order logic, considering formula
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with one free variable. To be precise, to obtain his result Kamp also had
to add a past version of until, called since. That until by itself is enough to
express everything expressible in first-order logic when only sentences are
considered was proved by Gabbay, Pnueli, Shelah, and Stavi [GPSS80].

A typical LTL formula is

G(pr → XFpa)

which expresses that for every occurrence of pr there is a later occurrence
of pa, or, simply, every “request” is followed by an “acknowledge”.

Another, more complicated, example is a formula expressing that com-
peting requests are served in order. We assume that r0 and r1 are propo-
sitional variables indicating the occurrence of requests and a0 and a1 are
matching propositional variables indicating the occurrence of acknowledg-
ments. We want to specify that whenever an r0 request occurs while no r1

request is pending, then a1 does not occur before the next occurrence of a0.
We first specify that starting from an r0 request there is an a1 acknowl-

edgment before an a0 acknowledgment:

α = r0 ∧ (¬a0 XU (a1 ∧ ¬a0)).

Next, we observe that there are two different types of situations where
an r0 request can occur while no r1 request is pending. The first type
of situation is when there has been no r1 request before the r0 request in
question. The second type is when a1 occurred before the r0 request in
question and in between there has been no r1 request. For each type of
situation, we have a separate disjunct in our formula:

¬(¬r1 U (¬r1 ∧ α)) ∨ ¬F(a1 ∧ ¬r1 U (¬r1 ∧ α)).

Clearly, in the context of LTL all the algorithmic problems discussed for
S1S—satisfiability, conformance (model checking), and realizability—can be
discussed. For instance, we can ask whether a given formula ϕ over P is
satisfiable in the sense that there exists a word u ∈ (2P )ω such that u |= ϕ
or, given ϕ and a finite-state automaton D over 2P , we can ask whether
u |= ϕ for all u ∈ L (D).

We can show in just one step that all these problems are decidable,
namely by showing that every LTL formula is equivalent to an S1S formula;
the results from Section 2 then apply. Unfortunately, the decision proce-
dures that one obtains in this way have a nonelementary complexity. We
can do better by using specifically tailored automata-theoretic construc-
tions. We first present, however, the translation into S1S and then only
turn to better decision procedures.

We start by defining the notion of equivalence we use to express the cor-
rectness of our translation. Let P = {p0, . . . , pr−1} be a set of propositional
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variables. Rather than interpreting LTL formulas over P in words over 2P ,
we interpret them in words over [2]r, where we think of every letter a ∈ 2P

as the letter b ∈ [2]r with b[j] = 1 iff pj ∈ a for every j < r. We say that an
S1S formula ψ = ψ(V0, . . . , Vr−1) is equivalent to an LTL formula ϕ over P
if for every u ∈ [2]ωr the following holds: u |= ϕ iff u |= ψ.

In the proposition below, we make a stronger statement, and this involves
the notion of global equivalence, which is explained next. Given a word
u ∈ [2]ωr , a position i, and an S1S formula ψ = ψ(V0, . . . , Vr−1, x) where
x is a first-order variable, we write u, i |= ψ if ψ holds true when the set
variables are assigned values according to u and x is assigned i. We say
that ψ is globally equivalent to an LTL formula ϕ over P if the following
holds: u, i |= ϕ iff u, i |= ψ for every u ∈ [2]ωr and every i.

Proposition 4.1. Let P = {p0, . . . , pr−1} be a finite set of propositional
variables and x a first-order variable. For every LTL formula ϕ over P a
globally equivalent S1S formula ϕ̃ = ϕ(V0, . . . , Vr−1, x) can be constructed.

Observe that ∃x(∀y¬suc(y, x) ∧ ϕ̃) will be equivalent to ϕ.

Proof. A proof can be carried out by a straightforward induction on the
structure of ϕ. When ϕ = tt, we choose ϕ̃ = (x = x), and when ϕ = pj , we
take ϕ̃ = x ∈ Vj .

In the inductive step, we distinguish various cases. When ϕ = ¬ψ, we
can choose ϕ̃ = ¬ψ̃. Similarly, when ϕ = ψ ∨ χ, we can choose ϕ̃ = ψ̃ ∨ χ̃.
Finally, assume ϕ = ψ XU χ. Then we choose

ϕ̃ = ∃z(x < z ∧ χ̃(V0, . . . , Vr−1, z) ∧ ∀y(x < y < z → ψ̃(V0, . . . , Vr−1, y))),

which simply reflects the semantics of XU. q.e.d.

Observe that the above proof even shows that every formula is equivalent
to a first-order formula (without set quantification but with ordering), and
a slightly more careful proof would show that three first-order variables
are sufficient [IK89]. Kamp’s seminal result [Kam68] is the converse of the
above proposition when first-order logic with ordering is considered instead
of S1S.
As a consequence of Proposition 4.1, we can state:

Corollary 4.2. LTL satisfiability, model-checking, and realizability are de-
cidable.

This result is not very satisfying, because in view of [SM73, Sto74] the
decision procedures obtained in this way have nonelementary complexity.
As it turns out, it is much better to translate LTL directly into Büchi
automata and carry out the same constructions we have seen for S1S all
over again. The key is a good translation from LTL into Büchi automata.
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4.2 From LTL to Büchi Automata
Vardi and Wolper [VW86a, VW94] were the first to describe and advocate a
separate translation from LTL into Büchi automata, resulting in essentially
optimal bounds for the problems dealt with in Section 2. These bounds
were originally achieved by Sistla and Clarke [SC82, SC85], for satisfiability
and model checking, and by Pnueli and Rosner [PR89], for realizability.

There are several ways of translating LTL into Büchi automata. We
present two translations, a classical and a modern translation: the first one
goes from an LTL formula via a generalized Büchi automaton to an ordi-
nary Büchi automaton, while the second one goes via very weak alternating
automata.

Both of the constructions we are going to present are based on formulas
in positive normal form, which we define next. The operator “release”,
denoted XR, is defined by ϕXRψ = ¬(¬ϕXU¬ψ). In a certain sense, ϕXRψ
expresses that the requirement of ψ to hold is released by the occurrence of
ϕ. LTL formulas in positive normal form are built starting from tt, ff, p,
and ¬p using ∨, ∧, XU, and XR, that is, negations are only allowed to occur
right in front of propositional variables.

The following identities show that every LTL formula can be transformed
into an equivalent LTL formula in positive normal form which is not longer
than the given one.

Lemma 4.3. For LTL formulas ϕ and ψ over a finite set P of propositional
variables, u ∈ (2P )ω, and i ≥ 0, the following holds:

u, i |= ¬tt iff u, i |= ff,

u, i |= ¬¬ϕ iff u, i |= ϕ,

u, i |= ¬(ϕ ∨ ψ) iff u, i |= ¬ϕ ∧ ¬ψ,

u, i |= ¬(ϕ XU ψ) iff u, i |= ¬ϕ XR ¬ψ.

Proof. A proof can be carried out in a straightforward fashion, using the
definition of the semantics of LTL. q.e.d.

As mentioned above, the other ingredient for our translation are gener-
alized Büchi automata, introduced in [GPVW95]. Such an automaton is a
tuple

A = (A,Q,QI ,∆,F )

where the first four components are as with ordinary Büchi automata, the
only difference is in the last component: F is a set of subsets of Q, each
called an acceptance set of A . A run r is accepting if for every acceptance set
F ∈ F there exist infinitely many i such that r(i) ∈ F . So generalized Büchi
automata can express conjunctions of acceptance conditions in a simple way.
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The essential idea for constructing a generalized Büchi automaton equiv-
alent to a given LTL formula is as follows. As the automaton reads a given
word it guesses which subformulas are true. At the same time it verifies
its guesses. This is straightforward for almost all types of subformulas, for
instance, when the automaton guesses that ¬p is true, it simply needs to
check that p /∈ a if a is the current symbol read. The only subformulas that
are difficult to handle are XU-subformulas, that is, subformulas of the form
ψ XU χ. Checking that such a subformula is true cannot be done directly
or in the next position in general because the “satisfaction point” for an
XU-formula—the position where χ becomes true—can be in the far future.
Of course, by keeping ψ XU χ in the state the automaton can remember
the obligation to eventually reach a satisfaction point, but the acceptance
condition is the only feature of the automaton which can be used to really
check that reaching the satisfaction point is not deferred forever.

The complete construction is described in Figure 17; it uses sub(ϕ) to
denote the set of all subformulas of a formula ϕ including ϕ itself. Note that
for every XU-subformula ψ XU χ there is a separate acceptance set, which
contains all states which do not have an obligation for eventually satisfying
this subformula or satisfy it in the sense that χ is an obligation too.

Theorem 4.4 (Gerth-Peled-Vardi-Wolper, [GPVW95]). Let P be a finite
set of propositional variables and ϕ an LTL formula over P with n subfor-
mulas and k XU-subformulas. Then A [ϕ] is a generalized Büchi automaton
with 2n states and k acceptance sets such that L (A [ϕ]) = L (ϕ).

Proof. We first show L (A [ϕ]) ⊆ L (ϕ). Let u ∈ L (A [ϕ]) and let r be an
accepting run of A [ϕ] on u. We claim that for every i, if ψ ∈ r(i), then
u, i |= ψ. The proof is by induction on the structure of ψ. If ψ = tt, ψ = ff,
ψ = p, or ψ = ¬p, then this follows directly from (i) or (ii). If ψ = χ∨ζ, the
claim follows from the induction hypothesis and (iii). Similarly, the claim
holds for a conjunction.

Assume ψ = χ XR ζ. Then (vi) tells us that

(a) χ XR ζ, ζ ∈ r(j) for every j > i or

(b) there exists j ≥ i such that χ XR ζ, ζ ∈ r(i′) for i′ with i < i′ < j and
χ, ζ ∈ r(j).

From the induction hypothesis and (a), we can conclude that we have
u, i′ |= ζ for all i′ > i, which means u, i |= ψ. Similarly, from the in-
duction hypothesis and (b), we can conclude that we have u, i′ |= ζ for all
i′ such that i < i′ ≤ j and u, j |= χ, which implies u, i |= ψ, too.

Finally, assume ψ = χ XU ζ. From (v), we obtain that

(a) χ XU ζ ∈ r(j) for all j > i or
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Let P be a finite set of propositional variables and ϕ an LTL
formula over P in positive normal form. The generalized
Büchi automaton for ϕ with respect to P , denoted A [ϕ], is
defined by

A [ϕ] = (2P , 2sub(ϕ), QI , ∆, F )

where a triple (Ψ, a,Ψ′) with Ψ, Ψ′ ⊆ sub(ϕ) and a ∈ 2P

belongs to ∆ if the following conditions are satisfied:

(i) ff /∈ Ψ,

(ii) p ∈ Ψ iff p ∈ a, for every p ∈ P ,

(iii) if ψ ∨ χ ∈ Ψ, then ψ ∈ Ψ or χ ∈ Ψ,

(iv) if ψ ∧ χ ∈ Ψ, then ψ ∈ Ψ and χ ∈ Ψ,

(v) if ψ XU χ ∈ Ψ, then χ ∈ Ψ′ or {ψ, ψ XU χ} ⊆ Ψ′,

(vi) if ψ XR χ, then {ψ, χ} ⊆ Ψ′ or {χ,ψ XR χ} ⊆ Ψ′,

and where

QI = {Ψ ⊆ sub(ϕ) : ϕ ∈ Ψ},
F = {FψXUχ : ψ XU χ ∈ sub(ϕ)},

with FψXUχ defined by

FψXUχ = {Ψ ⊆ sub(ϕ) : χ ∈ sub(ϕ) or ψ XU χ /∈ Ψ}.

Figure 17. From LTL to generalized Büchi automata

(b) there exists j such that χ XU ζ ∈ r(i′) for all i′ with i < i′ < j and
ζ ∈ r(j).

Just as with XR, we obtain u, i |= ψ from the induction hypothesis and
(b). So we only need to show that if (a) occurs, we also have (b). Since
r is accepting, there is some Ψ ∈ FχXUζ such that r(j) = Ψ for infinitely
many j. Assuming (a), we can can conclude ζ ∈ Ψ, which, by induction
hypothesis, means we also have (b).
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For the other inclusion, L (ϕ) ⊆ L (A [ϕ]), we simply show that for a
given u such that u |= ϕ the word r defined by r(i) = {ψ ∈ sub(ϕ) : u, i |= ψ}
is an accepting run of A [ϕ] on u. To this end, we need to show that

(a) r starts with an initial state,

(b) (r(i), u(i), r(i + 1)) ∈ ∆ for all i, and

(c) r(i) ∈ FψXUχ for infinitely many i, for every formula ψ XU χ ∈ sub(ϕ).

That (a) is true follows from the assumption u |= ϕ. Condition (b) is
true simply because of the semantics of LTL. To see that (c) is true, let
ψ XU χ ∈ sub(ϕ). We distinguish two cases. First, assume there exists i
such that u, j .|= χ for all j > i. Then u, j .|= ψ XU χ for all j ≥ i, hence
r(j) ∈ FψXUχ for all j ≥ i, which is enough. Second, assume there are
infinitely many i such that u, i |= χ. Then χ ∈ r(i) for the same values of i,
which is enough, too. q.e.d.

Generalized Büchi automata can be converted into equivalent Büchi au-
tomata in a straightforward fashion. The idea is to check that every ac-
ceptance set is visited infinitely often by visiting these sets one after the
other, in a fixed order, and repeating this process over and over again. In
Figure 18, a respective construction is described. The second component
of the state space is a counter which is used to keep track of the accep-
tance set to be visited next. When this counter reaches its maximum, every
acceptance set has been visited once, and it can be reset.

Remark 4.5. Let A be a generalized Büchi automaton with n states and
k acceptance sets. Then A BA is an equivalent Büchi automaton with at
most (k + 1)n states.

Corollary 4.6 (Vardi-Wolper, [VW86a, VW94]). There exists an effective
procedure that given an LTL formula ϕ with n states and k XU-subformulas
outputs a Büchi automaton A with at most (k + 1)2n states such that
L (A ) = L (ϕ).

4.3 From LTL to Alternating Automata
The above translation from LTL into Büchi automata serves our purposes
perfectly. We can use it to derive all the desired results about the complexity
of the problems we are interested in, satisfiability, model checking, and
realizability, as will be shown in the next subsection. There is, however, a
translation using alternating automata, which is interesting in its own right.
The motivation behind considering such a translation is to pass from the
logical framework to the automata-theoretic framework in an as simple as
possible fashion (to be able to apply powerful automata-theoretic tools as
early as possible).
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Let A be a generalized Büchi automaton with F =
{F0, . . . , Fk−1}. The Büchi automaton A BA is defined by

A BA = (A,Q× {0, . . . , k}, QI , ∆′, Q× {k})

where ∆′ contains for every (q, a, q′) ∈ ∆ the following tran-
sitions:

• ((q, k), a, (q′, 0)),

• ((q, i), a, (q′, i)) for every i < k,

• ((q, i), a, (q′, i + 1)) for every i < k such that q′ ∈ Fi.

Figure 18. From generalized Büchi to ordinary Büchi automata

Alternating automata are provided with a feature to spawn several copies
of themselves while running over a word. Formally, an alternating Büchi
automaton is a tuple

A = (P,Q, qI , δ, F )

where P , Q, and qI are as usual, F is a Büchi acceptance condition, and δ is
a function which assigns to each state q a transition condition, where every
transition condition δ(q) is a positive boolean combination of formulas of
the type p and ¬p, for p ∈ P , and !q, for q ∈ Q. More precisely, the set of
transition conditions over P and Q, denoted TC(P,Q), is the smallest set
such that

(i) tt, ff ∈ TC(P,Q),

(ii) p,¬p ∈ TC(P,Q) for every p ∈ P ,

(iii) !q ∈ TC(P,Q) for every q ∈ Q,

(iv) γ ∧ γ′, γ ∨ γ′ ∈ TC(P,Q) for γ, γ′ ∈ TC(P,Q).

A run of such an automaton on a word u ∈ (2P )ω is a tree R labeled with
elements from (Q ∪TC(P,Q))× ω such that lR(root(R)) = (qI , 0) and the
following conditions are satisfied for every v ∈ V R, assuming lR(v) = (γ, i):

(i) γ .= ff,
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The automaton has states qI , q0, q1, . . . , q10 where q0 is the
only final state and the transition function δ is defined by

• δ(qI) = !qI ∨!q0,

• δ(q0) = !q0 ∧ ((p ∧!q1) ∨ ¬p),

• δ(qi) = !qi+1 for all i such that 0 < i < 10,

• δ(q10) = p.

Figure 19. Example for an alternating automaton

(ii) if γ = p for some p ∈ P , then p ∈ u(i),

(iii) if γ = ¬p for some p ∈ P , then p /∈ u(i).

(iv) if γ = q, then v has a successor v′ such that lR(v′) = (δ(q), i),

(v) if γ = !q′, then v has a successor v′ such that lR(v′) = (q′, i + 1),

(vi) if γ = γ0∧γ1, then v has successors v0 and v1 such that lR(vj) = (γj , i)
for j < 2,

(vii) if γ = γ0 ∨ γ1, then there exists j < 2 such that v has a successor v′

with lR(v′) = (γj , i).

An infinite branch b of R is accepting if there are infinitely many i such that
lR(b(i)) ∈ F × ω, in other words, there are infinitely many vertices with a
final state in the first component of their labeling. The run is accepting if
every infinite branch of it is accepting.

As a simple example, consider the language L10 over 2P where P = {p}
which contains all words u satisfying the following condition: There exists
some number i such that p ∈ u(j + 10) for all j ≥ i with p ∈ u(j). If
we wanted to construct a nondeterministic automaton for this language, we
could not do with less than 1000 states, but there is a small alternating au-
tomaton that recognizes this language. It simply guesses the right positions
i and for each such position it spawns off a copy of itself checking that after
10 further steps p holds true again. The details are given in Figure 19.

It is (vi) from above which forces the tree to become a real tree, that is,
it requires that a vertex has two successors (unless γ0 = γ1). So this is the
condition that makes the automaton alternating: For a run to be accepting,
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Let ϕ be an LTL formula in positive normal form over P and
Q the set which contains for each ψ ∈ sub(ϕ) an element
denoted [ψ]. The automaton A alt[A] is defined by

A alt[ϕ] = (P,Q, [ϕ], δ, F )

where

δ([tt]) = tt, δ([ff]) = ff,

δ([p]) = p, δ([¬p]) = ¬p,

δ([ψ ∨ χ]) = δ([ϕ]) ∨ δ([ψ]), δ([ψ ∧ χ]) = δ([ϕ]) ∧ δ([ψ]),

δ([ψ XU χ]) = ![χ] ∨ (![ψ] ∧![ψ XU χ]),
δ([ψ XR χ]) = ![ψ] ∧ (![ψ] ∨![ψ XR χ]),

and F contains all the elements [ψ] ∈ Q where ψ is not a
XU-formula.

Figure 20. From an LTL formula to an alternating automaton

both alternatives have to be pursued. We can think of the automaton as
splitting into two copies.

The translation from LTL to alternating Büchi automata, given in Fig-
ure 20, is straightforward as it simply models the semantics of LTL. It ex-
ploits the fact that ψXUχ and ψXRχ are equivalent to Xχ∨(Xψ∧X(ψXUχ))
and Xχ ∧ (Xψ ∨ X(ψ XR χ)), respectively. Note that we use the notation
[ψ] to distinguish subformulas of ϕ from transition conditions (p0 ∧ p1 is
different from [p0 ∧ p1]).

The transition function of A alt[ϕ] has an interesting property, which we
want to discuss in detail. Let ≤ be any linear ordering which extends the
partial order on Q defined by [ψ] ≤ [χ] if ψ ∈ sub(χ). For every ψ ∈ sub(ϕ)
and every [χ] occurring in δ([ψ]), we have [χ] ≤ [ψ]. Following Gastin and
Oddoux [GO01], we call an automaton satisfying this property a very weak
alternating automaton.

The transition function of A alt[ϕ] has an even stronger structural prop-
erty, which we explain next. For a given symbol a ∈ 2P , a transition
condition γ, a state q ∈ Q, and a set Q′ ⊆ Q, we define what it means
that Q′ is an a-successor of q with respect to γ, denoted q →a,γ Q′. This is
defined inductively:



702 M. Y. Vardi, Th. Wilke

• q →a,tt ∅,

• q →a,p ∅ if p ∈ a, and, similarly, q →a,¬p ∅ if p /∈ a,

• q →a,!q′ {q′},

• q →a,γ0∨γ1 Q′ if q →a,γ0 Q′ or q →a,γ1 Q′,

• q →a,γ0∧γ1 Q′ if there exists Q0, Q1 ⊆ Q such that Q′ = Q0 ∪ Q1,
q →a,γ0 Q0, and q →a,γ1 Q1.

Note that q →a,γ Q′ has a natural interpretation in terms of runs. If a
vertex v of a run is labeled (q, i) and Q′ is the set of all states q′ such that
(q′, i+1) is a label of a descendant of v, then q →a,γ Q′, provided, of course,
that the run is minimal, which we can and will henceforth assume without
loss of generality.

We use q →a Q′ as an abbreviation for q →a,δ(q) Q′. We say a state q is
persistent if there exists Q′ such that q ∈ Q′ and q →a Q′ for some letter a.

Using the new notation, we can give an equivalent definition of being a
very weak alternating automaton. It simply means that there exists a linear
ordering ≤ on the states of the automaton such that if q →a Q′, then q′ ≤ q
for all q′ ∈ Q′.

The automaton A alt[ϕ] has the following property. For every persistent
state q there exists a state q′ such that

(i) q →a {q′} for every letter a and

(ii) whenever q →a Q′, then either q ∈ Q′ or Q′ = {q′}.

(Every q /∈ F is of the form [ψ XU χ], which means that we can choose
q′ = [χ].) We call very weak alternating automata that have this property
ultra weak alternating automata and a state as q′ above a discharging state
for q and denote it by qd.

Lemma 4.7. Let ϕ be an LTL formula with n subformulas. Then A alt[ϕ] is
an ultra weak alternating automaton with n states such that L (A alt[ϕ]) =
L (ϕ).

Proof. We only need to prove its correctness, which we do by an induction
on the structure of ϕ. We start with a simple observation. Let R be
an accepting run of A alt[ϕ] on u and v ∈ V R labeled ([ψ], i) for some
ψ ∈ sub(ϕ). Then R↓v can be turned into an accepting run of A alt[ψ]
on u[i, ∗) by changing each second component j of a vertex label by j − i.
Clearly, for this to be true R needs to be minimal (see above).

For the induction base, first assume ϕ = tt or ϕ = ff. There is nothing
to show. Second, assume ϕ = p. Suppose u |= ϕ. Then p ∈ u(0), that is,
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the two-vertex tree where the root is labeled ([p], 0) and its only successor
is labeled (p, 0) is an accepting run of A alt[ϕ] on u. Conversely, if R is a
(minimal) run of A alt[ϕ] on u, then R has two vertices labeled ([p], 0) and
(p, 0), respectively. This implies p ∈ u(0), which, in turn, implies u |= ϕ.
An analogous argument applies to ¬p.

In the inductive step, first assume ϕ = ψ0 ∧ ψ1. If there exists an
accepting run R of A alt[ϕ] on u, then, because of δ([ϕ]) = δ([ψ0])∧ δ([ψ1]),
the root has successors v0 and v1 such that lR(vi) = (δ([ψi]), 0). For every
i, we can turn R↓vi into an accepting run Ri of A alt[ψi] on u by adding a
new root labeled ([ψi], 0). By induction hypothesis, we obtain u |= ψi for
every i, hence u |= ϕ. Conversely, assume u |= ϕ. Then u |= ψi for i < 2,
and, by induction hypothesis, there exist accepting runs Ri of A alt[ψi] on
u for i < 2. These runs can be turned into an accepting run of A alt[ϕ]
on u by simply making their vertex sets disjoint, removing their roots, and
adding a new common root labeled ([ϕ], 0).

A similar argument applies to formulas of the form ψ0 ∨ ψ1.
Next, assume ϕ = ψ XU χ. Suppose R is an accepting run of A alt[ϕ]

on u and let v0 be the root of this run. Also, let ui = u[i, ∗) for every
i. Then, by definition of accepting run, lR(v0) = ([ψ XU χ], 0). From the
definition of the transition function we can conclude that v0 has a successor,
say v1, which is labeled by (![χ]∨(![ψ]∧![ψXUχ]), 0), which, in turn, has a
successor, say v2, which is labeled by either (![χ], 0) or (![ψ]∧![ψXUχ], 0).
In the first case, there is a further successor labeled ([χ], 1) and we obtain
u1 |= χ from the induction hypothesis, hence, u |= ϕ. In the second case,
we know there exist successors v3 and v′3 of v2 labeled (![ψ XU χ], 0) and
(![ψ], 0), respectively, which themselves have successors v4 and v′4 labeled
([ψ XU χ], 1) and ([ψ], 1), respectively. By induction hypothesis, we obtain
u1 |= ψ. Applying the same arguments as before, we find that either there
is a vertex labeled ([χ], 2) or there are vertices v8 and v′8 labeled [(ψ XU
χ, 2)] and ([ψ], 2), respectively. In the first case, we get u |= ϕ because
we also know u1 |= ψ, whereas in the second case we can again apply the
same arguments as before. Continuing in this fashion, we find that the
only case which remains is the one where we have an infinite sequence of
vertices v4, v8, v12, . . . on the same branch and every vertex with label in
Q× ω is labeled ([ϕ], i), which means that this branch is not accepting—a
contradiction.

For the other direction, assume u |= ϕ and use the same notation as
before. Then there is some j > 0 such that uj |= χ and ui |= ψ for all i
with 0 < i < j. By induction hypothesis, there are accepting runs Ri for i
with 0 < i < j of A alt[ψ] on ui and an accepting run Rj of A alt[χ] on uj .
Assume that v1, . . . , vj are the roots of these trees and assume that their sets
of vertices are pairwise disjoint. Then we can construct an accepting run R
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for A alt[ϕ] on u as follows. The vertices of R are the vertices of the Rk’s and,
in addition, the new vertices w0, w′0, w

′′
0 , w′′′0 , ŵ0, w1, . . . , wj−1, w′j−1, w

′′
j−1.

The labeling is as follows:

• wi is labeled ([ϕ], i) for i < j,

• w′i is labeled (![χ] ∨ (![ψ] ∧![ϕ]), i) for i < j,

• w′′i is labeled (![ψ] ∧![ϕ], i) for i < j − 1,

• w′′′i is labeled (![ϕ], i) for i < j − 1,

• ŵi is labeled (![ψ], i) for i < j − 1, and

• w′′j is labeled (![χ], j − 1).

The tree R has all edges from the Rk’s and, in addition,

• edges such that w0w′0w
′′
0w′′′0 . . . wj−1w′j−1w

′′
j−1vj is a path and

• edges (w′i, ŵi) and (ŵi, vi) for every i < j.

This yields an accepting run of A alt[ϕ] on u.

Finally, XR can be dealt with in a similar fashion. q.e.d.

It is not very difficult to translate alternating Büchi automata into
nondeterministic Büchi automata, as was shown by Miyano and Hayashi
[MH84], but it yields a worse upper bound compared to a translation from
ultra weak alternating automata to Büchi automata. This is why we present
the latter. Another advantage of this translation is that it can be simplified
by going through alternating generalized Büchi automata.

The main idea of the translation from ultra weak alternating automata to
(generalized) Büchi automata is to use a powerset construction to keep track
of the individual branches of an accepting run of the alternating automaton.
There are two technical problems that we face in the translation. First, we
need to take care of the vertices in the runs which are not labeled with a
state (but with a transition condition), and, second, we need to take care
of the acceptance condition. The first problem is similar to removing ε-
transitions and the second problem can be solved by using the fact that the
automata are ultra weak. The entire construction is described in Figure 21.

Lemma 4.8. Let A be an ultra weak alternating automaton with n states
and k final states. Then A gBA is an equivalent generalized Büchi automaton
with 2n states and k acceptance sets.
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Let A be an ultra weak alternating automaton over a fi-
nite set P of propositional variables. The generalized Büchi
automaton for A , denoted A gBA, is defined by

A gBA = (2P , 2Q, {qI}, ∆, F )

where

• the transition relation ∆ contains a transition
(Q′, a,Q′′) if for every q ∈ Q′ there exists a set Qq

such that q →a,δ(q) Qq and
⋃

q∈Q′ Qq ⊆ Q′′ and

• the set F of acceptance sets contains for every q /∈ F
the set Fq defined by {Q′ ⊆ Q : qd ∈ Q′ or q /∈ Q′}.

Figure 21. From ultra weak to generalized Büchi automata

Proof. The claim about the number of states and the number of acceptance
sets is obvious. We only need to show that the translation is correct.

First, assume u ∈ L (A ). Then there is an accepting run R of A on
u (which we assume to be minimal again). We say a vertex v ∈ V R is a
state vertex if the first component of its label is a state. Let R′ be the
tree which is obtained from R by “removing” the non-state vertices while
keeping their edges. Formally, R′ is constructed inductively as follows. We
start with the root of R, which is a state vertex by definition. Then, once
we have a vertex v of R′, we add all state vertices v′ of R as successors of
v to R′ which can be reached from v in R via a path without state vertices
(not counting the first and last vertex).

The tree R′ has the following property. When v is a vertex labeled (q, i)
and {v0, . . . , vm−1} is the set of its successors where vj is labeled (qj , ij),
then q →u(i) {q0, . . . , qm−1} and ij = i+1 for every j < m. This is because
the definition of →a,γ simply models the requirements of a run.

Using the above property of R′ we can easily construct a run r of A gBA

on u as follows. We simply let r(i) be the set of all q such that there exists
a vertex v in R′ labeled (q, i). By definition of A gBA, this is a run. What
remains to be shown is that r is an accepting run.

Assume q /∈ F and i is an arbitrary number. We have to show that
there exists j ≥ i such that r(j) ∈ Fq. If there is some j ≥ i such that
q /∈ r(j), this is true. So assume that q ∈ r(j) for all j ≥ i. By construction
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of R′ there exists a vertex v0 in R′ which is labeled (q, i). If one of the
successors of v0 is labeled qd in the first component, then r(i + 1) ∈ Fq,
which is enough. If, on the other hand, all successors are labeled distinct
from qd in their first component, then, since A is assumed to be ultra weak,
one of the successors, say v1, is labeled q in the first component. We can
apply the same argument as before to v1 now. We find that r(i + 2) ∈ Fq

or we find a successor v2 of v1 with q in the first component of its label,
too. If we continue like this and we do not find r(j) such that r(j) ∈ Fq, we
obtain an infinite path v0v1 . . . in R′ where every vi is labeled q in the first
component. This path can be prefixed such it becomes a branch of R, and
this branch is not accepting—a contradiction to the assumption that R is
accepting.

For the other direction, assume u ∈ (2P )ω is accepted by A gBA and let r
be an accepting run of A gBA on u. For every i and every q ∈ r(i), let Qi

q be
a set such that q →u(i),δ(q) Qi

q for all q ∈ r(i) and
⋃
{Qi

q : q ∈ r(i)} ⊆ r(i).
By definition of A gBA, such sets exist. For some combinations of q and i
there might be several choices for Qi

q. By convention, if qd ∈ r(i + 1), we
let Qi

q = {qd}, which is a possible choice since A is assumed to be ultra
weak. Using these sets, we construct a tree R′ from r inductively as follows.
We start with the root and label it (qI , 0). If we have a vertex v labeled
(q, i), we add a successor to v for every q′ ∈ Qi

q and label it (q′, i + 1). By
expanding R′ according to the semantics of the transition conditions, we
obtain a tree R which is a run of A on u. It remains to be shown that this
run is accepting. Assume this is not the case. Then, because A is ultra
weak, there is a non-final state q, a branch v0v1 . . . of R′, and a number
i such that the label of vj is (q, j) for all j ≥ i. This implies q ∈ Qi

q for
all j ≥ i. Since r is accepting, we know that there exists j > i such that
q /∈ r(j) or qd ∈ r(j). The first condition is an immediate contradiction. So
assume qd ∈ r(j) for some j > i. Since we have q ∈ r(j − 1), we also have
Qj

q = {qd} by construction—a contradiction. q.e.d.

Combining the previous lemma and Remark 4.5 yields an alternative
proof of Corollary 4.6. Very weak alternating automata are interesting for
another reason, too:

Theorem 4.9 (Rohde, [Roh97]). For every very weak alternating automa-
ton A there exists an LTL formula ϕ such that L (ϕ) = L (A ).

This was also proved by Löding and Thomas [LT00] and a proof of it can
be found in [DG].

4.4 LTL Satisfiability, Model Checking, and Realizability
We can now return to the problems we are interested in, satisfiability, va-
lidity, model checking, and realizability.



Automata: From Logics to Algorithms 707

Theorem 4.10 (Clarke-Emerson-Sistla, [CES83]). LTL satisfiability is PSPACE-
complete.

Proof. Given an LTL formula ϕ over a set P of propositional variables,
we construct a Büchi automaton equivalent to ϕ and check this automa-
ton for nonemptiness. Clearly, this procedure is correct. To determine its
complexity, we use the following simple fact from complexity theory.

(†) Let f : A∗ → B∗ be a function computable in PSPACE and L ⊆ B∗ a
problem solvable in nondeterministic logarithmic space. Then f−1(P ) ∈
PSPACE.

When we apply (†) to the situation where f computes the above Büchi
automaton equivalent to ϕ and L is the problem whether a Büchi automaton
accepts some word, then we obtain that our problem is in PSPACE.
For the lower bound, we refer the reader to [CES83] or [Sch02]. q.e.d.

For model checking, the situation is essentially the same as with S1S.
When we are given a finite-state automaton D over the alphabet 2P for
some finite set of propositional variables and ϕ is an LTL formula over P ,
we write D |= ϕ if u |= ϕ for all u ∈ L (D). LTL model checking is the
problem, given D and ϕ, to determine whether D |= ϕ, that is, whether
L (D) ⊆ L (ϕ).

Theorem 4.11. (Sistla-Clarke-Lichtenstein-Pnueli, [SC85, LP85])

(i) LTL model checking is PSPACE-complete.

(ii) Given a formula ϕ with n subformulas and a finite-state automaton
D of size m, whether D |= ϕ holds can be checked in time 2O(n)m.

Proof. The same approach as in Section 2.1 yields the desired upper bounds.
Given a finite set of propositional variables P , a finite-state automaton D
over 2P , and an LTL formula over P , we first construct the product A ×D
where A is a Büchi automaton equivalent to ¬ϕ. We have L (A ×D) = ∅
if and only if D |= ϕ. So, to conclude, we apply an emptiness test.

The number of states of the product is at most (k + 1)2n ·m where n is
the size of ϕ, k is the number of XU-formulas in ϕ (after transformation to
positive normal form), and m is the number of states of D . Using the same
complexity-theoretic argument as in the proof of Theorem 4.10, we obtain
part 1.

Part 2 follows from the fact that an emptiness test for a Büchi automaton
can be carried out in time linear in the size of the automaton.
For the lower bound, we refer the reader to [CES83]. q.e.d.
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Finally, we turn to realizability, which is defined as with S1S (see Sec-
tion 2.4). An LTL realizability instance is an LTL formula over a set
P = {p0, . . . , pm−1, q0, . . . , qn−1} of propositional variables. Just as ear-
lier in this section, we interpret such formulas in words over [2]m+n, which
means that a solution of such an instance is a function f : [2]+m → [2]n satis-
fying the requirement known from the S1S setting, that is, u!v |= ϕ holds
for every u ∈ [2]ωm and v ∈ [2]ωn defined by v(i) = f(u[0, i]) for every i.
We can use the same technique as in Section 3 to obtain the following result:

Theorem 4.12 (Pnueli-Rosner, [PR89]). LTL realizability is complete for
doubly exponential time. Moreover, for every positive instance a finite-state
machine realizing a finite-state solution can be computed within the same
time bound.

Proof. Consider the following algorithm for solving a given instance ϕ over
{p0, . . . , pm−1, q0, . . . , qn−1}. First, consider the game G [ϕ] which is ob-
tained using the construction from Figure 10 with the S1S formula replaced
by the LTL formula. Second, compute a Büchi automaton A equivalent
to ϕ according to Corollary 4.6. Third, turn A into a deterministic par-
ity automaton B according to 2.14. Fourth, let G = G [ϕ] × B be the
game obtained from expanding G [ϕ] by B. Fifth, solve the game G using
Theorem 2.21. Player 0 wins G if and only if ϕ is a positive instance of
realizability.

To prove the desired complexity bound let n be the number of subformu-
las of ϕ and observe the following. The size of A is at most (n+1)2n. There-
fore, the worst-case size of B is 2O(2nn log n) and B has at most 3(n + 1)2n

priorities. Theorem 2.21 now gives the desired upper bound.
The additional claim about the finite-state solution follows from Lem-

mas 2.16 and 2.17. For the lower bound, see [Ros92]. q.e.d.

In the remainder of this section, we present an alternative approach to
solving the realizability problem, which is interesting in its own right.

Let ϕ be an instance of the realizability problem as above. Formally,
a solution of ϕ is a function f : [2]+m → [2]n. Such a function is the same
as a [2]m-branching [2]n-labeled tree (where the root label is ignored). In
other words, the set of all solutions of a given instance of the realizability
problem is a tree language. This observation transforms the realizability
problem into the framework of tree languages and tree automata, and we
can apply tree-automata techniques to solve it.

Let t : [2]∗m → [2]n be any [2]m-branching [2]n-labeled tree. The tree
can be turned into a potential solution to the instance ϕ if the label of
the root is forgotten. The resulting function is denoted by t−ε. We set
Lsol(ϕ) = {t : [2]∗m → [2]n : t−ε solves ϕ}.
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We next show that Lsol(ϕ) is a tree language which can be recognized
by a universal tree automaton. We need, however, a more general notion of
universal tree automaton as in Section 3.3. Also, we need to massage the
formula ϕ a little to arrive at a simple automata-theoretic construction.
A universal co-Büchi tree automaton with set of directions D is a tuple

(A,D, Q, qI , ∆, F )

where A, Q, qI , and F are as usual, and where D is a finite set of directions
and ∆ ⊆ Q × A ×D × Q is a transition relation. Following the definition
from Section 3.3, a word r ∈ Qω is said to be a run for branch u ∈ Dω

if (r(i), t(u[0, i)), u(i), r(i + 1)) ∈ ∆ for every i and r(0) = qI . A tree is
accepted if every r ∈ Qω which is a run for some branch satisfies the co-
Büchi acceptance condition. The latter means that r(i) ∈ F only for finitely
many i.

The technical problem one faces when constructing an automaton for
Lsol(ϕ) is that a tree automaton has transitions of the form (q, a, d, q′),
so, when applied to the above setting, in one transition the automaton
consumes an output of the device we are looking for and the next input.
For our construction it would be much better to have automata that in
one transition consume an input and a corresponding output. Rather than
modifying our standard automaton model, we resolve the issue on the logical
side. For a given formula ϕ = ϕ(p0, . . . , pm−1, q0, . . . , qn−1) we consider the
formula ϕX defined by

ϕX = ϕ(p0, . . . , pm−1, Xq0, . . . ,Xqn−1).

(Recall that X stands for the temporal operator “next”.) This formula
moves the output one position to the right, more precisely,

L (ϕ) = {d0!
a1d1!

a2 . . . : d0 " a0d1!
a1 · · · ∈ L (ϕX)}. (1.2)

A universal co-Büchi tree automaton for a given LTL formula ϕ as above
is now easily constructed, as can be seen in Figure 22.

Lemma 4.13. Let ϕ = ϕ(p0, . . . , pm−1, q0, . . . , qn−1) be an instance of the
LTL realizability problem. Then L (A real[ϕ]) = Lsol(ϕ). q.e.d.

Universal co-Büchi tree automata for D-branching trees as defined above
are a special case of universal parity tree automata for D-branching trees,
which can be turned into nondeterministic parity tree automata for D-
branching trees in the same fashion as this was explained for automata on
binary trees in Figure 16. The same is true for the emptiness test for parity
tree automata on D-branching trees, which can be solved by constructing
a parity game along the lines of the construction depicted in Figure 13 and
solving this game.
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Let ϕ = ϕ(p0, . . . , pm−1, q0, . . . , qn−1) be an instance of the
LTL realizability problem and A a Büchi automaton such
that L (A ) = L (¬ϕX). The universal co-Büchi tree au-
tomaton for ϕ, denoted A real[ϕ], is defined by

A real[ϕ] = ([2]n, [2]m, Q, qI , ∆′, F )

where

∆′ = {(q, a, d, q′) : (q, d!a, q′) ∈ ∆}.

Figure 22. From an LTL realizability instance to a universal tree automa-
ton

4.5 Notes

The automata-theoretic decision procedure for LTL model checking de-
scribed in this section has had a great practical impact, because it has been
implemented in an industrial setting, see, for instance, [Hol97], and used
to verify real-world computing systems (mostly hardware). Much research
has gone into improving the algorithm in several respects, but also into
extending its applicability, for instance, more expressive logics and larger
classes of devices have been looked at, see, for instance, [BFG+05, CRST06,
FWW97, KPV02]. It is also noteworthy that LTL is the basis for industrial
specification languages such as as ForSpec [AFF+02] and PSL [EF06] and
that the automata-theoretic approach underlies industrial implementations
of specification languages [AKTZ06].

An important aspect of this section is the use of alternating automata,
which were introduced into the theory of automata on infinite objects by
Muller, Schupp, and Saoudi [MSS88]. The only gain from this presented in
the current section is Theorem 4.9, but this is probably the least important
aspect in this context. What is more important is that weak alternating
automata are as powerful as nondeterministic Büchi automata, which was
proved by Kupferman and Vardi [KV97, KV99]. This result motivated new
research, which, for instance, brought about new complementation construc-
tions [KV97, KV99, Tho99]. As we see in the subsequent section, alternation
is even more important in the context of tree languages.

We refer to [Var07] for a collection of open algorithmic issues with regard
to automata-theoretic LTL model checking.
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5 Computation Tree Logic
Certain temporal properties of a system cannot be specified when runs of
the system are considered separately, as we do this with LTL. For instance,
when one wants to specify that no matter which state a system is in there
is some way to get back to a default state, then this cannot be stated in
LTL. The reason is that the property says something about how a run can
evolve into different runs.

This observation motivates the introduction of specification logics that
compensate for the lack of expressive power in this regard. The first logic
of this type, called UB, was introduced by Ben-Ari, Manna, and Pnueli
[BAMP81] in 1981. Another logic of this type is computation tree logic
(CTL), designed by Clarke and Emerson [EC82], which is interpreted in the
“computation tree” of a given transition system. This is the logic we study
in this section, in particular, we study satisfiability and model checking for
this logic.

Many of the proofs in this section are very similar to proofs in the
previous section. In these cases, we only give sketches, but describe the
differences in detail.

5.1 CTL and Monadic Second-Order Logic
CTL mixes path quantifiers and temporal operators in a way such that a
logic arises for which model checking can be carried out in polynomial time.
The syntax of CTL is as follows:

• tt and ff are CTL formulas,

• every propositional variable is a CTL formula,

• if ϕ is a CTL formula, then so is ¬ϕ,

• if ϕ and ψ are formulas, then so are ϕ∨ψ, E(ϕXUψ), and A(ϕXUψ).

CTL formulas are interpreted in transition systems, which we introduce
next. Such a system is a simple, state-based abstraction of a computing
device. Formally, it is a tuple

S = (P, S,→, l)

where P is a finite set of propositional variables, S is a set of states, → ⊆
S × S is a transition relation in infix notation, and l : S → 2P is a labeling
function assigning to each state which propositional variables are true in it.
A computation of such a transition system starting in a state s is a word
u ∈ S+ ∪ S∞ such that

(i) u(0) = s,
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(ii) u(i) → u(i + 1) for all i with i + 1 < |u|, and

(iii) u is maximal in the sense that if u is finite, then u(∗) must not have
any successor.

Given a CTL formula ϕ, a transition system S over the same set P of
propositional variables, and a state s of S , it is defined whether ϕ holds
true in S at s, denoted S , s |= ϕ:

• S , s |= tt and S , s .|= ff,

• S , s |= p if p ∈ l(s),

• S , s |= ¬ϕ if S , s .|= ϕ,

• S , s |= ψ ∨ χ if S , s |= ψ or S , s |= χ, for ψ and χ CTL formulas,

• S , s |= E(ψ XU χ) if there exists a computation u of S starting at
s and j > 0 such that S , u(j) |= χ and S , u(i) |= ψ for all i with
0 < i < j.

• S , s |= A(ψ XU χ) if for all computations u of S starting at s there
exists j > 0 such that S , u(j) |= χ and S , u(i) |= ψ for all i with
0 < i < j.

Just as with LTL, other operators can be defined:

• “in all computations always” is defined by AGϕ = ϕ ∧ ¬E(tt XU ¬ϕ),

• “in some computation eventually” is defined by EFϕ = ϕ∨E(ttXUϕ).

An interesting property one can express in CTL is the one discussed above,
namely that from every state reachable from a given state a distinguished
state, indicated by the propositional variable pd, can be reached:

AGEFpd. (1.3)

Another property that can be expressed is that every request, indicated by
the propositional variable pr, is eventually acknowledged, indicated by the
propositional variable pa:

AG(pr → AXAFpa). (1.4)

It is interesting to compare the expressive power of CTL with that of
LTL. To this end, it is reasonable to restrict the considerations to infinite
computations only and to say that a CTL formula ϕ and an LTL formula
ψ are equivalent if for every transition system S and every state s ∈ S
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the following holds: S , s |= ϕ iff l(u(0))l(u(1)) . . . |= ψ for all infinite
computations u of S starting in s.

The second property from above can be expressed easily in LTL, namely
by the formula G(pr → XFpa), that is, this formula and (1.4) are equivalent.
Clarke and Draghicescu showed that a CTL property is equivalent to some
LTL formula if and only if it is equivalent to the LTL formula obtained by
removing the path quantifiers [CD88]. But it is not true that every LTL
formula which can be expressed in CTL is expressible by a CTL formula
which uses universal path quantifiers only. This was shown by Bojanczyk
[Boj07].

An LTL formula which is not expressible in CTL is

GFp, (1.5)

which was already pointed out by Lamport [Lam80].
In order to be able to recast satisfiability and model checking in a (tree)

automata setting, it is crucial to observe that CTL formulas cannot dis-
tinguish between a transition system and the transition system obtained
by “unraveling” it. Formally, the unraveling of the transition system S at
state s ∈ S, denoted Ts(S ), is the tree inductively defined by:

• s is the root of Ts(S ),

• if v ∈ S+ is an element of V Ts(S ) and v(∗) → s′, then vs′ ∈ V Ts(S )

and (v, vs′) ∈ ETs(S ),

• lTs(S )(v) = lS (v(∗)) for every v ∈ V Ts(S ).

Henceforth, a tree with labels from 2P , such as the unraveling of a transition
system, is viewed as a transition system in the canonical way. When we
interpret a CTL formula in a tree and do not indicate a vertex, then the
formula is interpreted at the root of the tree.

The formal statement of the above observation can now be phrased as
follows.

Lemma 5.1. For every CTL formula ϕ, transition system S , and state
s ∈ S,

S , s |= ϕ iff Ts(S ) |= ϕ.

Proof. This can be proved by a straightforward induction on the structure
of ϕ, using a slightly more general claim:

S , s′ |= ϕ iff Ts(S ), v |= ϕ

for every state s′ ∈ S and every vertex v of Ts(S ) where v(∗) = s′. q.e.d.
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The previous lemma says that we can restrict attention to trees, in
particular, a CTL formula is satisfiable if and only if there is a tree which is
a model of it. So when we translate CTL formulas into logics on trees which
satisfiability is decidable for, then we also know that CTL satisfiability is
decidable.

We present a simple translation of CTL into monadic second-order logic.
There is, however, an issue to be dealt with: S2S formulas specify properties
of binary trees, but CTL is interpreted in transition systems where each
state can have more than just two successors. A simple solution is to use a
variant of S2S which allows any number of successors but has only a single
successor predicate, suc. Let us call the resulting logic SUS. As with LTL,
we identify the elements of 2P for P = {p0, . . . , pn−1} with the elements of
[2]n.

Proposition 5.2. Let P = {p0, . . . , pn−1} be an arbitrary finite set of
propositional variables. For every CTL formula ϕ over P an SUS formula
ϕ̃ = ϕ̃(X0, . . . , Xn−1) can be constructed such that T |= ϕ if and only if
T |= ϕ̃ for all trees T over 2P (or [2]n).

Proof. What we actually prove is somewhat stronger, analogous to the proof
for LTL. We construct a formula ϕ̂ = ϕ̂(X0, . . . , Xn−1, x) such that T , v |=
ϕ if and only if T , v |= ϕ̂ for all trees T and v ∈ V T . We can then set
ϕ̃ = ∃x(ϕroot(x)∧ ϕ̂) where ϕroot(x) = ∀y(¬suc(y, x)) specifies that x is the
root.

For the induction base, assume ϕ = pi. We can set ϕ̂ to x ∈ Xi.
Similarly, for ϕ = ¬pi we can set ϕ̂ to ¬x ∈ Xi.

In the inductive step, we consider only one of the interesting cases,
namely where ϕ = A(ψ XU χ). We start with a formula ϕclosed = ϕclosed(X)
which is true if every element of X has a successor in X provided it has a
successor at all:

ϕclosed = ∀x(x ∈ X ∧ ∃y(suc(x, y)) → ∃y(suc(x, y) ∧ y ∈ X)).

We next write a formula ϕpath(x,X) which is true if X is a maximum path
starting in x:

ϕpath = x ∈ X ∧ ϕclosed(X) ∧
∀Y (x ∈ Y ∧ ϕclosed(Y ) ∧ Y ⊆ X → X = Y ).

We can then set

ϕ̂ = ∀X(ϕpath(x,X) →
∃z(z ∈ X ∧ ¬z = x ∧ χ̂(z) ∧ ∀y(x < y < z → ψ̂(y))).

The other CTL operators can be dealt with in a similar fashion. q.e.d.
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The desired decidability result now follows from the following result on
SUS.

Theorem 5.3 (Walukiewicz, [Wal96]). SUS satisfiability is decidable.

This result can be proved just as we proved the decidability of satisfia-
bility for S2S, that is, using an analogue of Rabin’s Theorem. This analogue
will use a different kind of tree automaton model which takes into account
that the branching degree of the trees considered is unbounded and that
there is one predicate for all successors. More precisely, a transition in such
an automaton is of the form (q, a, QE, QA) where QE, QA ⊆ Q. Such a tran-
sition is to be read as follows: If the automaton is in state q at a vertex
labeled a, then for every q′ ∈ QE there exists exactly one successor that
gets assigned q′ and all the successors that do not get assigned any state in
this fashion get assigned a state from QA. In particular, if QE = QA = ∅,
then the vertex must not have a successor. In [Wal96], Walukiewicz actu-
ally presents a theorem like Büchi’s and Rabin’s: He shows that there is
a translation in both directions, from SUS formulas to such automata and
back.

Corollary 5.4. CTL satisfiability and model checking are decidable.

That model checking is decidable follows from the simple observation
that in SUS one can define the unraveling of every finite transition system.

We conclude this introduction to CTL with further remarks on SUS and
its relationship to CTL. There is a logic related to SUS which was already
studied by Rabin and which he denoted SωS. This is the logic interpreted
in the countably branching tree ω∗ where, for each i, there is a separate
successor relation suci(·, ·). Observe that—as noted in [JW96]—in this logic
one cannot even express that all successors of the root belong to a certain
set, which can easily be expressed in CTL and SUS.

Observe, too, that in SUS one can express that every vertex of a tree
has at least two successors, namely by

∀x(∃y0∃y1(suc(x, y0) ∧ suc(x, y1) ∧ ¬y0 = y1).

This is, however, impossible in CTL. More precisely, CTL cannot distinguish
between bisimilar transition systems whereas SUS can do this easily.

5.2 From CTL to Nondeterministic Tree Automata
We next show how to arrive at good complexity bounds for satisfiability and
model checking by following a refined automata-theoretic approach. For
satisfiability, we can use nondeterministic automata and vary the approach
we used for handling LTL in Section 4, while for model checking, we have
to use alternating tree automata.
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As pointed out above, the nondeterministic tree automaton model we de-
fined in Section 3 was suited for binary trees only, which is not enough in the
context of CTL. Here, we need an automaton model that can handle trees
with arbitrary branching degree. We could use the tree automaton model
explained in Section 5.1, but there is another model which is more appro-
priate. Following Janin and Walukiewicz [JW95], we use a tree automaton
model which takes into account that properties like the one mentioned at
the end of Section 5.1 cannot be expressed in CTL.
A generalized Büchi tree automaton in this context is a tuple

A = (A,Q,QI , ∆, F )

where A, Q, QI , and F are as with generalized Büchi (word) automata and
∆ ⊆ Q×A× 2Q is a transition relation.

A transition of the form (q, a, Q′) is to be read as follows: If the automa-
ton is in state q at vertex v and reads the label a, then it sends each state
from Q′ to at least one of the successors of v and every successor of v is at
least sent one of the states from Q′; the same successor can get sent several
states.

Formally, a run of A on a tree T is a (Q×V T )-labeled tree R satisfying
the following conditions.

(i) The root of R is labeled (q, root(T )) for some q ∈ QI .

(ii) For every vertex w ∈ V R, if (q, v) is the label of w, then there exists
a transition (q, l(v), Q′) ∈ ∆ such that:

(a) For every v′ ∈ sucsT (v) there exists w′ ∈ sucsR(w) labeled
(q′, v′) for some q′ ∈ Q′, that is, every successor of v occurs
in a label of a successor of w.

(b) For every q′ ∈ Q′ there exist v′ ∈ sucsT (v) and w′ ∈ sucsR(w)
such that w′ is labeled (q′, v). That is, every state from Q′ occurs
at least once among all successors of w.

Such a run is accepting if every branch is accepting with respect to the given
generalized Büchi condition just as this was defined for generalized Büchi
word automata.

Observe that in this model the unlabeled tree underlying a run may not
be the same as the unlabeled tree underlying a given input tree. Copies of
subtrees may occur repeatedly.

As an example, let P = {p} and A = 2P and consider the tree language L
which contains all trees over A that satisfy the property that every branch is
either finite or labeled {p} infinitely often. An appropriate Büchi automaton
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has two states, qI and q{p}, where qI is initial and qp is final, and the
transitions are (q, a, {qa}) and (q, a, ∅) for any state q and letter a.

The idea for translating a given CTL formula into a nondeterministic
tree automaton follows the translation of LTL into nondeterministic word
automata: In each vertex, the automaton guesses which subformulas of the
given formula are true and verifies this. The only difference is that the path
quantifiers E and A are taken into account, which is technically somewhat
involved. The details are given in Figure 23, where the following notation
and terminology is used. Given a set Ψ of CTL formulas over a finite set
P of propositional variables and a letter a ∈ 2P we say that Ψ is consistent
with a if

• ff /∈ Ψ,

• p ∈ Ψ iff p ∈ a, for all p ∈ P , and

• for ψ ∈ Ψ, if ψ = ψ0 ∨ ψ1, then ψi ∈ Ψ for some i < 2, and if
ψ = ψ0 ∧ ψ1, then {ψ0,ψ1} ⊆ Ψ.

Further, a set Ψ′ is a witness for E(ψXUχ) if χ ∈ Ψ′ or {ψ,E(ψXUχ)} ⊆ Ψ′.
Similarly, Ψ′ is a witness for E(ψXRχ) if {ψ, χ} ⊆ Ψ′ or {χ,E(ψXRχ)} ⊆ Ψ′.
The analogue terminology is used for A-formulas. When Ψ is a set of CTL
formulas, then ΨE denotes the formulas of the form E(ψXUχ) and E(ψXRχ),
that is, the set of all E-formulas in Ψ, and, similarly, ΨA denotes the set of
all A-formulas in Ψ.

The only interesting aspect of the construction is (iv) of the definition
of a transition. It would be more natural to omit (iv), and, indeed, the
construction would then also be correct, but the resulting automaton would
be too large. On the other hand, (iv) is not a real restriction, because
the semantics of CTL requires only one “witness” for every existential path
formula. The size of Q′ must be by one larger than the number of existential
subformulas because some of the successors of a vertex may not witness any
existential formula, but they must be assigned a state.

Before formally stating the correctness of the construction, we introduce
a notion referring to the number of different states which can be assigned
in a transition. We say that a nondeterministic tree automaton A is m-
bounded if |Q′| ≤ m holds for every (q, a, Q′) ∈ ∆.

Lemma 5.5. Let ϕ be an arbitrary CTL formula with n subformulas, m
E-subformulas, and k U-subformulas. Then A [ϕ] is an (m + 1)-bounded
generalized Büchi tree automaton with 2n states, k acceptance sets, and
such that L (A [ϕ]) = L (ϕ).

Proof sketch. The claim about the size of the automaton is trivial. The
proof of its correctness can be carried out similar to the proof of Theo-
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Let P be a finite set of propositional variables, ϕ a CTL
formula over P in positive normal form, and Φ the set of
subformulas of ϕ. The generalized Büchi tree automaton for
ϕ with respect to P , denoted A [ϕ], is defined by

A [ϕ] = (2P , 2sub(ϕ), QI , ∆, F )

where QI = {Ψ ⊆ 2sub(ϕ) : ϕ ∈ Ψ} and

F = {FQ[ψXUχ] : Q[ψ XU χ] ∈ sub(ϕ) and Q ∈ {E, A}}

with

FQ[ψXUχ] = {Ψ ⊆ Φ : χ ∈ Ψ or Q[ψ XU χ] /∈ Ψ},

and where ∆ contains a transition (Ψ, a,Q′) if the following
conditions are satisfied:

(i) Ψ is consistent with a,

(ii) for every ψ ∈ ΨE there exists Ψ′ ∈ Q′ which witnesses
it,

(iii) every Ψ′ ∈ Q′ witnesses every ψ ∈ ΨA,

(iv) |Q′| ≤ |sub(ϕ)E| + 1.

Figure 23. From CTL to generalized Büchi tree automata

rem 4.4, that is, one proves L (A [ϕ]) ⊆ L (ϕ) by induction on the struc-
ture of ϕ and L (ϕ) ⊆ L (A [ϕ]) by constructing an accepting run di-
rectly. q.e.d.

It is very easy to see that the construction from Figure 18 can also be
used in this context to convert a generalized Büchi tree automaton into a
Büchi automaton. To be more precise, an m-bounded generalized Büchi
tree automaton with n states and k acceptance sets can be converted into
an equivalent m-bounded Büchi tree automaton with (k + 1)n states.

So in order to solve the satisfiability problem for CTL we only need
to solve the emptiness problem for Büchi tree automata in this context.
There is a simple way to perform an emptiness test for nondeterministic tree
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Let A be a nondeterministic Büchi tree automaton. The
emptiness game for A , denoted G∅[A ], is defined by

G∅[A ] = (Q, ∆, qI ,M0 ∪M1, F )

where

M0 = {(q, Q′) : ∃a((q, a, Q′) ∈ ∆)}, M1 = {(Q′, q) : q ∈ Q′}.

Figure 24. Emptiness game for nondeterministic Büchi tree automaton

automata, namely by using the same approach as for nondeterministic tree
automata working on binary trees: The nonemptiness problem is phrased
as a game. Given a nondeterministic Büchi tree automaton A , we define
a game which Player 0 wins if and only if some tree is accepted by A . To
this end, Player 0 tries to suggest suitable transitions while Player 1 tries to
argue that Player 0’s choices are not correct. The details of the construction
are given in Figure 24.

Lemma 5.6. Let A be a nondeterministic Büchi tree automaton. Then
the following are equivalent:
(A) L (A ) .= ∅.
(B) Player 0 wins G∅[A ].

Proof. The proof of the lemma can be carried out along the lines of the
proof of Lemma 3.3. The only difference is due to the arbitrary branching
degree, which can easily be taken care of. One only needs to observe that
if there exists a tree which is accepted by A , then there is a tree with
branching degree at most |Q| which is accepted. q.e.d.

We have the following theorem:

Theorem 5.7 (Emerson-Halpern-Fischer-Ladner, [EH85, FL79]). CTL sat-
isfiability is complete for deterministic exponential time.

Proof. The decision procedure is as follows. A given CTL formula ϕ is first
converted into an equivalent generalized Büchi tree automaton A using the
construction from Figure 23. Then A is converted into an equivalent Büchi
tree automaton B using the natural adaptation of the construction pre-
sented in Figure 18 to trees. In the third step, B is converted into the Büchi
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game G∅[B], and, finally, the winner of this game is determined. (Recall
that a Büchi condition is a parity condition with two different priorities.)

From Theorem 2.21 on the complexity of parity games it follows imme-
diately that Büchi games (parity games with two different priorities) can
be solved in polynomial time, which means we only need to show that the
size of G∅[B] is exponential in the size of the given formula ϕ and can be
constructed in exponential time. The latter essentially amounts to showing
that B is of exponential size.

Let n be the number of subformulas of ϕ. Then A is n-bounded with
2n states and at most n acceptance sets. This means that the number
of sets Q′ occurring in the transitions of A is at most 2n2

, so there are
at most 2n2+2n transitions (recall that there are at most 2n letters in the
alphabet). Similarly, B is n-bounded, has at most (n + 1)2n states, and
2O(n2) transitions.
The upper bound is given in [FL79]. q.e.d.

5.3 From CTL to Alternating Tree Automata
One of the crucial results of Emerson and Clarke on CTL is that model
checking of CTL can be carried out in polynomial time. The decision pro-
cedure they suggested in [CES86] is a simple labeling algorithms. For every
subformula ψ of a given formula ϕ they determine in which states of a given
transition system S the formula ψ holds and in which it does not hold.
This is trivial for atomic formulas. It is straightforward for conjunction
and disjunction, provided it is known which of the conjuncts and disjuncts,
respectively, hold. For XR- and XU-formulas, it amounts to simple graph
searches.

Emerson and Clarke’s procedure cannot easily be seen as a technique
which could also be derived following an automata-theoretic approach. Con-
sider the nondeterministic tree automaton we constructed in Figure 23. Its
size is exponential in the size of the given formula (and this cannot be
avoided), so it is unclear how using this automaton one can arrive at a
polynomial-time procedure.

The key for developing an automata-theoretic approach, which is due
to Kupferman, Vardi, and Wolper [KVW00], is to use alternating tree au-
tomata similar to how we used alternating automata for LTL in Section 4
and to carefully analyze their structure.
An alternating Büchi tree automaton is a tuple

A = (P,Q, qI , δ, F )

where P , Q, qI , and F are as usual and δ is the transition function which
assigns to each state a transition condition. The set of transition conditions
over P and Q, denoted TC(P,Q), is the smallest set such that
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(i) tt, ff ∈ TC(P,Q),

(ii) p,¬p ∈ TC(P,Q) for every p ∈ P ,

(iii) every positive boolean combination of states is in TC(P,Q),

(iv) "γ, #γ ∈ TC(P,Q) where γ is a positive boolean combination of
states.

This definition is very similar to the definition for alternating automata on
words. The main difference reflects that in a tree a “position” can have
several successors: " expresses that a copy of the automaton should be sent
to one successor, while # expresses that a copy of the automaton should be
sent to all successors. So " and # are the two variants of !.

There is another, minor difference: For tree automata, we allow positive
boolean combinations of states as transitions conditions (without " or #
occurring in it). We could have allowed this for word automata, too, but
it would not have helped us. Here, it makes our constructions simpler, but
the proofs will be slightly more involved.

Let T be a 2P -labeled tree. A tree R with labels from TC(P,Q) ×
V T is a run of A on T if lR(root(R)) = (qI , root(T )) and the following
conditions are satisfied for every vertex w ∈ V R with label (γ, v):

• γ .= ff,

• if γ = p, then p ∈ lT (w), and if γ = ¬p, then p /∈ lT (w),

• if γ = "γ′, then there exists v′ ∈ sucsT (v) and w′ ∈ sucsR(w) such
that lR(w′) = (γ′, v′),

• if γ = #γ′, then for every v′ ∈ sucsT (v) there exists w′ ∈ sucsR(w)
such that lR(w′) = (γ′, v′),

• if γ = γ0 ∨ γ1, then there exists i < 2 and w′ ∈ sucsR(w) such that
lR(w′) = (γi, v),

• if γ = γ0 ∧ γ1, then for every i < 2 there exists w′ ∈ sucsR(w) such
that lR(w′) = (γi, v).

Such a run is accepting if on every infinite branch there exist infinitely many
vertices w labeled with an element of F in the first component.

The example language from above can be recognized by an alternating
Büchi automaton which is slightly more complicated than the nondetermin-
istic automaton, because of the restrictive syntax for transition conditions.
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Let ϕ be a CTL formula in positive normal form over P and
Q the set which contains for each ψ ∈ sub(ϕ) an element
denoted [ψ]. The automaton A alt[ϕ] is defined by

A alt[ϕ] = (P,Q, [ϕ], δ, F )

where

δ([tt]) = tt, δ([ff]) = ff,

δ([p]) = p, δ([¬p]) = ¬p,

δ([ψ ∨ χ]) = [ϕ] ∨ [ψ], δ([ψ ∧ χ]) = [ϕ] ∧ [ψ],

δ([E(ψ XU χ)]) = "([χ] ∨ ([ψ] ∧ [E(ψ XU χ)])),
δ([E(ψ XR χ)]) = "([χ] ∧ ([χ] ∨ [E(ψ XR χ)])),
δ([A(ψ XU χ)]) = #([χ] ∨ ([ψ] ∧ [A(ψ XU χ)])),
δ([A(ψ XR χ)]) = #([χ] ∧ ([χ] ∨ [A(ψ XR χ)])),

and F contains all the elements [ψ] where ψ is not an XU-
formula.

Figure 25. From CTL to alternating tree automata

We use the same states as above and four further states, q, q′{p}, q⊥, and
q′⊥. The transition function is determined by

δ(qI) = q⊥ ∨ q,

δ(q{p}) = q′{p} ∧ (q⊥ ∨ q), δ(q′{p}) = p,

δ(q⊥) = #q′⊥, δ(q′⊥) = ff,

δ(q) = #(qI ∨ q{p}).

The state q⊥ is used to check that the automaton is at a vertex without
successor.

In analogy to the construction for LTL, we can now construct an al-
ternating tree automaton for a given CTL formula. This construction is
depicted in Figure 25.

Compared to the construction for LTL, there are the following minor
differences. First, the definition of the transition function is no longer in-
ductive, because we allow positive boolean combinations in the transition
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function. Second, we have positive boolean combinations of states in the
scope of " and #. This was not necessary with LTL, but it is necessary here.
For instance, if we instead had δ([E(ψXUχ)]) = "[χ]∨("[ψ]∧"[E(ψXUχ)]),
then this would clearly result in a false automaton because of the second
disjunct.

We can make a similar observation as with the alternating automata
that we constructed for LTL formulas. The automata are very weak in the
sense that when we turn the subformula ordering into a linear ordering ≤
on the states, then for each state q, the transition conditions δ(q) contains
only states q′ such that q ≥ q′.

Lemma 5.8 (Kupferman-Vardi-Wolper, [KVW00]). Let ϕ be a CTL for-
mula with n subformulas. The automaton A alt[ϕ] is a very weak alternating
tree automaton with n states and such that L (A alt[A]) = L (ϕ).

Proof. The proof can follow the lines of the proof of Lemma 4.7. Since the
automaton is very weak, a simple induction on the structure of the formula
can be carried out, just as in the proof of Lemma 4.7. Branching makes the
proof only technically more involved, no new ideas are necessary to carry it
out. q.e.d.

As pointed out above, it is not our goal to turn A alt[ϕ] into a nondeter-
ministic automaton (although this is possible), because such a translation
cannot be useful for solving the model checking problem. What we rather
do is to define a product of an alternating automaton with a transition sys-
tem, resulting in a game, in such a way that the winner of the product of
A alt[ϕ] with some transition system S reflects whether ϕ holds true in a
certain state sI of S .

The idea is that a position in this game is of the form (γ, s) where γ is
a transition condition and s is a state of the transition system. The goal is
to design the game in such a way that Player 0 wins the game starting from
(qI , sI) if and only if there exists an accepting run of the automaton on the
unraveling of the transition system starting at sI . This means, for instance,
that if γ is a disjunction, then we make the position (γ, s) a position for
Player 0, because by moving to the right position he should show which
of the disjuncts holds. If, on the other hand, γ = #γ′, then we make the
position a position for Player 1, because she should be able to challenge
Player 0 with any successor of s. The details are spelled out in Figure 26,
where the following notation and terminology is used. Given an alternating
automaton A , we write sub(A ) for the set of subformulas of the values of
the transition function of A . In addition, we write sub+(A ) for the set of
all γ ∈ sub(A ) where the maximum state occurring belongs to the set of
final states.
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Let A be an alternating Büchi tree automaton, S a transi-
tion system over the same set of propositional variables, and
sI ∈ S. The product of A and S at sI , denoted A ×sI S ,
is the Büchi game defined by

A ×sI S = (P0, P1, (qI , sI),M, sub+(A )× S)

where

• P0 is the set of pairs (γ, s) ∈ sub(A )× S where γ is

(i) a disjunction,
(ii) a "-formula,
(iii) p for p /∈ l(s),
(iv) ¬p for p ∈ l(s), or
(v) ff,

and

• P1 is the set of pairs (γ, s) ∈ sub(A )× S where γ is

(i) a conjunction,
(ii) a #-formula,
(iii) p for some p ∈ l(s),
(iv) ¬p for some p /∈ l(s), or
(v) tt.

Further, M contains for every γ ∈ sub(A ) and every s ∈ S
moves according to the following rules:

• if γ = q for some state q, then ((γ, s), (δ(q), s)) ∈ M ,

• if γ = γ0 ∨ γ1 or γ = γ0 ∧ γ1, then ((γ, s), (γi, s)) ∈ M
for i < 2,

• if γ = "γ′ or γ = #γ′, then ((γ, s), (γ′, s′)) ∈ M for all
s′ ∈ sucsS (s).

Figure 26. Product of a transition system and an alternating automaton
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Assume A is a very weak alternating Büchi automaton. Then A ×sI S
will need to be very weak in general in the sense that the game graph can be
extended to a linear ordering. Observe, however, that the following is true
for every position (q, s): All states in the strongly connected component of
(q, s) are of the form (γ, s′) where q is the largest state occurring in γ. So,
by definition of A ×sI S , all positions in a strongly connected component
of A ×sI S are either final or nonfinal. We turn this into a definition. We
say that a Büchi game is weak if for every strongly connected component
of the game graph it is true that either all its positions are final or none of
them is.

Lemma 5.9. Let A be an alternating Büchi tree automaton, S a transi-
tion system over the same finite set of propositional variables, and sI ∈ S.
Then TsI (S ) ∈ L (A ) iff Player 0 wins A ×sI S . Moreover, if A is a very
weak alternating automaton, then A ×sI S is a weak game.

Proof. The additional claim is obvious. For the other claim, first assume R
is an accepting run of A on TsI (S ). We convert R into a winning strategy
σ for Player 0 in A ×S . To this end, let w be a vertex of R with label (γ, v)
such that (γ, v) is a position for Player 0. Since R is an accepting run, w
has a successor, say w′. Assume lR(w′) = (γ′, v′). We set σ(u) = (γ, v′(∗))
where u is defined as follows. First, let n = |v|. Assume lR(u(i)) = (γi, vi)
for every i < n. We set u = (γ0, v0(∗))(γ1, v1(∗)) . . . (γn−1, vn−1(∗)). It can
be shown that this defines a strategy. Moreover, since R is accepting, σ is
winning.

For the other direction, a winning strategy is turned into an accepting
run in a similar manner. q.e.d.

The proof shows that essentially there is no difference between a run
and a strategy—one can think of a run as a strategy. From this point of
view, an alternating automaton defines a family of games, for each tree a
separate game, and the tree language recognized by the tree automaton is
the set of all trees which Player 0 wins the game for.

The additional claim in the above lemma allows us to prove the desired
complexity bound for the CTL model checking problem:

Theorem 5.10 (Clarke-Emerson-Sistla, [CES86]). The CTL model check-
ing problem can be solved in time O(mn) where m is the size of the tran-
sition system and n the number of subformulas of the CTL formula.

Proof. Consider the following algorithm, given a CTL formula ϕ, a transi-
tion system S , and a state sI ∈ S. First, construct the very weak alter-
nating Büchi automaton A alt[ϕ]. Second, build the product A alt[ϕ]×sI S .
Third, solve A alt[ϕ] ×sI S . Then Player 0 is the winner if and only if
S , sI |= ϕ.
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The claim about the complexity follows from the fact that the size of
A alt[ϕ]×sI S is mn and from Theorem 2.21. Note that weak games are par-
ity games with one priority in each strongly connected component. q.e.d.

Obviously, given a CTL formula ϕ, a transition system S , and a state
sI one can directly construct a game that reflects whether S , sI |= ϕ. This
game would be called the model checking game for S , sI , and ϕ. The
construction via the alternating automaton has the advantage that starting
from this automaton one can solve both, model checking and satisfiability,
the latter by using a translation from alternating Büchi tree automata into
nondeterministic tree automata. We present such a translation in Section 6.

The translation from CTL into very weak alternating automata has an-
other interesting feature. Just as the translation from LTL to weak alter-
nating automata, it has a converse. More precisely, following the lines of
the proof of Theorem 4.9, one can prove:

Theorem 5.11. Every very weak alternating tree automaton is equivalent
to a CTL formula. q.e.d.

5.4 Notes
The two specification logics that we have dealt with, LTL and CTL, can
easily be combined into a single specification logic. This led Emerson and
Halpern to introduce CTL∗ in 1986 [EH86].

An automata-theoretic proof of Corollary 5.7 was given first by Vardi
and Wolper in 1986 [VW86b]. Kupferman, Vardi, and Wolper, when propos-
ing an automata-theoretic approach to CTL model checking in [KVW00],
also showed how other model checking problems can be solved following
the automata-theoretic paradigm. One of their results is that CTL model
checking can be solved in space polylogarithmic in the size of the transition
system.

6 Modal µ-Calculus
The logics that have been discussed thus far—S1S, S2S, LTL, and CTL—
could be termed declarative in the sense that they are used to describe
properties of sequences, trees, or transition systems rather than to specify
how it can be determined whether such properties hold. This is differ-
ent for the logic we discuss in this section, the modal µ-calculus (MC),
introduced by Kozen in 1983 [Koz83]. This calculus has a rich and deep
mathematical and algorithmic theory, which has been developed over more
than 20 years. Fundamental work on it has been carried out by Emer-
son, Streett, and Jutla [SE84, EJ91b], Walukiewicz [Wal00], Bradfield and
Lenzi [Len96, Bra98], and others, and it has been treated extensively in
books, for instance, by Arnold and Niwiński [AN01] and Stirling [Sti01]. In
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this section, we study satisfiability (and model checking) for MC from an
automata-theoretic perspective. Given that MC is much more complex than
LTL or CTL, our exposition is less detailed, but gives a good impression of
how the automata-theoretic paradigm works for MC.

6.1 MC and Monadic Second-Order Logic
MC is a formal language consisting of expressions which are evaluated in
transition systems; every closed expression (without free variables) is evalu-
ated to a set of states. The operations available for composing sets of states
are boolean operations, local operations, and fixed point operations.

Formally, the set of MC expressions is the smallest set containing

• p and ¬p for any propositional variable p,

• any fixed-point variable X,

• ϕ ∧ ψ and ϕ ∨ ψ if ϕ and ψ are MC expressions,

• 〈 〉ϕ and [ ]ϕ if ϕ is an MC expression, and

• µXϕ and νXϕ if X is a fixed-point variable and ϕ an MC expression.

The operators µ and ν are viewed as quantifiers in the sense that one says
they bind the following variable. As usual, an expression without free oc-
currences of variables is called closed. The set of all variables occurring
free in an MC expression ϕ is denoted by free(ϕ). An expression is called a
fixed-point expression if it starts with µ or ν.

To define the semantics of MC expressions, let ϕ be an MC expression
over some finite set P of propositional variables, S a transition system,
and α a variable assignment which assigns to every fixed-point variable a
set of states of S . The value of ϕ with respect to S and α, denoted ||ϕ||αS ,
is defined as follows. The fixed-point variables and the propositional vari-
ables are interpreted according to the variable assignment and the transition
system:

||p||αS = {s ∈ SS : p ∈ lS (s)}, ||¬p||αS = {s ∈ SS : p /∈ lS (s)},

and

||X||αS = α(X).

Conjunction and disjunction are translated into union and intersection:

||ϕ ∧ ψ||αS = ||ϕ||αS ∩ ||ψ||αS , ||ϕ ∨ ψ||αS = ||ϕ||αS ∪ ||ψ||αS .
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The two local operators, 〈 〉 and [ ], are translated into graph-theoretic op-
erations:

||〈 〉ϕ||αS = {s ∈ S : sucsS (s) ∩ ||ϕ||αS .= ∅},
||[ ]ϕ||αS = {s ∈ S : sucsS (s) ⊆ ||ϕ||αS }.

The semantics of the fixed-point operators is based on the observation that
for every expression ϕ, the function S′ 5→ ||ϕ||α[X +→S′]

S is a monotone func-
tion on 2S with set inclusion as ordering, where α[X 5→S′] denotes the
variable assignment which coincides with α, except for the value of the vari-
able X, which is S′. The Knaster–Tarski Theorem then guarantees that
this function has a least and a greatest fixed point:

||µXϕ||αS =
⋂ {

S′ ⊆ S : ||ϕ||α[X +→S′]
S = S′

}
,

||νXϕ||αS =
⋃ {

S′ ⊆ S : ||ϕ||α[X +→S′]
S = S′

}
.

In the first equation the last equality sign can be replaced by ⊆, while in the
second equation it can be replaced by⊇. The above equations are—contrary
to what was said at the beginning of this section—declarative rather than
operational, but this can easily be changed because of the Knaster–Tarski
Theorem. For a given system S , a variable assignment α, an MC expression
ϕ, and a fixed-point variable X, consider the ordinal sequence (Sλ)λ, called
approximation sequence for ||µXϕ||αS , defined by

S0 = ∅, Sλ+1 = ||ϕ||α[X +→Sλ]
S , Sλ′ =

⋃

λ<λ′

Sλ,

where λ′ stands for a limit ordinal. Because of monotonicity, we have S0 ⊆
S1 ⊆ . . . . The definition of the sequence implies that if Sλ = Sλ+1 for any
λ, then Sλ′ = Sλ = ||µXϕ||αS for all λ′ ≥ λ. Clearly, we have λ ≤ card(S)
for the smallest such λ, which, for finite transition systems, means there is
a simple (recursive) way to evaluate µXϕ. The same holds true for νXϕ,
where the approximation is from above, that is, S0 = S and the inclusion
order is reversed.

For notational convenience, we also use S ,α, s |= ϕ to denote s ∈ ||ϕ||αS
for any state s ∈ S. When ϕ is a closed MC expression, then the variable
assignment α is irrelevant for its interpretation, so we omit it and simply
write ||ϕ||S or S , s |= ϕ.

To give some examples for useful expressions, recall the CTL formula
(1.3) from Section 5.1. We can express its subformula EFpd by

ϕinner = µX(pd ∨ 〈 〉X),
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so that the full formula can be written as

νY (ϕinner ∧ [ ]Y ).

In a similar fashion, (1.4) can be expressed:

νY ((¬pr ∨ µX(pa ∨ [ ]X)) ∧ [ ]Y ).

It is more complicated to express the LTL formula (1.5); it needs a nested
fixed-point expression with mutually dependent fixed-point variables. We
first build an expression which denotes all states from which on all paths a
state is reachable where p is true and which belongs to a set Y :

ϕ′inner = µX((p ∧ Y ) ∨ [ ]X).

Observe that Y occurs free in ϕ′inner. The desired expression can then be
phrased as a greatest fixed point:

νY ϕ′inner.

It is no coincidence that we are able to express the two CTL formulas in
MC:

Proposition 6.1. For every CTL formula ϕ there exists a closed MC ex-
pression ϕ̃ such that for every transition system S and s ∈ S,

S , s |= ϕ iff S , s |= ϕ̃.

Proof. The proof is a straightforward induction. We describe one case of
the inductive step. Assume ψ and χ are CTL formulas and ψ̃ and χ̃ are
MC expressions such that the claim holds. We consider ϕ = E(ψ XU χ) and
want to construct ϕ̃ as desired. We simply describe the semantics of ϕ by
a fixed-point computation:

ϕ̃ = 〈 〉µX(χ̃ ∨ (ψ̃ ∧ 〈 〉X̃)).

The other cases can be dealt with in the same fashion. q.e.d.

The next observation is that as far as satisfiability is concerned, we can
restrict our considerations to trees, just with CTL (recall Lemma 5.1).

Lemma 6.2. For every MC expression ϕ, transition system S , variable
assignment α, and state s ∈ S,

S ,α, s |= ϕ iff Ts(S ),α |= ϕ.

(Recall that when we view a tree as a transition system, then we interpret
formulas in the root of the tree unless stated otherwise.)
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Proof. This can be proved by a straightforward induction on the structure
of ϕ, using the following inductive claim:

{v ∈ V Ts(S ) : S ,α, v(∗) |= ϕ} = ||ϕ||αTs(S ).

This simply says that with regard to MC, there is no difference between a
state s′ in a given transition system S and every vertex v with v(∗) = s′

in the unraveling of S . q.e.d.

Just as with CTL, the lemma allows us to work henceforth in the tree
framework. For a closed MC expression ϕ with propositional variables from
a set P = {p0, . . . , pn−1}, the tree language defined by ϕ, denoted L (ϕ), is
the set of all trees T over 2P such that T |= ϕ.

The next observation is that every MC expression can be translated into
a monadic second-order formula, similar to Proposition 5.2. Before we can
state the result, we define an appropriate equivalence relation between SUS
formulas and MC expressions. Recall that an SUS formula is true or not
for a given tree, while an MC expression evaluates to a set of vertices.

Let P = {p0, . . . , pn−1} be a set of propositional variables and ϕ an
MC expression over P with free fixed-point variables among X0, . . . , Xm−1.
We view the variables X0, . . . , Xm−1 as further propositional variables and
identify each Xi with a set variable Vi and each pj with a set variable
Vm+j . So we can interpret ϕ and every SUS formula ψ = ψ(V0, . . . , Vm+n−1)
in trees over [2]m+n. We say ϕ is equivalent with such a formula ψ if
L (ϕ) = L (ψ).

Proposition 6.3. For every MC expression ϕ, an equivalent SUS formula
ϕ̃ can be constructed.

Proof. This can be proved by induction on the structure of ϕ, using a more
general claim. For every MC expression ϕ as above, we construct an SUS
formula ϕ̂ = ϕ̂(V0, . . . , Vm+n−1, z) such that for every tree T over [2]m+n

and v ∈ V T , we have:

T ↓v |= ϕ iff T , v |= ϕ̂(V0, . . . , Vm+n−1, z),

where T , v |= ϕ̂(V0, . . . , Vm+n−1, z) is defined in the obvious way, see Sec-
tion 4.1 for a similar definition in the context of LTL. We can then set
ϕ̃ = ∃x(∀y(¬suc(y, x) ∧ ϕ̂(V0, . . . , Vm+n−1, x))).

The interesting cases in the inductive step are the fixed-point operators.
So let ϕ = µXiψ and assume ψ̂ is already given. The formula ϕ̂ simply says
that z belongs to a fixed point and that every other fixed point is a superset
of it:

ϕ̂ = ∃Z(z ∈ Z ∧ ∀z′(ψ̂(. . . , Vi−1, Z, Vi+1, . . . , z
′) ↔ z′ ∈ Z) ∧

∀Z ′(∀z′(ψ(. . . , Vi−1, Z
′, Vi+1, . . . , z

′) ↔ z′ ∈ Z ′) → Z ⊆ Z ′)).
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For the greatest fixed-point operator, the construction is analogous. q.e.d.

As a consequence, we can state:

Corollary 6.4 (Kozen-Parikh, [KP84]). MC satisfiability is decidable.

But, just as with LTL and CTL, by a translation into monadic second-
order logic we get only a nonelementary upper bound for the complexity.

6.2 From MC to Alternating Tree Automata
Our overall objective is to derive a good upper bound for the complexity of
MC satisfiability. The key is a translation of MC expressions into nondeter-
ministic tree automata via alternating parity tree automata. We start with
the translation of MC expressions into alternating parity tree automata.

Alternating parity tree automata are defined exactly as nondeterminis-
tic Büchi tree automata are defined in Section 5.3 except that the Büchi
acceptance condition is replaced by a parity condition π.

Just as with LTL and CTL, the translation into alternating automata
reflects the semantics of the expressions in a direct fashion. The fixed-point
operators lead to loops, which means that the resulting tree automata will
no longer be very weak (not even weak). For least fixed points these loops
may not be traversed infinitely often, while this is necessary for greatest
fixed points. To control this, priorities are used: Even priorities are used for
greatest fixed-points, odd priorities for least fixed points. Different priorities
are used to take into account the nesting of fixed points, the general rule
being that outer fixed points have smaller priorities, because they are more
important.

For model checking, it will be important to make sure as few different
priorities as possible are used. That is why a careful definition of alternation
depth is needed. In the approach by Emerson and Lei [EL86], one counts
the number of alternations of least and greatest fixed points on the paths
of the parse tree of a given expression. Niwiński’s approach [Niw86] yields
a coarser hierarchy, which gives better upper bounds for model checking. It
requires that relevant nested subexpressions are “mutually recursive”.

Let ≤ denote the relation “is subexpression of”, that is, ψ ≤ ϕ if ψ ∈
sub(ϕ). Let ϕ be an MC expression. An alternating µ-chain in ϕ of length
l is a sequence

ϕ ≥ µX0ψ0 > νX1ψ1 > µX2ψ2 > · · · > µ/νXl−1ψl−1 (1.6)

where, for every i < l − 1, the variable Xi occurs free in every formula ψ
with ψi ≥ ψ ≥ ψi+1. The maximum length of an alternating µ-chain in ϕ
is denoted by mµ(ϕ). Symmetrically, ν-chains and mν(ϕ) are defined. The
alternation depth of a µ-calculus expression ϕ is the maximum of mµ(ϕ)
and mν(ϕ) and is denoted by d(ϕ).



732 M. Y. Vardi, Th. Wilke

We say an MC expression is in normal form if for every fixed-point
variable X occurring the following holds:

• every occurrence of X in ϕ is free or

• all occurrences of X in ϕ are bound in the same subexpression µXψ
or νXψ, which is then denoted by ϕX .

Clearly, every MC expression is equivalent to an MC expression in normal
form.

The full translation from MC into alternating parity tree automata can
be found in Figure 27, where the following notation is used. When ϕ is an
MC expression and µXψ ∈ sub(ϕ), then

dϕ(µXψ) =

{
d(ϕ) + 1− 27d(µXψ)/28, if d(ϕ) mod 2 = 0,
d(ϕ)− 29d(µXψ)/2:, otherwise.

Similarly, when νXψ ∈ sub(ϕ), then

dϕ(νXψ) =

{
d(ϕ)− 29d(νXψ)/2:, if d(ϕ) mod 2 = 0,
d(ϕ) + 1− 27d(νXψ)/28, otherwise.

This definition reverses alternation depth so it can be used for defining the
priorities in the alternating parity automaton for an MC expression. Recall
that we want to assign priorities such that the higher the alternation depth
the lower the priority and, at the same time, even priorities go to ν-formulas
and odd priorities to µ-formulas. This is exactly what the above definition
achieves.

It is obvious that A [ϕ] will have d(ϕ) + 1 different priorities in certain
cases, but from a certain point of view, these cases are not harmful. To
explain this, we introduce the notion of index of an alternating tree au-
tomaton. The transition graph of an alternating tree automaton A is the
graph with vertex set Q and where (q, q′) is an edge if q′ occurs in δ(q). The
index of A is the maximum number of different priorities in the strongly
connected components of the transition graph of A . Clearly, A [ϕ] has
index d(ϕ).

Theorem 6.5 (Emerson-Jutla, [EJ91b]). Let ϕ be an MC expression in
normal form with n subformulas. Then A [ϕ] is an alternating parity tree
automaton with n states and index d(ϕ) such that L (A [ϕ]) = L (ϕ).

To be more precise, A [ϕ] may have d(ϕ) + 1 different priorities, but in
every strongly connected component of the transition graph of A [ϕ] there
are at most d(ϕ) different priorities, see also Theorem 2.21.
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Let ϕ be a closed MC expression in normal form and Q a
set which contains for every ψ ∈ sub(ϕ) a state [ψ]. The
alternating parity tree automaton for ϕ, denoted A [ϕ], is
defined by

A [ϕ] = (P,Q,ϕ, δ,π)

where the transition function is given by

δ([p]) = p, δ([¬p]) = ¬p,

δ([ψ ∨ χ]) = [ψ] ∨ [χ], δ([ψ ∧ χ]) = [ψ] ∧ [χ],
δ([〈 〉ψ]) = "[ψ], δ([[ ]ψ]) = #[ψ],

δ([µXψ]) = [ψ], δ([νXψ]) = [ψ],
δ([X]) = [ϕX ],

and where

π([ψ]) = dϕ(ψ)

for every fixed-point expression ψ ∈ sub(ϕ).

Figure 27. From µ-calculus to alternating tree automata

Proof. The claims about the number of states and the index are obviously
true. The proof of correctness is more involved than the corresponding
proofs for LTL and CTL, because the automata which result from the trans-
lation are, in general, not weak.

The proof of the claim is by induction on the structure of ϕ. The base
case is trivial and so are the cases in the inductive step except for the
cases where fixed-point operators are involved. We consider the case where
ϕ = µXψ.

So assume ϕ = µXψ and T |= ϕ. Let f : 2V → 2V be defined by
f(V ′) = ||ψ||X +→V ′

T . Let (Vλ)λ be the sequence defined by V0 = ∅, Vλ+1 =
f(Vλ), and Vλ′ =

⋃
λ<λ′ Vλ for limit ordinals λ′. We know that f has a

least fixed point, which is the value of ϕ in T , and that there exists κ such
that Vκ is the least fixed-point of f . We show by induction on λ that there
exists an accepting run of A [ϕ] on T ↓v for every v ∈ Vλ. This is trivial
when λ = 0 or when λ is a limit ordinal. When λ is a successor ordinal, say
λ = λ0 + 1, then Vλ = f(Vλ0). Consider the automaton A [ψ] where X is
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viewed as a propositional variable. By the outer induction hypothesis, there
exists an accepting run R of A [ψ] on T [X 5→Vλ0 ]↓v, where T [X 5→Vλ0 ]
is the obvious tree over 2P∪{X}. We can turn R into a prefix R′ of a run of
A [ϕ] on T ↓v by adding a new root labeled ([ϕ], v) to it. Observe that some
of the leaves w of R′ may be labeled (X, v′) with v′ ∈ Vλ0 . For each such
v′ there exists, by the inner induction hypothesis, an accepting run Rv′ of
A [ϕ] on T ↓v. Replacing w by Rv′ for every such leaf w yields a run R̂
of A [ϕ] on T ↓v. We claim this run is accepting. To see this, observe that
each infinite branch of R̂ is an infinite branch of R′ or has an infinite path
of Rv′ for some v′ as a suffix. In the latter case, the branch is accepting
for a trivial reason, in the former case, the branch is accepting because the
priorities in A [ψ] differ from the priorities in A [ϕ] by a fixed even number.
This completes the inductive proof. Since, by assumption, the root of T
belongs to Vκ, we obtain the desired result.

For the other direction, assume T is accepted by A [ϕ], say by a run R.
Let W be the set of all w ∈ V R such that ϕ is the first component of lR(w).
Observe that because of the definition of the priority function π there can
only be a finite number of elements from W on each branch of R. This is
because the priority function π is defined in a way such that if ψ ∈ sub(ϕ)
is a fixed-point formula with [ψ] in the strongly connected component of [ϕ]
in the transition graph of A [ϕ], then π([ϕ]) ≤ π([ψ]).

Consider the sequence (Vλ)λ of subsets of V R defined as follows:

• V0 = ∅,

• w ∈ Vλ+1 if all proper descendants of w in R belong to Vλ ∪ V R \W ,
and

• Vλ′ =
⋃

λ<λ′ Vλ for every limit ordinal λ′.

Using the induction hypothesis, one can prove by induction on λ that for
every w ∈ Vλ the second component of its label belongs to ||ϕ||T .

Since there are only a finite number of elements from W on each branch
of Vλ, one can also show that root(R) ∈ W , which proves the claim. q.e.d.

Before we turn to the conversion of alternating into nondeterministic
parity tree automata, we discuss model checking MC expressions briefly.
Model checking an MC expression, that is, evaluating it in a finite transition
system is “trivial” in the sense that one can simply evaluate the expression
according to its semantics, using approximation for evaluating fixed-point
operators as explained in Section 6.1. Using the fact that fixed-points of the
same type can be evaluated in parallel one arrives at an algorithm which is
linear in the product of the size of the expression and the size of the system,
but exponential in the depth of the alternation between least and greatest
fixed points.
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An alternative approach to model checking MC expressions is to proceed
as with CTL. Given a finite transition system S , an initial state sI ∈ S,
and an expression ϕ, one first constructs the alternating automaton A [ϕ],
then the product game A [ϕ] ×sI S (with a parity condition rather than
a Büchi condition), and finally solves this game. (Of course, on can also
directly construct the game.) As a consequence of the previous theorem
and Theorem 2.21, one obtains:

Theorem 6.6 (Seidl-Jurdziński, [Sei96, Jur00]). An MC expression of size
l and alternation depth d can be evaluated in a finite transition system with
m states and n transitions in time O((lm + ln(lm)%d/2&)). q.e.d.

In fact, there is a close connection between MC model checking and
solving parity games: The two problems are interreducible, which means
all the remarks on the complexity of solving parity games at the end of
Section 2.5 are equally valid for MC model checking.

The above theorem tells us something about AMC, the set of all MC
expressions with alternation depth ≤ 1. These expressions can be evalu-
ated in time linear in the product of the size of the transition system and
the length of the formula, which was first proved by Cleaveland, Klein,
and Steffen [CKS92] in general and by Kupferman, Vardi, and Wolper us-
ing automata-theoretic techniques [KVW00]. This yields a different proof
of Theorem 5.10: The straightforward translation from CTL into the µ-
calculus, see Proposition 6.1, yields alternation-free expressions of linear
size. From a practical point, it is interesting to note that model checking
tools indeed use the translation of CTL into AMC, see [McM93].

6.3 From Alternating to Nondeterministic Tree Automata
In view of Theorem 6.5, what we need to solve MC satisfiability is a trans-
lation of alternating tree automata into nondeterministic tree automata,
because we already know how to decide emptiness for these automata. To
be precise, we proved this only for Büchi acceptance conditions, see Fig-
ure 24, but the proof of this theorem extends to parity tree automata in a
straightforward manner.

One way of achieving a translation from alternating into nondeterminis-
tic automata is to proceed in two steps, where the intermediate result is an
alternating automaton with very restrictive transition conditions. We say
a transition condition is in normal form if it is a disjunction of transition
conditions of the form

∧

q∈QA

#q ∧
∧

q∈QE

"q.

The conversion of an ordinary alternating tree automaton into an alter-
nating tree automaton with transition conditions in normal form is similar to
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removing ε-transitions. We describe it here for the case where the transition
conditions are simpler as in the general case, namely where each subformula
#γ or "γ is such that γ is a state. Observe that all the transition conditions
in the construction described in Figure 27 are of this form. At the same
time, we change the format of the transition function slightly. We say an
alternating automaton is in normal form if its transition function δ is of the
form Q× 2P → TC(P,Q) where δ(q, a) is a transition condition in normal
form for q ∈ Q and a ∈ 2P . The notion of a run of an alternating automaton
is appropriately adapted.

To convert alternating automata into normal form, we start with a cru-
cial definition. Let A be an alternating parity tree automaton, a ∈ 2P , and
q ∈ Q. We say a tree R labeled with transition conditions is a transition
tree for q and a if its root is labeled q and every vertex w with label γ
satisfies the following conditions:

• if γ = p, then p ∈ a, and if γ = ¬p, then p /∈ a,

• if γ = q′, then there exists w′ ∈ sucsR(w) such that lR(w′) = δ(q′),

• if γ = "q′ or γ = #q′, then w has no successor,

• if γ = γ0 ∨ γ1, then there exists i < 2 and w′ ∈ sucsR(w) such that
lR(w′) = γi,

• if γ = γ0 ∧ γ1, then for every i < 2 there exists w′ ∈ sucsR(w) such
that lR(w′) = γi.

Further, every infinite branch of R is accepting with respect to π.
A transition tree as above can easily be turned into a transition condition

in normal form over an extended set of states, namely Q̄ = Q× π(Q). The
second component is used to remember the minimum priority seen on a path
of a transition tree, as explained below. Let QA be the set of pairs (q′, i)
such that #q′ is a label of a leaf of R, say w, and i is the minimum priority
on the path from the root of R to w. Similarly, let QE be the set of pairs
(q′, i) such that "q′ is a label of a leaf of R, say w, and i is the minimum
priority on the path from the root of R to w. The transition condition for
the transition tree R, denoted γR, is defined by

γR =
∧

(q′,i)∈QA

#(q′, i) ∧
∧

(q′,i)∈QE

"(q′, i).

The entire normalization construction is depicted in Figure 28.

Lemma 6.7. Let A be an alternating parity tree automaton with n states
and k different priorities. Then A norm is an alternating parity tree automa-
ton in normal form with kn states and k different priorities. q.e.d.
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Let A be an alternating parity tree automaton. The normal-
ization of A is the alternating parity tree automaton A norm

defined by

A norm = (P,Q× π(Q), (qI , j), δ′,π′)

where

• j is any element of π(Q),

• π′((q, i)) = i for all q ∈ Q and i ∈ π(Q), and

• δ′((q, i), a) =
∨

γR for q ∈ Q, i ∈ π(Q), and a ∈ 2P ,
with R ranging over all transition trees for q and a.

Figure 28. Normalizing transition conditions of alternating tree automata

The second step in our construction is a conversion of an alternating
automaton in normal form into a nondeterministic tree automaton, similar
to the conversion of universal parity tree automata into nondeterministic
tree automata explained in Section 3.3. Again, we heavily draw on the
generic automaton introduced in that section. Recall that given a finite state
set Q and a priority function π, the generic automaton is a deterministic
automaton over Q, the alphabet consisting of all binary relations over Q,
which accepts a word u ∈ Qω if all v ∈ 〈u〉 satisfy the parity condition π.

Given an alternating automaton in normal form, a set Q′ ⊆ Q, and a
letter a ∈ 2P , a set Q′ ⊆ Q is a choice for Q′ and a if for every q ∈ Q′ there
exists a disjunct in δ(q) of the form

∧

q′∈QA
q

#q′ ∧
∧

q′∈QE
q

"q′

such that the following conditions are satisfied:

(i) R ∈ Q′ where R = {(q, q′) : q ∈ Q′ ∧ q′ ∈ QA
q },

(ii) R ⊆ R′ for every R′ ∈ Q′ with R as defined in the previous condition,

(iii) for every q ∈ Q′ and every q′ ∈ QE
q there exists R′ ∈ Q′ such that

(q, q′) ∈ R′, and

(iv) |Q′| ≤ |Q|×| Q| + 1.
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Let A be an alternating parity tree automaton in normal
form and B = A [QA ,πA ] the generic automaton for QA

and πA .

The nondeterministic automaton A nd is defined by

A nd = (2P , 2QA

×QB, ({qA
I }, qB

I ), ∆,π)

where π((Q′, q)) = πB(q) and ((Q′, q), a, Q̄) ∈ ∆ if there
exists a choice Q for Q′ and a such that

Q̄ = {(Q′R, δB(q, R)) : R ∈ Q}.

Figure 29. From alternating to nondeterministic tree automata

For a set Q′ ⊆ Q and a relation R ⊆ Q × Q, we write Q′R for the set
{q′ ∈ Q : ∃q(q ∈ Q′ ∧ (q, q′) ∈ R}.

The details of the conversion from alternating parity tree automata in
normal form into nondeterministic tree automata can be found in Figure 29.
It is analogous to the construction depicted in Figure 16, which describes
how a universal parity tree automaton over binary trees can be turned into
a nondeterministic parity tree automaton. The situation for alternating
automata is different in the sense that the transition conditions of the form
"q′ have to be taken care of, too, but this is captured by (iii) in the above
definition.

Lemma 6.8. Let A be an alternating parity automaton in normal form
with n states and k different priorities. Then And is an equivalent nondeter-
ministic automaton with a number of states exponential in n and a number
of priorities polynomial in n.

Proof. The claims about the number of states and number of priorities are
obvious. The correctness proof can be carried out almost in the same fashion
as the proof of Lemma 3.10, except for one issue. In order to see that it
is admissible to merge all branches of a run on a certain branch of a given
tree into an element of Qω, one has to use Theorem 2.20, the memoryless
determinacy of parity games. q.e.d.
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As a consequence of Theorem 6.5 and Lemmas 6.7 and 6.8, we obtain:

Corollary 6.9. (Emerson-Streett-Jutla, [EJ91b]) Every MC expression can
be translated into an equivalent nondeterministic parity tree automaton
with an exponential number of states and a polynomial number of different
priorities.

In view of Lemma 5.6 and Theorem 2.21, we can also conclude:

Corollary 6.10 (Emerson-Jutla, [EJ91a]). MC satisfiability is complete
for exponential time.

For the lower bound, we refer to [EJ91a]. We finally note that a converse
of Corollary 6.9 also holds:

Theorem 6.11 (Niwiński-Emerson-Jutla-Janin-Walukiewicz, [Niw88,
EJ91b, JW95]). Let P be a finite set of propositional variables. For every
alternating parity tree automaton and every nondeterministic tree automa-
ton over 2P , there exists an equivalent closed MC expression.

6.4 Notes
Satisfiability for MC is not only complexity-wise simpler than satisfiability
for S2S. The proofs for showing decidability of satisfiability for S2S all make
use of a determinization construction for automata on infinite words. The
“safraless decision procedures” advocated by Kupferman and Vardi [KV05]
avoid this, but they still use the fact that equivalent deterministic word
automata of a bounded size exist.

The nondeterministic tree automaton models for SUS and MC are not
only similar on the surface: A fundamental result by Janin and Walukiewicz
[JW96] states that the bisimulation-invariant tree languages definable in
SUS are exactly the tree languages definable in MC, where the notion of
bisimulation exactly captures the phenomenon that MC expressions (just
as CTL formulas) are resistant against duplicating subtrees.

MC has been extended in various ways with many different objectives.
With regard to adding to its expressive power while retaining decidability,
one of the most interesting results is by Grädel and Walukiewicz [GW99],
which says that satisfiable is decidable for guarded fixed-point logic. This
logic can be seen as an extension of the modal µ-calculus insofar as guarded
logic is considered a natural extension of modal logic, and guarded fixed-
point logic is an extension of guarded logic just as modal µ-calculus is an
extension of model logic by fixed-point operators. For further extensions, see
[LS02, VV04] and [KL]. Other important work with regard to algorithmic
handling of MC was carried out by Walukiewicz in [Wal01], where he studies
the evaluation of MC expressions on pushdown graphs.
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[Arn83] André Arnold. Rational omega-languages are non-ambiguous.
Theor. Comput. Sci., 26:221–223, 1983.

[ATW06] Christoph Schulte Althoff, Wolfgang Thomas, and Nico
Wallmeier. Observations on determinization of büchi automata.
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[Jur98] Marcin Jurdziński. Deciding the winner in parity games is in
UP ∩ co-UP. Information Processing Letters, 68(3):119–124,
November 1998.
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Chapter 1

Classical Logic I:
First-Order Logic

Wilfrid Hodges

1.1. First-Order Languages

The word ‘logic’ in the title of this chapter is ambiguous.
In its first meaning, a logic is a collection of closely related artificial languages.

There are certain languages called first-order languages, and together they form first-
order logic. In the same spirit, there are several closely related languages called
modal languages, and together they form modal logic. Likewise second-order logic,
deontic logic and so forth.

In its second but older meaning, logic is the study of the rules of sound argument.
First-order languages can be used as a framework for studying rules of argument;
logic done this way is called first-order logic. The contents of many undergraduate
logic courses are first-order logic in this second sense.

This chapter will be about first-order logic in the first sense: a certain collection of
artificial languages. In Hodges (1983), I gave a description of first-order languages
that covers the ground of this chapter in more detail. That other chapter was meant
to serve as an introduction to first-order logic, and so I started from arguments in
English, gradually introducing the various features of first-order logic. This may be
the best way in for beginners, but I doubt if it is the best approach for people
seriously interested in the philosophy of first-order logic; by going gradually, one
blurs the hard lines and softens the contrasts. So, in this chapter, I take the opposite
route and go straight to the first-order sentences. Later chapters have more to say
about the links with plain English.

The chief pioneers in the creation of first-order languages were Boole, Frege and
C. S. Peirce in the nineteenth century; but the languages became public knowledge
only quite recently, with the textbook of Hilbert and Ackermann (1950), first
published in 1928 but based on lectures of Hilbert in 1917–22. (So first-order logic
has been around for about 70 years, but Aristotle’s syllogisms for well over 2000
years. Will first-order logic survive so long?)

From their beginnings, first-order languages have been used for the study of
deductive arguments, but not only for this – both Hilbert and Russell used first-
order formulas as an aid to definition and conceptual analysis. Today, computer

9
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science has still more uses for first-order languages, e.g., in knowledge representa-
tion and in specifying the behavior of systems.

You might expect at this point to start learning what various sentences in first-
order languages mean. However, first-order sentences were never intended to mean
anything; rather they were designed to express conditions which things can satisfy
or fail to satisfy. They do this in two steps.

First, each first-order language has a number of symbols called nonlogical con-
stants; older writers called them primitives. For brevity, I shall call them simply
constants. To use a first-order sentence φ, something in the world – a person, a
number, a colour, whatever – is attached (or in the usual jargon, assigned) to each
of the constants of φ. There are some restrictions on what kind of thing can be
assigned to what constant; more on that later. The notional glue that does the
attaching is called an interpretation or a structure or a valuation. These three words
have precise technical uses, but for the moment ‘interpretation’ is used as the least
technical term.

Second, given a first-order sentence φ and an interpretation I of φ, the semantics of
the first-order language determine either that I makes φ true, or that I makes φ false.
If I makes φ true, this is expressed by saying that I satisfies φ, or that I is a model of
φ, or that φ is true in I or under I. (The most natural English usage seems to be
‘true in a structure’ but ‘true under an interpretation.’ Nothing of any importance
hangs on the difference between ‘under’ and ‘in,’ and I will not be entirely consis-
tent with them.) The truth-value of a sentence under an interpretation is Truth if
the interpretation makes it true, and Falsehood if the interpretation makes it false.

The main difference between one first-order language and any other lies in its set
of constants; this set is called the signature of the language. (First-order languages
can also differ in other points of notation, but this shall be ignored here.) If σ is
a signature of some first-order language, then an interpretation is said to be of
signature σ if it attaches objects to exactly those constants that are in σ. So an
interpretation of signature σ contains exactly the kinds of assignment that are needed
to make a sentence of signature σ true or false.

Examples of first-order languages must wait until some general notions are intro-
duced in the next section, but as a foretaste, many first-order languages have a
sentence that is a single symbol

!

pronounced ‘absurdity’ or ‘bottom.’ Nobody knows or cares what this symbol
means, but the semantic rules decree that it is false. So, it has no models. It is not a
nonlogical constant; its truth-value does not depend on any assignment.

1.2. Some Fundamental Notions

In the definitions below, it is assumed that some fixed signature σ has been
chosen; the sentences are those of the first-order language of signature σ and the
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interpretations are of signature σ. So each interpretation makes each sentence either
true or false:

true? false?
interpretations I ↔ sentences φ

This picture can be looked at from either end. Starting from an interpretation I, it
can be used as a knife to cut the class of sentences into two groups: the sentences
which it satisfies and the sentences which it does not satisfy. The sentences satisfied
by I are together known as the (first-order) theory of I. More generally, any set of
sentences is called a theory, and I is a model of a theory T if it is a model of every
sentence in T. By a standard mathematical convention, every interpretation is a
model of the empty theory, because the empty theory contains no sentence that is
false in the interpretation.

Alternatively, the picture can be read from right to left, starting with a sentence φ.
The sentence φ separates the class of interpretations into two collections: those
which satisfy it and those which do not. Those which satisfy φ are together known
as the model class of φ. In fact, a similar definition can be given for any theory T: the
model class of T is the class of all interpretations that satisfy T. If a particular class
K of interpretations is the model class of a theory T, then T is a set of axioms for K.
This notion is important in mathematical applications of first-order logic, because
many natural classes of structures – e.g., the class of groups – are the model classes
of first-order axioms.

Two theories are said to be logically equivalent, or more briefly equivalent, if they
have the same model class. As a special case, two sentences are said to be equivalent
if they are true in exactly the same interpretations. A theory is said to be (semanti-
cally) consistent if it has at least one model; otherwise, it is (semantically) inconsistent.
There are many semantically inconsistent theories, for example the one consisting
of the single sentence ‘!’. The word ‘semantically’ is a warning of another kind of
inconsistency, discussed at the end of section 1.8.

Suppose T is a theory and ψ is a sentence. Then T entails ψ if there is no
interpretation that satisfies T but not ψ. Likewise, ψ is valid if every interpretation
makes ψ true. One can think of validity as a special case of entailment: a sentence is
valid if and only if it is entailed by the empty theory.

The symbol ‘"’ is pronounced ‘turnstile.’ A sequent is an expression

T " ψ

where T on the left is a theory and ψ on the right is a sentence. The sentences in
T are called the premises of the sequent and ψ is called its conclusion. The sequent is
valid if T entails ψ, and invalid otherwise. If T is a finite set of sentences, the
sequent ‘T " ψ’ can be written as a finite sequent

φ1, . . . , φn " ψ

listing the contents of T on the left. The language under discussion (i.e. the first-
order language of signature σ) is said to be decidable if there is an algorithm (i.e. a
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mechanical method which always works) for telling whether any given finite sequent
is valid.

A proof calculus C consists of

(i) a set of rules for producing patterns of symbols called formal proofs or deriva-
tions, and

(ii) a rule which determines, given a formal proof and a sequent, whether the
formal proof is a proof of the sequent.

Here ‘proof of ’ is just a set of words; but one of the purposes of proof calculi is that
they should give ‘proofs of ’ all and only the valid sequents. The following defini-
tions make this more precise:

1 A sequent

T " ψ

is derivable in C, or in symbols

T "C ψ

if some formal proof in the calculus C is a proof of the sequent.
2 A proof calculus C is correct (or sound) if no invalid sequent is derivable in C.
3 C is complete if every valid sequent is derivable in C.

So a correct and complete proof calculus is one for which the derivable sequents are
exactly the valid ones. One of the best features of first-order logic, from almost
anybody’s point of view, is that it has several excellent correct and complete proof
calculi. Some are mentioned in section 1.8.

1.3. Grammar and Semantics

As in any language, the sentences of first-order languages have a grammatical struc-
ture. The details vary from language to language, but one feature that all first-order
languages share is that the grammatical structure of any given sentence is uniquely
determined. There are no grammatically ambiguous sentences like Chomsky’s

They are flying planes.

This property of first-order languages is called the unique parsing property.
To guarantee unique parsing, first-order formulas generally have a large number

of brackets. There are conventions for leaving out some of these brackets without
introducing any ambiguity in the parsing. For example, if the first and last symbols
of a sentence are brackets, they can be omitted. Any elementary textbook gives
further details.
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For historical reasons, there is a hitch in the terminology. With a first-order
language, the objects that a linguist would call ‘sentences’ are called formulas (or in
some older writers well-formed formulas or wff ), and the word ‘sentence’ is reserved
for a particular kind of formula, as follows.

Every first-order language has an infinite collection of symbols called variables:

x0, x1, x2, . . .

To avoid writing subscripts all the time, it is often assumed that

x, y, z, u, v

and a few similar symbols are variables too. Variables are not in the signature. From
a semantic point of view, variables can occur in two ways: when a variable at some
point in a formula needs to have an object assigned to it to give the formula a truth-
value, this occurrence of the variable is called free; when no such assignment is
needed, it is called bound. A sentence is a formula with no free occurrences of
variables. To avoid confusing variables with constants, an assignment of objects to
the variables is called a valuation. So, in general, a first-order formula needs an
interpretation I of its constants and a valuation v of its variables to have a truth-
value. (It will always be clear whether ‘v’ means a variable or a valuation.)

The definitions of the previous section all make sense if ‘sentence’ is read as ‘first-
order sentence’; they also make sense if ‘sentence’ is read as ‘first-order formula’ and
‘interpretation’ as ‘interpretation plus valuation’. Fortunately, the two readings do
not clash; for example, a sequent of first-order sentences is valid or invalid, regard-
less of whether the first-order sentences are regarded as sentences or as formulas.
That needs a proof – one that can be left to the mathematicians. Likewise, according
to the mathematicians, a first-order language is decidable in terms of sentences if
and only if it is decidable in terms of formulas. (Be warned though that ‘first-order
theory’ normally means ‘set of first-order sentences’ in the narrow sense. To refer to
a set of first-order formulas it is safest to say ‘set of first-order formulas.’)

The next few sections present the semantic rules in what is commonly known as
the Tarski style (in view of Tarski (1983) and Tarski and Vaught (1957). In this
style, to find out what interpretations-plus-valuations make a complex formula φ
true, the question is reduced to the same question for certain formulas that are
simpler than φ. The Tarski style is not the only way to present the semantics. A
suggestive alternative is the Henkin–Hintikka description in terms of games; see
Hintikka (1973, ch. V), or its computer implementation by Barwise and Etchemendy
(1999). Although the Tarski-style semantics and the game semantics look very
different, they always give the same answer to the question: ‘What is the truth-value
of the sentence φ under the interpretation I ?’

Throughout this chapter, symbols such as ‘φ’, ‘α’ are used to range over the
formulas or terms of a first-order language. They are metavariables; in other words,
they are not in the first-order languages but are used for talking about these lan-
guages. On the other hand, so as not to saddle the reader with still more metavariables
for the other expressions of a first-order language, for example, when making a
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general statement about variables, a typical variable may be used as if it was a meta-
variable. Thus ‘Consider a variable x’ is common practice. More generally, quotation
marks are dropped when they are more of a nuisance than a help.

1.4. The First-Order Language with Empty Signature

The simplest first-order language is the one whose signature is empty. In this
section, this language is referred to as L.

An interpretation I with empty signature does not interpret any constants, but –
for reasons that will appear very soon – it does have an associated class of objects,
called its universe or domain. (The name ‘domain’ is perhaps more usual; but it
has other meanings in logic so, to avoid confusion, ‘universe’ is used instead.) Most
logicians require that the universe shall have at least one object in it; but, apart
from this, it can be any class of objects. The members of the domain are called
the elements of the interpretation; some older writers call them the individuals. A
valuation in I is a rule v for assigning to each variable xi an element v(xi) in the
universe of I.

For the grammatical constructions given here, an interpretation I and a valuation
v in I are assumed. The truth-values of formulas will depend partly on I and partly
on v. A formula is said to be true in I under v.

Some expressions of L are called atomic formulas. There are two kinds:

• Every expression of the form ‘(x = y)’, where x and y are variables, is an atomic
formula of L.

• ‘!’ is an atomic formula of L.

It has already been noted that ‘!’ is false in I. The truth-value of (x1 = x3), to take
a typical example of the other sort of atomic formula, is

Truth if v (x1) is the same element as v (x3)

Falsehood if not

So, given I and v, truth-values are assigned to the atomic formulas.
Next, a class of expressions called the formulas of L is defined. The atomic

formulas are formulas, but many formulas of L are not atomic. Take the five symbols

! & ∨ ! "

which are used to build up complex formulas from simpler ones. There is a gram-
matical rule for all of them.

If φ and ψ are formulas, then so are each of these expressions:

(! φ) (φ & ψ) (φ ∨ ψ) (φ ! ψ) (φ " ψ)
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This chart, called a truth-table, shows which of these formulas are true, depending
on whether φ and ψ are true:

φ ψ (! φ) (φ & ψ) (φ ∨ ψ) (φ ! ψ) (φ " ψ)

T T F T T T T
T F F T F F
F T T F T T F
F F F F T T

(Here T = Truth and F = Falsehood.) Because of this table, the five symbols ‘!’,
‘&’, ‘∨’, ‘!’, and ‘"’ are known as the truth-functional symbols.

For example, the formula

(((x 2 = x3) & (x5 = x 2)) ! (x5 = x3))

is false in just one case, namely where v(x 2) and v(x3) are the same element, and
v(x5) and v (x 2) are the same element, but v(x5) and v(x3) are not the same element.
Since this case can never arise, the formula is true regardless of what I and v are.

There remain just two grammatical constructions. The grammatical rule for them
both is:

If φ is any formula and x is any variable, then the expressions

(∀x)φ (∃x)φ

are both formulas.

The expressions ‘(∀x)’ and ‘(∃x)’ are called respectively a universal quantifier and
an existential quantifier, and read respectively as ‘for all x’ and ‘there is x’. In the
two formulas given by the rule, the occurrence of x inside the quantifier is said to
bind itself and any occurrences of the same variable in the formula φ. These occur-
rences stay bound as still more complex formulas are built. In any formula, an
occurrence of a variable which is not bound by a quantifier in the formula is said
to be free. A formula with no free variables is called a sentence. (And this is what
was meant earlier by ‘sentences’ of first-order languages. The syntactic definitions
just given are equivalent to the semantic explanation in the previous section.) For
example, this is not a sentence:

(∃y)(! (x = y))

because it has a free occurrence of x (though both occurrences of y are bound by the
existential quantifier). But this is a sentence:

(∀x)(∃y)(! (x = y))

because its universal quantifier binds the variable x.
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The semantic rules for the quantifiers are one of the harder concepts of first-order
logic. For more than two millennia, some of the best minds of Europe struggled to
formulate semantic rules that capture the essence of the natural language expressions
‘all’ and ‘there is.’

• ‘(∀x)φ’ is true in I under v if: for every element a in the universe of I, if w is
taken to be the valuation exactly like v except that w(x) is a, then φ is true in I
under w.

• ‘(∃x)φ’ is true in I under v if: there is an element a in the universe of I, such that
if w is taken to be the valuation exactly like v except that w(x) is a, then φ is true
in I under w.

For example, the formula

(∃y)(! (x = y))

is true in I under v, iff (if and only if ) there is an element a such that v(x) is not the
same element as a. So the sentence

(∀x)(∃y)(! (x = y))

is true in I under v iff for every element b there is an element a such that b is not the
same element as a. In other words, it is true iff the universe of I contains at least two
different elements.

Note that this last condition depends only on I and not at all on v. One can prove
that the truth-value of a formula φ in I and v never depends on v(x) for any variable
x that does not occur free in φ. Since sentences have no free variables, their truth-
value depends only on I and the valuation slips silently away.

These rules capture the essence of the expressions ‘all’ and ‘there is’ by stating
precise conditions under which a sentence starting with one of these phrases counts
as true. The same applies to the truth-functional symbols, which are meant, in some
sense, to capture at least the mathematical use of the words ‘not’, ‘and’, ‘or’, ‘if . . .
then’, and ‘if and only if ’.

1.5. Some Notation

The notation in this section applies to all first-order languages, not just the language
with empty signature.

Writing a formula as φ(x1, . . . , xn), where x1, . . . , xn are different variables means
that the formula is φ and it has no occurrences of free variables except perhaps for
x1, . . . , xn. Then

I X φ[a1, . . . , an]
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means that φ is true in the interpretation I and under some valuation v for which
v(x1), . . . , v(xn) are a1, . . . , an respectively (or under any such valuation v – it makes
no difference). When φ is a sentence, the a1, . . . , an are redundant and

I X φ

simply means that φ is true in I.
Here is another useful piece of notation:

φ(y/x)

means the formula obtained by replacing each free occurrence of x in φ by an
occurrence of y. Actually, this is not quite right, but the correction in the next
paragraph is rather technical. What is intended is that the formula φ(y/x) ‘says about
y’ the same thing that φ ‘said about x.’

Suppose, for example, that φ is the formula

(∀y)(x = y)

which expresses that x is identical with everything. Simply putting y in place of each
free occurrence of x in φ, gives

(∀y)(y = y)

This says that each thing is identical to itself; whereas the intention was to make the
more interesting statement that y is identical with everything. The problem is that y
is put into a place where it immediately becomes bound by the quantifier (∀y). So
φ(y/x) must be defined more carefully, as follows. First, choose another variable, say
z, that does not occur in φ, and adjust φ by replacing all bound occurrences of y in
φ by bound occurrences of z. After this, substitute y for free occurrences of x. (So
φ(y/x) in our example now works out as

(∀z)(y = z)

which says the right thing.) This more careful method of substitution is called
substitution avoiding clash of variables.

The language L of the previous section is a very arid first-order language. The
conditions that it can express on an interpretation I are very few. It can be used to
say that I has at least one element, at least two elements, at least seven elements,
either exactly a hundred or at least three billion elements, and similar things; but
nothing else. (Is there a single sentence of L which expresses the condition that I has
infinitely many elements? No. This is a consequence of the compactness theorem in
section 1.10.)

Nevertheless L already shows some very characteristic features of first-order
languages. For example, to work out the truth-value of a sentence φ under an
interpretation I, one must generally consider the truth-values of subformulas of φ
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under various valuations. As explained in section 1.3, the notion of a valid sequ-
ent applies to formulas as well as sentences; but for formulas it means that every
interpretation-plus-valuation making the formulas on the left true makes the formula
on the right true too.

Here are two important examples of valid sequents of the language L. The sequent

" (x = x)

is valid because v(x) is always the same element as v(x). The sequent

(x = y) " (φ ! φ(y/x))

is valid because if two given elements are the same element, then they satisfy all the
same conditions.

1.6. Nonlogical Constants: Monadic First-Order Logic

Section 1.5 ignored the main organ by which first-order formulas reach out to the
world: the signature, the family of nonlogical constants.

The various constants can be classified by the kinds of feature to which they have
to be attached in the world. For example, some constants are called class symbols
because their job is to stand for classes. (Their more technical name is 1-ary relation
symbols.) Some other constants are called individual constants because their job is to
stand for individuals, i.e. elements. This section concentrates on languages whose
signature contains only constants of these two kinds. Languages of this type are said
to be monadic. Let L be a monadic language.

Usually, individual constants are lower-case letters ‘a’, ‘b’, ‘c’ etc. from the first
half of the alphabet, with or without subscripts. Usually class symbols are capital
letters ‘P’, ‘Q ’, ‘R’ etc. from the second half of the alphabet, with or without
number subscripts.

Grammatically these constants provide some new kinds of atomic formula. It is
helpful first to define the terms of L. There are two kinds:

• Every variable is a term.
• Every individual constant is a term.

The definition of atomic formula needs revising:

• Every expression of the form ‘(α = β)’, where α and β are terms, is an atomic
formula of L.

• If P is any class symbol and α any term, then ‘P(α)’ is an atomic formula.
• ‘!’ is an atomic formula of L.

Apart from these new clauses, the grammatical rules remain the same as in sec-
tion 1.4.
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What should count as an interpretation for a monadic language? Every interpreta-
tion I needs a universe, just as before. But now it also needs to give the truth-value
of P(x) under a valuation that ties x to an element v(x), which might be any element
of the universe. In other words, the interpretation needs to give the class, written PI,
of all those elements a such that P(x) is true under any valuation v with v(x) equal
to a. (Intuitively P I is the class of all elements that satisfy P(x) in I.) Here P I might
be any subclass of the universe.

In the branch of logic called model theory, the previous paragraph turns into a
definition. A structure is an interpretation I of the following form:

• I has a universe, which is a set (generally taken to be non-empty).
• For each class symbol P in the signature, I picks out a corresponding class P I,

called the interpretation of P under I, all of whose members are in the universe.
• For each individual constant a in the signature, I picks out a corresponding ele-

ment aI in the universe, and this element is called the interpretation of a under I.

Writing σ for the signature in question, this interpretation I is called a σ-structure.
So a σ-structure contains exactly the information needed to give a truth-value to a
sentence of signature σ. Note that the interpretations aI are needed to deal with
sentences such as P(a). (The requirement that the universe should be a set rather
than a class is no accident: a set is a mathematically well-behaved class. The precise
difference is studied in texts of set theory. [See chapter 3.])

However, this model-theoretic definition is not as old as first-order logic. In the
early days, logicians would give an interpretation for a by writing down a name or a
description of a thing or person. They would give an interpretation for P by writing
down a sentence of English or their own native language with x in place of one or
more pronouns. Or sometimes they would write a sentence with ‘He’ or ‘It’ left off
the front; or more drastically, a sentence with ‘He is a’ left off. For example an
interpretation might contain the items:

P : x is kind to people who are kind to x.

Q : is mortal

R : taxpayer

The third style here is the least flexible, but anyway it is not needed; it can easily be
converted to the second style by writing ‘is a taxpayer.’ The second style in turn is
less flexible than the first, and again is not needed. Q and R could be written ‘x is
mortal’, ‘x is a taxpayer’. A sentence with variables in place of some pronouns is
sometimes called a predicate.

Can every interpretation by predicates be converted into a structure? Yes, pro-
vided that each of the predicates has a certain property: the question whether an
element of the universe satisfies the predicate always has a definite answer (Yes or No)
which depends only on the element and not on how it is described. Predicates with this
property are said to be extensional. The following predicates seem not to be extensional
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– though this is an area where people have presented strong arguments for some
quite surprising conclusions:

x is necessarily equal to 7.

I recognized x.

The prevailing view is that to handle predicates like these, a logic with a subtler
semantics than first-order logic is needed. Modal logic takes on board the first
example, epistemic logic the second. [See chapters 7 and 9.]

The predicate

x is bald.

also fails the test, not because it is possible to be bald under one name and bushy-
haired under another, but because there are borderline cases – people who aren’t
definitely bald or definitely not bald. So this predicate does not succeed in defining
a class of people. Truth to tell, most natural language predicates are at least slightly
vague; even logicians have to live with the roughnesses of the real world.

Given an interpretation I that uses predicates, a first-order sentence φ can often be
translated into an English sentence which is guaranteed to be true if and only if φ
is true in I. The translation will generally need to mention the universe of the inter-
pretation, unless a predicate is used to describe that too. Here are some examples,
using the interpretation a couple of paragraphs above, together with the universe
described by ‘x is a person’:

(∀x)(R(x) → Q (x))
Every person who is a taxpayer is mortal.

(∃x)P(x)
At least one person is kind to people who are kind to him or her.

(∃x)(R(x) & (∀y)(R(y) " (y = x)))
Exactly one person is a taxpayer.

The reader may well agree with the following comment: If these first-order sen-
tences are being used to express the English sentences in question, then it is artificial
to ask for a universe at all. In ordinary speech, no one asks people to state their
universes.

This comment needs answers on several levels. First, mathematical objects – such
as groups, rings, boolean algebras and the like – consist of a set of objects with
certain features picked out by nonlogical constants. So it was natural for the math-
ematical creators of first-order logic to think of this set of objects as a universe.

Second, there is a mathematical result that takes some of the sting out of the
requirement that a universe has to be chosen. An occurrence of a universal quantifier
is restricted if it occurs as follows:
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(∀x)(P(x) ! · · · )

i.e. followed immediately by a left bracket, a class symbol with the same variable,
and then ‘!’. Likewise an occurrence of an existential quantifier is restricted if it
looks like this:

(∃x)(P(x) & · · · )

The mathematical result states:

Theorem 1.1 Let φ be a sentence of the first-order language L of signature
σ, and suppose that all occurrences of quantifiers in φ are restricted. Let I be a
σ-structure and J be another σ-structure which comes from I by removing some
elements which are not inside P I for any class symbol P. Then φ has the same
truth-value in I and in J.

First-order sentences that serve as straightforward translations of English sentences
usually have all their quantifiers restricted, as in the first and third examples above.
(The second example can be rewritten harmlessly as

(∃x)(P(x) & P(x))

and then its quantifier is restricted too.) So the choice of universe may be largely
ad hoc, but it is also largely irrelevant. (This theorem remains true for first-order
languages that are not monadic.)

Third, if the class symbols are interpreted by predicates rather than by classes, the
choice of universe certainly can make a difference to truth-values, even for sentences
covered by the theorem just stated. Suppose, for example, that an interpretation is
being used, with

P : x is a person.

Q : x will be dead before the year 2200.

With such an interpretation, the sentence

(∀x)(P(x) → Q (x))

expresses that every person will be dead before the year 2200. This is probably true
of people alive now, but probably false if ‘person’ includes people yet to be born. So
different universes give different truth-values. Why does this not contradict Theorem
1.1? Because the predicate ‘x is a person’ picks out different classes according as
future people are excluded or included, so that the corresponding σ-structures differ
in their assignments to P and Q , not just in their universes.

If a universe can contain future people, can it contain possible people, or fictional
people, or even impossible people (like the man I met who wasn’t there, in the



Wilfrid Hodges

22

children’s jingle)? Or to be more metaphysical, can a universe contain as separate
elements myself-now and myself-ten-years-ago? First-order logic is very robust about
questions like these: it doesn’t give a damn. If you think that there are fictional
people and that they have or fail to have this property or that, and can meaningfully
be said to be the same individuals or not the same individuals as one another, then
fine, put them in your universes. Likewise, if you think there are time-slices of
people. If you don’t, then leave them out.

All these remarks about universes apply equally well to the more general first-
order languages of section 1.7. Here is a theorem that does not.

Theorem 1.2 If L is a monadic first-order language with a finite signature, then
L is decidable.

See, for example, Boolos and Jeffrey (1974, ch. 25, ‘Monadic versus dyadic logic’)
for a proof of this theorem.

1.7. Some More Nonlogical Constants

Most logicians before about 1850, if they had been set to work designing a first-
order language, would probably have been happy to stick with the kinds of constant
already introduced here. Apart from some subtleties and confusions about empty
classes, the traditional syllogistic forms correspond to the four sentence-types

(∀x)(P(x) ! Q (x)) (∀x)(P(x) ! ! Q (x))

(∃x)(P(x) & Q (x)) (∃x)(P(x) & ! Q (x))

The main pressure for more elaborate forms came from mathematics, where ge-
ometers wanted symbols to represent predicates such as:

x is a point lying on the line y.

x is between y and z.

Even these two examples show that there is no point in restricting ourselves in
advance to some fixed number of variables. So, class symbols are generalized to
n-ary relation symbols, where the arity, n, is the number of distinct variables needed
in a predicate that interprets the relation symbol.

Like class symbols, relation symbols are usually ‘P’, ‘Q’, etc., i.e. capital letters
from near the end of the alphabet. An ordered n-tuple is a list

〈a1, . . . , an〉

where ai is the ith item in the list; the same object may appear as more than one
item in the list. The interpretation RI of a relation symbol R of arity n in an
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interpretation I is a set of ordered n-tuples of elements in the universe of I. If RI is
specified by giving a particular predicate for R, then which variables of the predicate
belong with which places in the lists must also be specified. An example shows how:

R(x, y, w) : w is between x and y.

Class symbols are included as the relation symbols of arity 1, by taking a list

〈a〉

of length 1 to be the same thing as its unique item a.
There can also be relation symbols of arity 0 if it is decided that there is exactly

one list 〈 〉 of length 0. So the interpretation pI of a 0-ary relation symbol p is either
the empty set (call it Falsehood) or else the set whose one element is 〈 〉 (call this set
Truth). All this makes good sense set-theoretically. What matters here, however, is
the outcome: relation symbols of arity 0 are called propositional symbols, and they are
always interpreted as Truth or as Falsehood. A sentence which contains neither ‘=’,
quantifiers nor any nonlogical constants except propositional symbols is called a
propositional sentence. Propositional logic is about propositional sentences.

The language can be extended in another way by introducing nonlogical symbols
called n-ary function symbols, where n is a positive integer. The interpretation F I of
such a symbol F is a function which assigns an element of I to each ordered n-tuple
of elements of I. (Again, there is a way of regarding individual constants as 0-ary
function symbols, but the details can be skipped here.)

The new symbols require some more adjustments to the grammar. The clause for
terms becomes:

• Every variable is a term.
• Every individual constant is a term.
• If F is a function symbol of arity n, and α1, . . . , αn are terms, then ‘F(α1, . . . , αn)’

is a term.

The definition of atomic formula becomes:

• Every expression of the form ‘(α = β)’, where α and β are terms, is an atomic
formula of L.

• Every propositional symbol is an atomic formula.
• If R is any relation symbol of positive arity n and α1, . . . , αn are terms, then

‘R(α1, . . . , αn)’ is an atomic formula.
• ‘!’ is an atomic formula.

The semantic rules are the obvious adjustments of those in the previous section.
Some notation from section 1.5 can be usefully extended. If φ is a formula and α

is a term,

φ(α/x)
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represents the formula obtained from φ by replacing all free occurrences of x by α.
As in section 1.5, to avoid clash of variables, the bound variables in φ may need to
be changed first, so that they do not bind any variables in α.

1.8. Proof Calculi

First-order logic has a range of proof calculi. With a very few exceptions, all these
proof calculi apply to all first-order languages. So, for the rest of this section assume
that L is a particular first-order language of signature σ.

The first proof calculi to be discovered were the Hilbert-style calculi, where one
reaches a conclusion by applying deduction rules to axioms. An example is described
later in this section. These calculi tend to be very ad hoc in their axioms, and
maddeningly wayward if one is looking for proofs in them. However, they have their
supporters, e.g., modal logicians who need a first-order base to which further axioms
can be added.

In 1934, Gentzen (1969) invented two other styles of calculus. One was the
natural deduction calculus (independently proposed by Jamkowski slightly earlier).
An intuitionistic natural deduction calculus is given in chapter 11, which, as noted
there, can be extended to make a calculus for classical first-order logic by the
addition of a rule for double-negation elimination. Gentzen’s second invention was
the sequent calculus, which could be regarded as a Hilbert-style calculus for deriving
finite sequents instead of formulas. With this subtle adjustment, nearly all of the
arbitrariness of Hilbert-style systems falls away, and it is even possible to convert
each sequent calculus proof into a sequent calculus proof in a very simple form
called a cut-free proof. The popular tableau or truth-tree proofs are really cut-free
sequent proofs turned upside down. A proof of a sequent in any of the four kinds
of calculi – Hilbert-style, natural deduction, sequent calculus, tableaux – can be
mechanically converted to a proof of the same sequent in any of the other calculi;
see Sundholm (1983) for a survey.

The resolution calculus also deserves a mention. This calculus works very fast on
computers, but its proofs are almost impossible for a normal human being to make
any sense of, and it requires the sentences to be converted to a normal form (not
quite the one in section 1.10 below) before the calculation starts; see, for example,
Gallier (1986).

To sketch a Hilbert-style calculus, called H, first define the class of axioms of H.
This is the set of all formulas of the language L which have any of the following
forms:

H1 φ ! (ψ ! φ)

H2 (φ ! ψ) ! ((φ ! (ψ ! χ)) ! (ψ ! χ))

H3 (! φ ! ψ) ! ((! φ ! ! ψ) ! φ)

H4 ((φ ! !) ! !) ! φ
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H5 φ ! (ψ ! (φ & ψ))

H6 (φ & ψ) ! φ, (φ & ψ) ! ψ

H7 φ ! (φ ∨ ψ), ψ ! (φ ∨ ψ)

H8 (φ ! χ) ! ((ψ ! χ) ! ((φ ∨ ψ) ! χ))

H9 (φ ! ψ) ! ((ψ ! φ) ! (φ " ψ))

H10 (φ " ψ) ! (φ ! ψ), (φ " ψ) ! (ψ ! φ)

H11 φ(α/x) ! ∃xφ (α any term)

H12 ∀xφ ! φ (α/x) (α any term)

H13 x = x

H14 x = y ! (φ ! φ (y/x))

A derivation (or formal proof ) in H is defined to be a finite sequence

(〈φ1, m1〉, . . . , 〈φn, mn〉)

such that n ! 1, and for each i (1 " i " n) one of the five following conditions
holds. (Clauses (c)–(e) are known as the derivation rules of H.)

(a) mi = 1 and φi is an axiom.
(b) mi = 2 and φi is any formula of L.
(c) mi = 3 and there are j and k in {1, . . . , i − 1} such that φk is φj → φi.
(d) mi = 4 and there is j (1 " j # i ) such that φj has the form ψ → χ, x is a variable

not occurring free in ψ, and φi is ψ → ∀xχ.
(e) mi = 5 and there is j (1 " j # i ) such that φj has the form ψ → χ, x is a variable

not occurring free in χ, and φi is ∃xψ → χ.

The premises of this derivation are the formulas φi for which mi = 2. Its conclusion is
φn. We say that ψ is derivable in H from a set T of formulas, in symbols

T "H ψ

if there exists a derivation whose conclusion is ψ and all of whose premises are in T.
Proofs are usually written vertically rather than horizontally. For example here is a

proof of (φ ! φ), where φ is any formula:

(1) (φ ! (φ ! φ)) ! ((φ ! ((φ ! φ) ! φ)) ! (φ ! φ)) [Axiom H2]

(2) φ ! (φ ! φ) [Axiom H1]

(3) (φ ! ((φ ! φ) ! φ)) ! (φ ! φ) [Rule (c) from (1), (2)]

(4) φ ! ((φ ! φ) ! φ) [Axiom H1]

(5) φ ! φ [Rule (c) from (3), (4)]
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To save the labor of writing this argument every time a result of the form φ ! φ is
needed, this result can be quoted as a lemma in further proofs. Thus !! can be
proved as follows:

(1) !!!!! [Lemma]

(2) (!!!!!) ! ((!!!!) ! (!!!!!)) [Axiom H1]

(3) (!!!!) ! (!!!!!) [Rule (c) from (1), (2)]

(4) ((!!!!) ! (!!!!!)) ! (((!!!!) ! ((!!!!!) !!)) ! ((!!!!) !!))
[Axiom H2]

(5) ((!!!!) ! ((!!!!!) !!)) ! ((!!!!) !!)
[Rule (c) from (3), (4)]

(6) (!!!!) ! ((!!!!!) !!) [Axiom H3]

(7) (!!!!) !! [Rule (c) from (5), (6)]

(8) ((!!!!) !!) !!! [Axiom H4]

(9) !! [Rule (c) from (7), (8)]

Then this result can be quoted in turn as a lemma in a proof of (φ ! !) !! φ, and
so on.

A theory T is H-inconsistent if there is some formula φ such that (φ & ! φ) is
derivable from T in H. If the language L contains !, then it can be shown that
this is equivalent to saying that ! is derivable from T in H. T is H-consistent if it is
not H-inconsistent. H-inconsistency is one example of syntactic inconsistency; other
proof calculi give other examples.

1.9. Correctness and Completeness

Theorem 1.3 (Correctness Theorem for H ) Suppose φ1, . . . , φn and ψ are sen-
tences. If φ is derivable in H from φ1, . . . , φn, then the sequent

φ1, . . . , φn " ψ

is valid.

Proof sketch This is proved by induction on the length of the shortest derivation of
ψ from φ1, . . . , φn. Unfortunately, the formulas in the derivation need not be
sentences. So for the induction hypothesis something a little more general needs to
be proved:

Suppose φ1, . . . , φn are sentences and ψ is a formula whose free variables are all
among x1, . . . , xm. If ψ is derivable in H from φ1, . . . , φn, then the sequent
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φ1, . . . , φn " ∀x1 · · · ∀xmψ

is valid.

The argument splits into cases according to the last derivation rule used in the
proof. Suppose, for example, that this was the rule numbered (5) above, and ψ is
the formula ∃yθ ! χ where y is not free in χ. Then, from the induction hypothesis,
the sequent

φ1, . . . , φn " ∀x1 · · · ∀xn∀y(θ ! χ)

is valid. Using the fact that y is not free in χ, it can be checked that the sequent

∀x1 · · · ∀xn∀y(θ ! χ) " ∀x1 · · · ∀xn(∃yθ ! χ)

is valid. By this and the induction hypothesis, the sequent

φ1, . . . , φn " ∀x1 · · · ∀xn(∃yθ ! χ)

is valid as required. QED
Now, the completeness question:

Theorem 1.4 (Completeness Theorem for H ) Suppose that T is a theory and ψ is
a sentence such that the sequent

T " ψ

is valid. Then ψ is derivable from T in H.

In fact one proves the special case of the Completeness Theorem where ψ is !; in
other words

If T is a theory with no models, then T "H !.

This is as good as proving the whole theorem, since the sequent

T " {! ψ} " !

is equivalent to ‘T " ψ’ both semantically and in terms of derivability in H.
Here, the Completeness Theorem is proved by showing that if T is any H-

consistent theory then T has a model. A technical lemma about H is needed along
the way:

Lemma 1.5 Suppose c is a constant which occurs nowhere in the formula φ, the
theory T or the sentence ψ. If



Wilfrid Hodges

28

T "H φ(c/x) ! ψ

then

T "H ∃xφ ! ψ

Proof sketch of the Completeness Theorem This is known as a Henkin-style proof
because of three features: the constants added as witnesses, the construction of a
maximal consistent theory, and the way that a model is built using sets of terms as
elements. The proof uses a small amount of set theory, chiefly infinite cardinals and
ordinals. [See chapter 3.]

Assume a H-consistent theory T in the language L. Let κ be the number of
formulas of L; κ is always infinite. Expand the language L to a first-order language
L+ by adding to the signature a set of κ new individual constants; these new con-
stants are called witnesses. List the sentences of L+ as (φi : i # κ). Now define for each
i # κ a theory Ti, so that

T = T0 # T1 # · · ·

and each Ti is H-consistent. To start the process, put T0 = T. When i is a limit
ordinal, take Ti to be the union of the Tj with j # i; this theory is H-consistent since
any inconsistency would have a proof using finitely many sentences, all of which
would lie in some Tj with j # i.

The important choice is where i is a successor ordinal, say i = j + 1. If Tj " {φj} is
not H-consistent, take Tj +1 to be Tj. Otherwise, put T ′j = Tj "{φ j}. Then if φj is of the
form ∃xψ, choose a witness c that appears nowhere in any sentence of T ′j , and put
Tj+1 = T ′j " {ψ(c/x)}; otherwise put Tj+1 = T ′j. By Lemma 1.5, Tj+1 is H-consistent in
all these cases.

Write T + for the union of all the theories Ti. It has the property that if φj is any
sentence of L+ for which T + " {φj} is H-consistent, then Tj " {φj} was already H-
consistent and so φj is in T + by construction. (As noted, T + is maximal consistent.)
Moreover if T + contains a sentence φj of the form ∃xψ, then by construction it also
contains ψ(c/x) for some witness c.

Two witnesses c and d are equivalent if the sentence ‘c = d’ is in T +. Now if ‘c = d’
and ‘d = e’ are both in T +, then (appealing to the axioms and rules of H ) the theory
T + " {c = e} is H-consistent, and so ‘c = e’ is also in T +. This and similar arguments
show that ‘equivalence’ is an equivalence relation on the set of witnesses. Now build
a structure A+ whose universe is the set of equivalence classes c! of witnesses c. For
example, if P is a 2-ary relation symbol in the signature, then take PA+ to be the set
of all ordered pairs 〈c!, d!〉 such that the sentence ‘P(c, d)’ is in T +. There are a
number of details to be checked, but the outcome is that A+ is a model of T +. Now,
stripping the witnesses out of the signature gives a structure A whose signature is
that of L, and A is a model of all the sentences of L that are in T +. In particular, A
is a model of T, as required. (Note that A has at most κ elements, since there were
only κ witnesses.) QED
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1.10. Metatheory of First-Order Logic

The metatheory of a logic consists of those things that one can say about the logic,
rather than in it. All the numbered theorems of this chapter are examples. The
metatheory of first-order logic is vast. Here are a few high points, beginning with
some consequences of the Completeness Theorem for H.

Theorem 1.6 (Compactness Theorem) Suppose T is a first-order theory, ψ is a
first-order sentence and T entails ψ. Then there is a finite subset U of T such that
U entails ψ.

Proof If T entails ψ then the sequent

T " ψ

is valid, and so by the completeness of the proof calculus H, the sequent has a formal
proof. Let U be the set of sentences in T which are used in this proof. Since the
proof is a finite object, U is a finite set. But the proof is also a proof of the sequent

U " ψ

So by the correctness of H, U entails ψ. QED

Corollary 1.7 Suppose T is a first-order theory and every finite subset of T has
a model. Then T has a model.

Proof Working backwards, it is enough to prove that if T has no model then some
finite subset of T has no model. If T has no model then T entails !, since ! has no
models. So by the Compactness Theorem, some finite subset U of T entails !. But
this implies that U has no model. QED

The next result is the weakest of a family of theorems known as the Downward
Löwenheim–Skolem Theorem.

Theorem 1.8 Suppose L is a first-order language with at most countably many
formulas, and let T be a consistent theory in L. Then T has a model with at most
countably many elements.

Proof Assuming T is semantically consistent, it is H-consistent by the correctness of
H. So the sketch proof of the Completeness Theorem in section 1.9 constructs a
model A of T. By the last sentence of section 1.9, A has at most countably many
elements. QED

There is also an Upward Löwenheim–Skolem Theorem, which says that every first-
order theory with infinite models has arbitrarily large models.

A basic conjunction is a formula of the form
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(φ1 & · · · & φm)

where each φi is either an atomic formula or an atomic formula preceded by !.
(Note that m = 1 is allowed, so that a single atomic formula, with or without !,
counts as a basic conjunction.) A formula is in disjunctive normal form if it has the
form

(ψ1 ∨ · · · ∨ ψn)

where each ψj is a basic conjunction. (Again, n = 1 is allowed, so that a basic
conjunction counts as being in disjunctive normal form.)

A first-order formula is said to be prenex if it consists of a string of quantifiers
followed by a formula with no quantifiers in it. (The string of quantifiers may be
empty, so that a formula with no quantifiers counts as being prenex.)

A formula is in normal form if it is prenex and the part after the quantifiers is in
disjunctive normal form.

Theorem 1.9 (Normal Form Theorem) Every first-order formula φ is equivalent
to a first-order formula ψ of the same signature as φ, which has the same free
variables as φ and is in normal form.

The next theorem, Lyndon’s Interpolation Theorem, deserves to be better known.
Among other things, it is the first-order form of some laws which were widely
known to logicians of earlier centuries as the Laws of Distribution (Hodges, 1998).
It is stated here for sentences in normal form; by Theorem 1.9, this implies a
theorem about all first-order sentences.

Suppose φ is a first-order sentence in normal form. An occurrence of a relation
symbol in φ is called positive if it has no ‘!’ immediately in front of it, and negative
if it has.

Theorem 1.10 (Lyndon’s Interpolation Theorem) Suppose φ and ψ are first-
order sentences in normal form, and φ entails ψ. Then there is a first-order
sentence θ in normal form, such that

• φ entails θ and θ entails ψ
• every relation symbol which has a positive occurrence in θ has positive occur-

rences in both φ and ψ, and
• every relation symbol which has a negative occurrence in θ has negative

occurrences in both φ and ψ.

Lyndon’s theorem can be proved either by analyzing proofs of the sequent ‘φ " ψ’,
or by a set-theoretic argument using models of φ and ψ. Both arguments are too
complicated to give here.

An important corollary of Lyndon’s Interpolation Theorem is Craig’s Interpola-
tion Theorem, which was proved a few years before Lyndon’s.
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Corollary 1.11 (Craig’s Interpolation Theorem) Suppose φ and ψ are first-order
sentences, and φ entails ψ. Then there is a first-order sentence θ such that

• φ entails θ and θ entails ψ
• every relation symbol that occurs in θ occurs both in φ and in ψ.

Craig’s Interpolation Theorem in turn implies Beth’s Definability Theorem, which
was proved earlier still. But all these theorems are from the 1950s, perhaps the last
great age of elementary metatheory.

Corollary 1.12 (Beth’s Definability Theorem) Suppose φ is a first-order sentence
in which a relation symbol R of arity n occurs, and suppose also that there are not
two models I and J of φ which are identical except that RI is different from RJ.
Then φ entails some first-order sentence of the form

(∀x1) · · · (∀xn) (ψ " R(x1, . . . , xn))

where ψ is a formula in which R never occurs.

Finally, note a metatheorem of a different kind, to contrast with Theorem 1.2
above: a form of Church’s Theorem on the Undecidability of First-Order Logic.

Theorem 1.13 Suppose L is a first-order language whose signature contains at
least one n-ary relation symbol with n $ 1. Then L is not decidable.

A reference for all the metatheorems in this section except Theorems 1.9 and 1.13
is Hodges (1997). Theorem 1.9 is proved in both Kleene (1952, pp. 134f, 167) and
Ebbinghaus et al. (1984, p. 126), together with a wealth of other mathematical
information about first-order languages. Boolos and Jeffrey (1974) contains a proof
of the undecidability of first-order logic (though to reach Theorem 1.13 above from
its results, some coding devices are needed).

Suggested further reading

There are many places where the subjects of this chapter can be pursued to a deeper level. Of
those mentioned already in this chapter, Boolos and Jeffrey (1974) is a clear introductory text
aimed at philosophers, while Hodges (1983) is a survey with an eye on philosophical issues.
Ebbinghaus et al. (1984) is highly recommended for those prepared to face some nontrivial
mathematics. Of older books, Church (1956) is still valuable for its philosophical and histor-
ical remarks, and Tarski (1983) is outstanding for its clear treatment of fundamental questions.
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Chapter 8

Resolution In
First-Order Logic

8.1 Introduction

In this chapter, the resolution method presented in Chapter 4 for propositional
logic is extended to first-order logic without equality. The point of departure
is the Skolem-Herbrand-Gödel theorem (theorem 7.6.1). Recall that this the-
orem says that a sentence A is unsatisfiable iff some compound instance C of
the Skolem form B of A is unsatisfiable. This suggests the following procedure
for checking unsatisfiability:

Enumerate the compound instances of B systematically one by one,
testing each time a new compound instance C is generated, whether C is
unsatisfiable.

If we are considering a first-order language without equality, there are
algorithms for testing whether a quantifier-free formula is valid (for example,
the search procedure) and, if B is unsatisfiable, this will be eventually discov-
ered. Indeed, the search procedure halts for every compound instance, and
for some compound instance C, ¬C will be found valid.

If the logic contains equality, the situation is more complex. This is
because the search procedure does not necessarily halt for quantifier-free for-
mulae that are not valid. Hence, it is possible that the procedure for checking
unsatisfiability will run forever even if B is unsatisfiable, because the search
procedure can run forever for some compound instance that is not unsatisfi-
able. We can fix the problem as follows:

376
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Interleave the generation of compound instances with the process of
checking whether a compound instance is unsatisfiable, proceeding by rounds.
A round consists in running the search procedure a fixed number of steps for
each compound instance being tested, and then generating a new compound
instance. The process is repeated with the new set of compound instances.
In this fashion, at the end of each round, we have made progress in checking
the unsatisfiability of all the activated compound instances, but we have also
made progress in the number of compound instances being considered.

Needless to say, such a method is horribly inefficient. Actually, it is
possible to design an algorithm for testing the unsatisfiability of a quantifier-
free formula with equality by extending the congruence closure method of
Oppen and Nelson (Nelson and Oppen, 1980). This extension is presented in
Chapter 10.

In the case of a language without equality, any algorithm for deciding
the unsatisfiability of a quantifier-free formula can be used. However, the
choice of such an algorithm is constrained by the need for efficiency. Several
methods have been proposed. The search procedure can be used, but this is
probably the least efficient choice. If the compound instances C are in CNF,
the resolution method of Chapter 4 is a possible candidate. Another method
called the method of matings has also been proposed by Andrews (Andrews,
1981).

In this chapter, we are going to explore the method using resolution.
Such a method is called ground resolution, because it is applied to quantifier-
free clauses with no variables.

From the point of view of efficiency, there is an undesirable feature,
which is the need for systematically generating compound instances. Unfor-
tunately, there is no hope that the process of finding a refutation can be purely
mechanical. Indeed, by Church’s theorem (mentioned in the remark after the
proof of theorem 5.5.1), there is no algorithm for deciding the unsatisfiability
(validity) of a formula.

There is a way of avoiding the systematic generation of compound in-
stances due to J. A. Robinson (Robinson, 1965). The idea is not to generate
compound instances at all, but instead to generalize the resolution method so
that it applies directly to the clauses in B, as opposed to the (ground) clauses
in the compound instance C. The completeness of this method was shown by
Robinson. The method is to show that every ground refutation can be lifted
to a refutation operating on the original clauses, as opposed to the closed (or
ground) substitution instances. In order to perform this lifting operation the
process of unification must be introduced. We shall define these concepts in
the following sections.

It is also possible to extend the resolution method to first-order lan-
guages with equality using the paramodulation method due to Robinson and
Wos (Robinson and Wos, 1969, Loveland, 1978), but the completeness proof is
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rather delicate. Hence, we will restrict our attention to first-order languages
without equality, and refer the interested reader to Loveland, 1978, for an
exposition of paramodulation.

As in Chapter 4, the resolution method for first-order logic (without
equality) is applied to special conjunctions of formulae called clauses. Hence,
it is necessary to convert a sentence A into a sentence A′ in clause form, such
that A is unsatisfiable iff A′ is unsatisfiable. The conversion process is defined
below.

8.2 Formulae in Clause Form

First, we define the notion of a formula in clause form.

Definition 8.2.1 As in the propositional case, a literal is either an atomic
formula B, or the negation ¬B of an atomic formula. Given a literal L, its
conjugate L is defined such that, if L = B then L = ¬B, else if L = ¬B
then L = B. A sentence A is in clause form iff it is a conjunction of (prenex)
sentences of the form ∀x1...∀xmC, where C is a disjunction of literals, and the
sets of bound variables {x1, ..., xm} are disjoint for any two distinct clauses.
Each sentence ∀x1...∀xmC is called a clause. If a clause in A has no quantifiers
and does not contain any variables, we say that it is a ground clause.

For simplicity of notation, the universal quantifiers are usually omitted
in writing clauses.

Lemma 8.2.1 For every (rectified) sentence A, a sentence B ′ in clause form
such that A is valid iff B′ is unsatisfiable can be constructed.

Proof : Given a sentence A, first B = ¬A is converted to B1 in NNF
using lemma 6.4.1. Then B1 is converted to B2 in Skolem normal form using
the method of definition 7.6.2. Next, by lemma 7.2.1, B2 is converted to B3 in
prenex form. Next, the matrix of B3 is converted to conjunctive normal form
using theorem 3.4.2, yielding B4. In this step, theorem 3.4.2 is applicable
because the matrix is quantifier free. Finally, the quantifiers are distributed
over each conjunct using the valid formula ∀x(A ∧ B) ≡ ∀xA ∧ ∀xB, and
renamed apart using lemma 5.3.4.

Let the resulting sentence be called B′. The resulting formula B′ is a
conjunction of clauses.

By lemma 6.4.1, B is unsatisfiable iff B1 is. By lemma 7.6.3, B1 is
unsatisfiable iff B2 is. By lemma 7.2.1, B2 is unsatisfiable iff B3 is. By theorem
3.4.2 and lemma 5.3.7, B3 is unsatisfiable iff B4 is. Finally, by lemma 5.3.4
and lemma 5.3.7, B4 is unsatisfiable iff B′ is. Hence, B is unsatisfiable iff
B′ is. Since A is valid iff B = ¬A is unsatisfiable, then A is valid iff B ′ is
unsatisfiable.



8.3 Ground Resolution 379

EXAMPLE 8.2.1

Let
A = ¬∃y∀z(P (z, y) ≡ ¬∃x(P (z, x) ∧ P (x, z))).

First, we negate A and eliminate ≡. We obtain the sentence

∃y∀z[(¬P (z, y) ∨ ¬∃x(P (z, x) ∧ P (x, z)))∧

(∃x(P (z, x) ∧ P (x, z)) ∨ P (z, y))].

Next, we put in this formula in NNF:

∃y∀z[(¬P (z, y) ∨ ∀x(¬P (z, x) ∨ ¬P (x, z)))∧

(∃x(P (z, x) ∧ P (x, z)) ∨ P (z, y))].

Next, we eliminate existential quantifiers, by the introduction of Skolem
symbols:

∀z[(¬P (z, a) ∨ ∀x(¬P (z, x) ∨ ¬P (x, z)))∧

((P (z, f(z)) ∧ P (f(z), z)) ∨ P (z, a))].

We now put in prenex form:

∀z∀x[(¬P (z, a) ∨ (¬P (z, x) ∨ ¬P (x, z)))∧

((P (z, f(z)) ∧ P (f(z), z)) ∨ P (z, a))].

We put in CNF by distributing ∧ over ∨:

∀z∀x[(¬P (z, a) ∨ ¬P (z, x) ∨ ¬P (x, z))∧

(P (z, f(z)) ∨ P (z, a)) ∧ (P (f(z), z)) ∨ P (z, a))].

Omitting universal quantifiers, we have the following three clauses:

C1 = (¬P (z1, a) ∨ ¬P (z1, x) ∨ ¬P (x, z1)),

C2 = (P (z2, f(z2)) ∨ P (z2, a)) and

C3 = (P (f(z3), z3) ∨ P (z3, a)).

We will now show that we can prove that B = ¬A is unsatisfiable, by
instantiating C1, C2, C3 to ground clauses and use the resolution method of
Chapter 4.

8.3 Ground Resolution

The ground resolution method is the resolution method applied to sets of
ground clauses.
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EXAMPLE 8.3.1

Consider the following ground clauses obtained by substitution from C1,
C2 and C3:

G1 = (¬P (a, a)) (from C1, substituting a for x and z1)

G2 = (P (a, f(a)) ∨ P (a, a)) (from C2, substituting a for z2)

G3 = (P (f(a), a)) ∨ P (a, a)) (from C3, substituting a for z3).

G4 = (¬P (f(a), a) ∨ ¬P (a, f(a))) (from C1, substituting f(a)

for z1 and a for x).

The following is a refutation by (ground) resolution of the set of ground
clauses G1, G2, G3, G4.

G2 G1 G3 G4

{P (a, f(a))} {P (f(a), a)}

{¬P (a, f(a))}

We have the following useful result.

Lemma 8.3.1 (Completeness of ground resolution) The ground resolution
method is complete for ground clauses.

Proof : Observe that the systems G′ and GCNF ′ are complete for
quantifier-free formulae of a first-order language without equality. Hence,
by theorem 4.3.1, the resolution method is also complete for sets of ground
clauses.

However, note that this is not the case for quantifier-free formulae with
equality, due to the need for equality axioms and for inessential cuts, in order
to retain completeness.

Since we have shown that a conjunction of ground instances of the clauses
C1, C2, C3 of example 8.2.1 is unsatisfiable, by the Skolem-Herbrand-Gödel
theorem, the sentence A of example 8.2.1 is valid.

Summarizing the above, we have a method for finding whether a sen-
tence B is unsatisfiable known as ground resolution. This method consists in
converting the sentence B into a set of clauses B ′, instantiating these clauses
to ground clauses, and applying the ground resolution method.

By the completeness of resolution for propositional logic (theorem 4.3.1),
and the Skolem-Herbrand-Gödel theorem (actually the corollary to theorem
7.6.1 suffices, since the clauses are in CNF, and so in NNF), this method is
complete.
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However, we were lucky to find so easily the ground clauses G1, G2, G3

and G4. In general, all one can do is enumerate ground instances one by one,
testing for the unsatisfiabiliy of the current set of ground clauses each time.
This can be a very costly process, both in terms of time and space.

8.4 Unification and the Unification Algorithm

The fundamental concept that allows the lifting of the ground resolution
method to the first-order case is that of a most general unifier.

8.4.1 Unifiers and Most General Unifiers

We have already mentioned that Robinson has generalized ground resolution
to arbitrary clauses, so that the systematic generation of ground clauses is
unnecessary.

The new ingredient in this new form of resolution is that in forming the
resolvent, one is allowed to apply substitutions to the parent clauses.

For example, to obtain {P (a, f(a))} from

C1 = (¬P (z1, a) ∨ ¬P (z1, x) ∨ ¬P (x, z1)) and

C2 = (P (z2, f(z2)) ∨ P (z2, a)),

first we substitute a for z1, a for x, and a for z2, obtaining

G1 = (¬P (a, a)) and G2 = (P (a, f(a)) ∨ P (a, a)),

and then we resolve on the literal P (a, a).

Note that the two sets of literals {P (z1, a), P (z1, x), P (x, z1)} and {P (z2,
a)} obtained by dropping the negation sign in C1 have been “unified” by the
substitution (a/x, a/z1, a/z2).

In general, given two clauses B and C whose variables are disjoint, given
a substitution σ having as support the union of the sets of variables in B and
C, if σ(B) and σ(C) contain a literal Q and its conjugate, there must be a
subset {B1, ..., Bm} of the sets of literals of B, and a subset {C1, ..., Cn} of
the set of literals in C such that

σ(B1) = ... = σ(Bm) = σ(C1) = ... = σ(Cn).

We say that σ is a unifier for the set of literals {B1, ..., Bm, C1, ..., Cn}. Robin-
son showed that there is an algorithm called the unification algorithm, for
deciding whether a set of literals is unifiable, and if so, the algorithm yields
what is called a most general unifier (Robinson, 1965). We will now explain
these concepts in detail.
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Definition 8.4.1 Given a substitution σ, let D(σ) = {x | σ(x) &= x} denote
the support of σ, and let I(σ) =

⋃
x∈D(σ) FV (σ(x)). Given two substitutions

σ and θ, their composition denoted σ◦θ is the substitution σ◦ θ̂ (recall that θ̂ is
the unique homomorphic extension of θ). It is easily shown that the substitu-

tion σ◦θ is the restriction of σ̂◦ θ̂ to V. If σ has support {x1, ..., xm} and σ(xi)
= si for i = 1, ...,m, we also denote the substitution σ by (s1/x1, ..., sm/xm).

The notions of a unifier and a most general unifier are defined for ar-
bitrary trees over a ranked alphabet (see Subsection 2.2.6). Since terms and
atomic formulae have an obvious representation as trees (rigorously, since they
are freely generated, we could define a bijection recursively), it is perfectly
suitable to deal with trees, and in fact, this is intuitively more appealing due
to the graphical nature of trees.

Definition 8.4.2 Given a ranked alphabet Σ, given any set S = {t1, ..., tn}
of finite Σ-trees, we say that a substitution σ is a unifier of S iff

σ(t1) = ... = σ(tn).

We say that a substitution σ is a most general unifier of S iff it is a unifier of
S, the support of σ is a subset of the set of variables occurring in the set S,
and for any other unifier σ′ of S, there is a substitution θ such that

σ′ = σ ◦ θ.

The tree t = σ(t1) = ... = σ(tn) is called a most common instance of t1,...,tn.

EXAMPLE 8.4.1

(i) Let t1 = f(x, g(y)) and t2 = f(g(u), g(z)). The substitution (g(u)/x,
y/z) is a most general unifier yielding the most common instance f(g(u),
g(y)).

(ii) However, t1 = f(x, g(y)) and t2 = f(g(u), h(z)) are not unifiable
since this requires g = h.

(iii) A slightly more devious case of non unifiability is the following:

Let t1 = f(x, g(x), x) and t2 = f(g(u), g(g(z)), z). To unify these two
trees, we must have x = g(u) = z. But we also need g(x) = g(g(z)),
that is, x = g(z). This implies z = g(z), which is impossible for finite
trees.

This last example suggest that unifying trees is similar to solving systems
of equations by variable elimination, and there is indeed such an analogy. This
analogy is explicated in Gorn, 1984. First, we show that we can reduce the
problem of unifying any set of trees to the problem of unifying two trees.

Lemma 8.4.1 Let t1,...,tm be any m trees, and let # be a symbol of rank
m not occurring in any of these trees. A substitution σ is a unifier for the set
{t1, ..., tm} iff σ is a unifier for the set {#(t1, ..., tm),#(t1, ..., t1)}.
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Proof : Since a substitution σ is a homomorphism (see definition 7.5.3),

σ(#(t1, ..., tm)) = #(σ(t1), ...,σ(tm)) and

σ(#(t1, ..., t1)) = #(σ(t1), ...,σ(t1)).

Hence,

σ(#(t1, ..., tm)) = σ(#(t1, ..., t1)) iff

#(σ(t1), ...,σ(tm)) = #(σ(t1), ...,σ(t1)) iff

σ(t1) = σ(t1), σ(t2) = σ(t1), ..., σ(tm) = σ(t1) iff

σ(t1) = ... = σ(tm).

Before showing that if a set of trees is unifiable then it has a most general
unifier, we note that most general unifiers are essentially unique when they
exist. Lemma 8.4.2 holds even if the support of mgu’s is not a subset of
FV (S).

Lemma 8.4.2 If a set of trees S is unifiable and σ and θ are any two most
general unifiers for S, then there exists a substitution ρ such that θ = σ ◦ ρ,
ρ is a bijection between I(σ) ∪ (D(θ)−D(σ)) and I(θ) ∪ (D(σ)−D(θ)), and
D(ρ) = I(σ) ∪ (D(θ) − D(σ)) and ρ(x) is a variable for every x ∈ D(ρ).

Proof : First, note that a bijective substitution must be a bijective re-
naming of variables. Let f |A denote the restriction of a function f to A.
If ρ is bijective, there is a substitution ρ′ such that (ρ ◦ ρ′)|D(ρ) = Id and
(ρ′ ◦ ρ)|D(ρ′) = Id. But then, if ρ(x) is not a variable for some x in the sup-
port of ρ, ρ(x) is a constant or a tree t of depth ≥ 1. Since (ρ ◦ ρ′)|D(ρ) = Id,
we have ρ′(t) = x. Since a substitution is a homomorphism, if t is a con-
stant c, ρ′(c) = c &= x, and otherwise ρ′(t) has depth at least 1, and so
ρ′(t) &= x. Hence, ρ(x) must be a variable for every x (and similarly for ρ′).
A reasoning similar to the above also shows that for any two substitutions
σ and ρ, if σ = σ ◦ ρ, then ρ is the identity on I(σ). But then, if both σ
and θ are most general unifiers, there exist σ′ and θ′ such that θ = σ ◦ θ′ and
σ = θ◦σ′. Thus, D(σ′) = I(θ)∪(D(σ)−D(θ)), D(θ′) = I(σ)∪(D(θ)−D(σ)),
θ = θ ◦ (σ′ ◦ θ′), and σ = σ ◦ (θ′ ◦ σ′). We claim that (σ′ ◦ θ′)|D(σ′) = Id, and
(θ′ ◦ σ′)|D(θ′) = Id. We prove that (σ′ ◦ θ′)|D(σ′) = Id, the other case being
similar. For x ∈ I(θ), σ′ ◦θ′(x) = x follows from above. For x ∈ D(σ)−D(θ),
then x = θ(x) = θ′(σ(x)), and so, σ(x) = y, and θ′(y) = x, for some variable
y. Also, σ(x) = y = σ′(θ(x)) = σ′(x). Hence, σ′ ◦ θ′(x) = x. Since D(θ′) and
D(σ′) are finite, θ′ is a bijection between D(θ′) and D(σ′). Letting ρ = θ′,
the lemma holds.

We shall now present a version of Robinson’s unification algorithm.

8.4.2 The Unification Algorithm

In view of lemma 8.4.1, we restrict our attention to pairs of trees. The main
idea of the unification algorithm is to find how two trees “disagree,” and try
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to force them to agree by substituting trees for variables, if possible. There
are two types of disagreements:

(1) Fatal disagreements, which are of two kinds:

(i) For some tree address u both in dom(t1) and dom(t2), the labels
t1(u) and t2(u) are not variables and t1(u) &= t2(u). This is illus-
trated by case (ii) in example 8.4.1;

(ii) For some tree address u in both dom(t1) and dom(t2), t1(u) is
a variable say x, and the subtree t2/u rooted at u in t2 is not
a variable and x occurs in t2/u (or the symmetric case in which
t2(u) is a variable and t1/u isn’t). This is illustrated in case (iii)
of example 8.4.1.

(2) Repairable disagreements: For some tree address u both in dom(t1) and
dom(t2), t1(u) is a variable and the subtree t2/u rooted at u in t2 does
not contain the variable t1(u).

In case (1), unification is impossible (although if we allowed infinite trees,
disagreements of type (1)(ii) could be fixed; see Gorn, 1984). In case (2), we
force “local agreement” by substituting the subtree t2/u for all occurrences of
the variable x in both t1 and t2.

It is rather clear that we need a systematic method for finding disagree-
ments in trees. Depending on the representation chosen for trees, the method
will vary. In most presentations of unification, it is usually assumed that
trees are represented as parenthesized expressions, and that the two strings
are scanned from left to right until a disagreement is found. However, an
actual method for doing so is usually not given explicitly. We believe that in
order to give a clearer description of the unification algorithm, it is better to
be more explicit about the method for finding disagreements, and that it is
also better not to be tied to any string representation of trees. Hence, we will
give a recursive algorithm inspired from J. A. Robinson’s original algorithm,
in which trees are defined in terms of tree domains (as in Section 2.2), and the
disagreements are discovered by performing two parallel top-down traversals
of the trees t1 and t2.

The type of traversal that we shall be using is a recursive traversal in
which the root is visited first, and then, from left to right, the subtrees of the
root are recursively visited (this kind of traversal is called a preorder traversal ,
see Knuth, 1968, Vol. 1). We define some useful functions on trees. (The
reader is advised to review the definitions concerning trees given in Section
2.2.)

Definition 8.4.3 For any tree t, for any tree address u ∈ dom(t):

leaf(u) = true iff u is a leaf;

variable(t(u)) = true iff t(u) is a variable;

left(u) = if leaf(u) then nil else u1;

right(ui) = if u(i + 1) ∈ dom(t) then u(i + 1) else nil.
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We also assume that we have a function dosubstitution(t,σ), where t is
a tree and σ is a substitution.

Definition 8.4.4 (A unification algorithm) The formal parameters of the
algorithm unification are the two input trees t1 and t2, an output flag indicat-
ing whether the two trees are unifiable or not (unifiable), and a most general
unifier (unifier) (if it exists).

The main program unification calls the recursive procedure unify , which
performs the unification recursively and needs procedure test-and-substitute
to repair disagreements found, as in case (2) discussed above. The variables
tree1 and tree2 denote trees (of type tree), and the variables node, newnode
are tree addresses (of type treereference). The variable unifier is used to
build a most general unifier (if any), and the variable newpair is used to form
a new substitution component (of the form (t/x), where t is a tree and x
is a variable). The function compose is simply function composition, where
compose(unifier, newpair) is the result of composing unifier and newpair,
in this order. The variables tree1, tree2, and node are global variables to
the procedure unification. Whenever a new disageement is resolved in test-
and-substitute, we also apply the substitution newpair to tree1 and tree2 to
remove the disagreement. This step is not really necessary, since at any time,
dosubstitution(t1, unifier) = tree1 and dosubstitution(t2, unifier) = tree2,
but it simplifies the algorithm.

Procedure to Unify Two Trees t1 and t2

procedure unification(t1, t2 : tree; var unifiable : boolean;
var unifier : substitution);

var node : treereference; tree1, tree2 : tree;

procedure test-and-substitute(var node : treereference;
var tree1, tree2 : tree;
var unifier : substitution; var unifiable : boolean);

var newpair : substitution;

{This procedure tests whether the variable tree1(node) belongs
to the subtree of tree2 rooted at node. If it does, the
unification fails. Otherwise, a new substitution newpair
consisting of the subtree tree2/node and the variable
tree1(node) is formed, the current unifier is composed with
newpair, and the new pair is added to the unifier.
To simplify the algorithm, we also apply newpair to tree1
and tree2 to remove the disagreement}

begin
{test whether the variable tree1(node) belongs to the
subtree tree2/node, known in the literature as “occur check”}
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if tree1(node) ∈ tree2/node then
unifiable := false

else

{create a new substitution pair consisting of the
subtree tree2/node at address node, and the
variable tree1(node) at node in tree1}

newpair := ((tree2/node)/tree1(node));

{compose the current partial unifier with
the new pair newpair}

unifier := compose(unifier, newpair);

{updates the two trees so that they now agree on
the subtrees at node}

tree1 := dosubstitution(tree1, newpair);
tree2 := dosubstitution(tree2, newpair)

endif
end test-and-substitute;

procedure unify(var node : treereference;
var unifiable : boolean; var unifier : substitution);

var newnode : treereference;

{Procedure unify recursively unifies the subtree
of tree1 at node and the subtree of tree2 at node}

begin
if tree1(node) <> tree2(node) then

{the labels of tree1(node) and tree2(node) disagree}
if variable(tree1(node)) or variable(tree2(node)) then
{one of the two labels is a variable}
if variable(tree1(node)) then

test-and-substitute(node, tree1, tree2, unifier, unifiable)
else

test-and-substitute(node, tree2, tree1, unifier, unifiable)
endif

else
{the labels of tree1(node) and tree2(node)
disagree and are not variables}
unifiable := false

endif
endif;
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{At this point, if unifiable = true, the labels at node
agree. We recursively unify the immediate subtrees of node
in tree1 and tree2 from left to right, if node is not a leaf}

if (left(node) <> nil) and unifiable then
newnode := left(node);
while (newnode <> nil) and unifiable do

unify(newnode, unifiable, unifier);
if unifiable then

newnode := right(newnode)
endif

endwhile
endif

end unify ;

Body of Procedure Unification

begin
tree1 := t1;
tree2 := t2;
unifiable := true;
unifier := nil; {empty unification}
node := e; {start from the root}
unify(node, unifiable, unifier)

end unification

Note that if successful, the algorithm could also return the tree tree1
(or tree2), which is a most common form of t1 and t2. As presented, the
algorithm performs a single parallel traversal, but we also have the cost of the
occur check in test-and-substitute, and the cost of the substitutions. Let us
illustrate how the algorithm works.

EXAMPLE 8.4.2

Let t1 = f(x, f(x, y)) and t2 = f(g(y), f(g(a), z)), which are represented
as trees as follows:

Tree t1

f
↙ ↘

x f
↙ ↘

x y
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Tree t2

f
↙ ↘

g f
↓ ↙ ↘
y g z

↓
a

Initially, tree1 = t1, tree2 = t2 and node = e. The first disagreement
is found for node = 1. We form newpair = (g(y)/x), and unifier =
newpair. After applying newpair to tree1 and tree2, we have:

Tree tree1

f
↙ ↘

g f
↓ ↙ ↘
y g y

↓
y

Tree tree2

f
↙ ↘

g f
↓ ↙ ↘
y g z

↓
a

The next disagreement is found for node = 211. We find that newpair =
(a/y), and compose unifier = (g(y)/x) with newpair, obtaining (g(a)/
x, a/y). After applying newpair to tree1 and tree2, we have:

Tree tree1

f
↙ ↘

g f
↓ ↙ ↘
a g a

↓
a
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Tree tree2

f
↙ ↘

g f
↓ ↙ ↘
a g z

↓
a

The last disagreement occurs for node = 22. We form newpair = (a/z),
and compose unifier with newpair, obtaining

unifier = (g(a)/x, a/y, a/z).

The algorithm stops successfully with the most general unifier (g(a)/x,
a/y, a/z), and the trees are unified to the last value of tree1.

In order to prove the correctness of the unification algorithm, the fol-
lowing lemma will be needed.

Lemma 8.4.3 Let # be any constant. Given any two trees f(s1, ..., sn) and
f(t1, ..., tn) the following properties hold:

(a) For any i, 1 ≤ i ≤ n, if σ is a most general unifier for the trees

f(s1, ..., si−1,#, ...,#) and f(t1, ..., ti−1,#, ...,#), then

f(s1, ..., si,#, ...,#) and f(t1, ..., ti,#, ...,#) are unifiable iff

σ(f(s1, ..., si,#, ...,#)) and σ(f(t1, ..., ti,#, ...,#)) are unifiable.

(b) For any i, 1 ≤ i ≤ n, if σ is a most general unifier for the trees
f(s1, ..., si−1,#, ...,#) and f(t1, ..., ti−1,#, ...,#), and θ is a most general uni-
fier for the trees σ(si) and σ(ti), then σ ◦ θ is a most general unifier for the
trees f(s1, ..., si,#, ...,#) and f(t1, ..., ti,#, ...,#).

Proof : (a) The case i = 1 is trivial. Clearly, if σ is a most general uni-
fier for the trees f(s1, ..., si−1,#, ...,#) and f(t1, ..., ti−1,#, ...,#) and if the
trees σ(f(s1, ..., si,#, ...,#)) and σ(f(t1, ..., ti,#, ...,#)) are unifiable, then
f(s1, ..., si,#, ...,#) and f(t1, ..., ti,#, ...,#) are unifiable.

We now prove the other direction. Let θ be a unifier for

f(s1, ..., si,#, ...,#) and f(t1, ..., ti,#, ...,#).

Then,
θ(s1) = θ(t1), ..., θ(si) = θ(ti).
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Hence, θ is a unifier for

f(s1, ..., si−1,#, ...,#) and f(t1, ..., ti−1,#, ...,#).

Since σ is a most general unifier, there is some θ′ such that θ = σ ◦ θ′. Then,

θ′(σ(f(s1, ..., si,#, ...,#))) = θ(f(s1, ..., si,#, ...,#))

= θ(f(t1, ..., ti,#, ...,#)) = θ′(σ(f(t1, ..., ti,#, ...,#))),

which shows that θ′ unifies

σ(f(s1, ..., si,#, ...,#)) and σ(f(t1, ..., ti,#, ...,#)).

(b) Again, the case i = 1 is trivial. Otherwise, clearly,

σ(s1) = σ(t1), ...,σ(si−1) = σ(ti−1) and θ(σ(si)) = θ(σ(ti))

implies that σ ◦ θ is a unifier of

f(s1, ..., si,#, ...,#) and f(t1, ..., ti,#, ...,#).

If λ unifies f(s1, ..., si,#, ...,#) and f(t1, ..., ti,#, ...,#), then

λ(s1) = λ(t1), ...,λ(si) = λ(ti).

Hence, λ unifies

f(s1, ..., si−1,#, ...,#) and f(t1, ..., ti−1,#, ...,#).

Since σ is a most general unifier of these two trees, there is some σ′ such that
λ = σ ◦ σ′. But then, since λ(si) = λ(ti), we have σ′(σ(si)) = σ′(σ(ti)), and
since θ is a most general unifier of σ(si) and σ(ti), there is some θ′ such that
σ′ = θ ◦ θ′. Hence,

λ = σ ◦ (θ ◦ θ′) = (σ ◦ θ) ◦ θ′,

which proves that σ ◦ θ is a most general unifier of f(s1, ..., si,#, ...,#) and
f(t1, ..., ti,#, ...,#).

We will now prove the correctness of the unification algorithm.

Theorem 8.4.1 (Correctness of the unification algorithm) (i) Given any
two finite trees t1 and t2, the unification algorithm always halts. It halts with
output unifiable = true iff t1 and t2 are unifiable.

(ii) If t1 and t2 are unifiable, then they have a most general unifier and
the output of procedure unify is a most general unifier.

Proof : Clearly, the procedure test-and-substitute always terminates, and
we only have to prove the termination of the unify procedure. The difficulty
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in proving termination is that the trees tree1 and tree2 may grow. However,
this can only happen if test-and-substitute is called, and in that case, since
unifiable is not false iff the variable x = tree1(node) does not belong to
t = tree2/node, after the substitution of t for all occurrences of x in both
tree1 and tree2, the variable x has been completely eliminated from both
tree1 and tree2. This suggests to try a proof by induction over the well-
founded lexicographic ordering << defined such that, for all pairs (m, t) and
(m′, t′), where m, m′ are natural numbers and t, t′ are finite trees,

(m, t) << (m′, t′) iff either m < m′,

or m = m′ and t is a proper subtree of t′.

We shall actually prove the input-output correctness assertion stated
below for the procedure unify.

Let s0 and t0 be two given finite trees, σ a substitution such that none
of the variables in the support of σ is in σ(s0) or σ(t0), u any tree address
in both dom(σ(s0)) and dom(σ(t0)), and let s = σ(s0)/u and t = σ(t0)/u.
Let tree10, tree20, node0, unifiable0 and unifier0 be the input values of
the variables tree1, tree2, unifiable, and unifier, and tree1′, tree2′, node′

unifiable′ and unifier′ be their output value (if any). Also, let m0 be the
sum of the number of variables in σ(s0) and σ(t0), and m′ the sum of the
number of variables in tree1′ and tree2′.

Correctness assertion:

If tree10 = σ(s0), tree20 = σ(t0), node0 = u,

unifiable0 = true and unifier0 = σ, then

the following holds:

(1) The procedure unify always terminates;

(2) unifiable′ = true iff s and t are unifiable and, if unifiable′ = true,
then unifier′ = σ ◦ θ, where θ is a most general unifier of s and t, tree1′ =
unifier′(s0), tree2′ = unifier′(t0), and no variable in the support of unifier′

occurs in tree1′ or tree2′.

(3) If tree1′ &= σ(s0) or tree2′ &= σ(t0) then m′ < m0, else m′ = m0.

Proof of assertion: We proceed by complete induction on (m, s), where
m is the sum of the number of variables in tree1 and tree2 and s is the subtree
tree1/node.

(i) Assume that s is a constant and t is not a variable, the case in
which t is a constant being similar. Then u is a leaf node in σ(s0). If t &= s,
the comparison of tree1(node) and tree2(node) fails, and unifiable is set to
false. The procedure terminates with failure. If s = t, since u is a leaf node
in σ(s0) and σ(t0), the procedure terminates with success, tree1′ = σ(s0),
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tree2′ = σ(t0), and unifier′ = σ. Hence the assertion holds with the identity
substitution for θ.

(ii) Assume that s is a variable say x, the case in which t is a variable
being similar. Then u is a leaf node in σ(s0). If t = s, this case reduces
to case (i). Otherwise, t &= x and the occur check is performed in test-and-
substitute. If x occurs in t, then unifiable is set to false, and the procedure
terminates. In this case, it is clear that x and t are not unifiable, and the
assertion holds. Otherwise, the substitution θ = (t/x) is created, unifier′ =
σ ◦ θ, and tree1′ = θ(σ(s0)) = unifier′(s0), tree2′ = θ(σ(t0)) = unifier′(t0).
Clearly, θ is a most general unifier of x and t, and since x does not occur in
t, since no variable in the support of σ occurs in σ(s0) or σ(t0), no variable
in the support of unifier′ occurs in tree1′ = θ(σ(s0)) or tree2′ = θ(σ(s0)).
Since the variable x does not occur in tree1′ and tree2′, (3) also holds. Hence,
the assertion holds.

(iii) Both s and t have depth ≥ 1. Assume that s = f(s1, ..., sm) and
t = f ′(t1, ..., tn). If f &= f ′, the test tree1(node) = tree2(node) fails, and
unify halts with failure. Clearly, s and t are not unifiable, and the claim
holds. Otherwise, s = f(s1, ..., sn) and t = f(t1, ..., tn).

We shall prove the following claim by induction:

Claim: (1) For every i, 1 ≤ i ≤ n + 1, the first i − 1 recursive calls
in the while loop in unify halt with success iff f(s1, ..., si−1,#, ...,#) and
f(t1, ..., ti−1,#, ...,#) are unifiable, and otherwise one of the calls halts with
failure;

(2) If the first i− 1 recursive calls halt with success, the input values at
the end of the (i − 1)-th iteration are:

nodei = ui, unifiablei = true, unifieri = σ ◦ θi−1,

where θi−1 is a most general unifier for the trees f(s1, ..., si−1,#, ...,#) and
f(t1, ..., ti−1,#, ...,#), (with θ0 = Id, the identity substitution),

tree1i = unifieri(s0), tree2i = unifieri(t0),

and no variable in the support of unifieri occurs in tree1i or tree2i.

(3) If tree1i &= tree10 or tree2i &= tree20, if mi is the sum of the number
of variables in tree1i and tree2i, then mi < m0.

Proof of claim: For i = 1, the claim holds because before entering the
while loop for the first time,

tree11 = s0, tree21 = t0, node1 = u1,

unifier1 = σ, unifiable1 = true.

Now, for the induction step. We only need to consider the case where
the first i − 1 recursive calls were successful. If we have tree1i = tree10 and
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tree2i = tree20, then we can apply the induction hypothesis for the assertion
to the address ui, since tree10/ui is a proper subtree of tree10/u. Otherwise,
mi < m0, and we can also also apply the induction hypothesis for the assertion
to address ui. Note that

tree1i/u = θi−1(f(s1, ..., si, ..., sn)) and

tree2i/u = θi−1(f(t1, ..., ti, ..., sn)), since

unifieri = σ ◦ θi−1.

By lemma 8.4.3(a), since θi−1 is a most general unifier for the trees

f(s1, ..., si−1,#, ...,#) and f(t1, ..., ti−1,#, ...,#), then

f(s1, ..., si,#, ...,#) and f(t1, ..., ti,#, ...,#) are unifiable, iff

θi−1(f(s1, ..., si,#, ...,#)) and θi−1f((t1, ..., ti,#, ...,#)) are unifiable.

Hence, unify halts with success for this call for address ui, iff

f(s1, ..., si,#, ...,#) and f(t1, ..., ti,#, ...,#) are unifiable.

Otherwise, unify halts with failure. This proves part (1) of the claim.

By part (2) of the assertion, the output value of the variable unifier is
of the form unifieri ◦ λi, where λi is a most general unifier for θi−1(si) and
θi−1(ti) (the subtrees at ui), and since θi−1 is a most general unifier for

f(s1, ..., si−1,#, ...,#) and f(t1, ..., ti−1,#, ...,#),

λi is a most general unifier for

θi−1(f(s1, ..., si,#, ...,#)) and θi−1f((t1, ..., ti,#, ...,#)).

By lemma 8.4.3(b), θi−1 ◦ λi is a most general unifier for

f(s1, ..., si,#, ...,#) and f(t1, ..., ti,#, ...,#).

Letting
θi = θi−1 ◦ λi,

it is easily seen that part (2) of the claim is satisfied. By part (3) of the
assertion, part (3) of the claim also holds.

This concludes the proof of the claim.

For i = n + 1, we see that all the recursive calls in the while loop halt
successfully iff s and t are unifiable, and if s and t are unifiable, when the loop
is exited, we have

unifiern+1 = σ ◦ θn,
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where θn is a most general unifier of s and t,

tree1n+1 = unifiern+1(s0), tree2n+1 = unifiern+1(t0),

and part (3) of the assertion also holds. This concludes the proof of the
assertion.

But now, we can apply the assertion to the input trees t1 and t2, with
u = e, and σ the identity substitution. The correctness assertion says that
unify always halts, and if it halts with success, the output variable unifier
is a most general unifier for t1 and t2. This concludes the correctness proof.

The subject of unification is the object of current research because fast
unification is crucial for the efficiency of programming logic systems such
as PROLOG. Some fast unification algorithms have been published such as
Paterson and Wegman, 1978; Martelli and Montanari, 1982; and Huet, 1976.
For a survey on unification, see the article by Siekmann in Shostak, 1984a.
Huet, 1976, also contains a thorough study of unification, including higher-
order unification.

PROBLEMS

8.4.1. Convert the following formulae to clause form:

∀y(∃x(P (y, x) ∨ ¬Q(y, x)) ∧ ∃x(¬P (x, y) ∨ Q(x, y)))

∀x(∃yP (x, y) ∧ ¬Q(y, x)) ∨ (∀y∃z(R(x, y, z) ∧ ¬Q(y, z)))

¬(∀x∃yP (x, y) ⊃ (∀y∃z¬Q(x, z) ∧ ∀y¬∀zR(y, z)))

∀x∃y∀z(∃w(Q(x,w) ∨ R(x, y)) ≡ ¬∃w¬∃u(Q(x,w) ∧ ¬R(x, u)))

8.4.2. Apply the unification algorithm to the following clauses:

{P (x, y), P (y, f(z))}

{P (a, y, f(y)), P (z, z, u)}

{P (x, g(x)), P (y, y)}

{P (x, g(x), y), P (z, u, g(u))}

{P (g(x), y), P (y, y), P (u, f(w))}

8.4.3. Let S and T be two finite sets of terms such that the set of variables
occurring in S is disjoint from the set of variables occurring in T .
Prove that if S ∪ T is unifiable, σS is a most general unifier of S, σT

is a most general unifier of T , and σS,T is a most general unifier of
σS(S) ∪ σT (T ), then

σS ◦ σT ◦ σS,T
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is a most general unifier of S ∪ T .

8.4.4. Show that the most general unifier of the following two trees contains
a tree with 2n−1 occurrences of the variable x1:

f(g(x1, x1), g(x2, x2), ..., g(xn−1, xn−1)) and

f(x2, x3, ..., xn)

∗ 8.4.5. Define the relation ≤ on terms as follows: Given any two terms t1,
t2,

t1 ≤ t2 iff there is a substitution σ such that t2 = σ(t1).

Define the relation ∼= such that

t1 ∼= t2 iff t1 ≤ t2 and t2 ≤ t1.

(a) Prove that ≤ is reflexive and transitive and that ∼= is an equiva-
lence relation.

(b) Prove that t1 ∼= t2 iff there is a bijective renaming of variables ρ
such that t1 = ρ(t2). Show that the relation ≤ induces a partial order-
ing on the set of equivalence classes of terms modulo the equivalence
relation ∼=.

(c) Prove that two terms have a least upper bound iff they have a
most general unifier (use a separating substitution, see Section 8.5).

(d) Prove that any two terms always have a greatest lower bound.

Remark : The structure of the set of equivalence classes of terms mod-
ulo ∼= under the partial ordering ≤ has been studied extensively in
Huet, 1976. Huet has shown that this set is well founded, that every
subset has a greatest lower bound, and that every bounded subset
has a least upper bound.

8.5 The Resolution Method for First-Order Logic

Recall that we are considering first-order languages without equality. Also,
recall that even though we usually omit quantifiers, clauses are universally
quantified sentences. We extend the definition of a resolvent given in definition
4.3.2 to arbitrary clauses using the notion of a most general unifier.

8.5.1 Definition of the Method

First, we define the concept of a separating pair of substitutions.
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Definition 8.5.1 Given two clauses A and A′, a separating pair of substi-
tutions is a pair of substitutions ρ and ρ′ such that:

ρ has support FV (A), ρ′ has support FV (A′), for every variable x in A,
ρ(x) is a variable, for every variable y in A′, ρ′(y) is a variable, ρ and ρ′ are
bijections, and the range of ρ and the range of ρ′ are disjoint.

Given a set S of literals, we say that S is positive if all literals in S are
atomic formulae, and we say that S is negative if all literals in S are negations
of atomic formulae. If a set S is positive or negative, we say that the literals in
S are of the same sign. Given a set of literals S = {A1, ..., Am}, the conjugate
of S is defined as the set

S = {A1, ..., Am}

of conjugates of literals in S. If S is a positive set of literals we let |S| = S,
and if S is a negative set of literals, we let |S| = S.

Definition 8.5.2 Given two clauses A and B, a clause C is a resolvent of
A and B iff the following holds:

(i) There is a subset A′ = {A1, ..., Am} ⊆ A of literals all of the same
sign, a subset B′ = {B1, ..., Bn} ⊆ B of literals all of the opposite sign of the
set A′, and a separating pair of substitutions (ρ, ρ′) such that the set

|ρ(A′) ∪ ρ′(B′)|

is unifiable;

(ii) For some most general unifier σ of the set

|ρ(A′) ∪ ρ′(B′)|,

we have
C = σ(ρ(A − A′) ∪ ρ′(B − B′)).

EXAMPLE 8.5.1

Let
A = {¬P (z, a),¬P (z, x),¬P (x, z)} and

B = {P (z, f(z)), P (z, a)}.

Let

A′ = {¬P (z, a),¬P (z, x)} and B′ = {P (z, a)},

ρ = (z1/z), ρ′ = (z2/z).

Then,
|ρ(A′) ∪ ρ′(B′)| = {P (z1, a), P (z1, x), P (z2, a)}
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is unifiable,
σ = (z1/z2, a/x)

is a most general unifier, and

C = {¬P (a, z1), P (z1, f(z1))}

is a resolvent of A and B.

If we take A′ = A, B′ = {P (z, a)},

|ρ(A′) ∪ ρ′(B′)| = {P (z1, a), P (z1, x), P (x, z1), P (z2, a)}

is also unifiable,
σ = (a/z1, a/z2, a/x)

is the most general unifier, and

C = {P (a, f(a))}

is a resolvent.

Hence, two clauses may have several resolvents.

The generalization of definition 4.3.3 of a resolution DAG to the first-
order case is now obvious.

Definition 8.5.3 Given a set S = {C1, ..., Cn} of first-order clauses, a res-
olution DAG for S is any finite set

G = {(t1, R1), ..., (tm, Rm)}

of distinct DAGs labeled in the following way:

(1) The leaf nodes of each underlying tree ti are labeled with clauses in
S.

(2) For every DAG (ti, Ri), every nonleaf node u in ti is labeled with
some triple (C, (ρ, ρ′),σ), where C is a clause, (ρ, ρ′) is a separating pair of
substitutions, σ is a substitution and the following holds:

For every nonleaf node u in ti, u has exactly two successors u1 and u2,
and if u1 is labeled with a clause C1 and u2 is labeled with a clause C2 (not
necessarily distinct from C1), then u is labeled with the triple (C, (ρ, ρ′),σ),
where (ρ, ρ′) is a separating pair of substitutions for C1 and C2 and C is the
resolvent of C1 and C2 obtained with the most general unifier σ.

A resolution DAG is a resolution refutation iff it consists of a single DAG
(t, R) whose root is labeled with the empty clause. The nodes of a DAG that
are not leaves are also called resolution steps.
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We will often use a simplified form of the above definition by dropping
(ρ, ρ′) and σ from the interior nodes, and consider that nodes are labeled with
clauses. This has the effect that it is not always obvious how a resolvent is
obtained.

EXAMPLE 8.5.2

Consider the following clauses:

C1 = {¬P (z1, a),¬P (z1, x),¬P (x, z1)},

C2 = {P (z2, f(z2)), P (z2, a)} and

C3 = {P (f(z3), z3), P (z3, a)}.

The following is a resolution refutation:

C2 C1 C3

({P (a, f(a))}, (Id, Id),
(a/z1, a/z2, a/x))

({P (f(a), a)}, (Id, Id),
(a/z1, a/x, a/z3))

({¬P (a, f(a))}, (Id, Id), (f(a)/z1, a/x))

( , (Id, Id), Id)

8.5.2 Soundness of the Resolution Method

In order to prove the soundness of the resolution method, we prove the fol-
lowing lemma, analogous to lemma 4.3.1.

Lemma 8.5.1 Given two clauses A and B, let C = σ(ρ(A − A′) ∪ ρ′(B −
B′)) be any resolvent of A and B, for some subset A′ ⊆ A of literals of A,
subset B′ ⊆ B of literals of B, separating pair of substitutions (ρ, ρ′), with
ρ = (z1/x1, ..., zm/xm), ρ′ = (zm+1/y1, ..., zm+n/yn) and most general unifier
σ = (t1/u1, ..., tk/uk), where {u1, ..., uk} is a subset of {z1, ..., zm+n}. Also,
let {v1, ..., vp} = FV (C). Then,

|= (∀x1...∀xmA ∧ ∀y1...∀ynB) ⊃ ∀v1...∀vpC.

Proof : We show that we can constuct a G-proof for

(∀x1...∀xmA ∧ ∀y1...∀ynB) → ∀v1...∀vpC.
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Note that {z1, ..., zm+n} − {u1, ..., uk} is a subset of {v1, ..., vp}. First, we
perform p ∀ : right steps using p entirely new variables w1,...,wp. Let

σ′ = σ ◦ (w1/v1, ..., wp/vp) = (t′1/z1, ..., t
′
m+n/zm+n),

be the substitution obtained by composing σ and the substitution replacing
each occurrence of the variable vi by the variable wi. Then, note that the
support of σ′ is disjoint from the set {w1, ..., wp}, which means that for every
tree t,

σ′(t) = t[t′1/z1]...[t
′
m+n/zm+n]

(the order being irrelevant). At this point, we have the sequent

(∀x1...∀xmA ∧ ∀y1...∀ynB) → σ′(ρ(A − A′)),σ′(ρ′(B − B′)).

Then apply the ∧ : left rule, obtaining

∀x1...∀xmA,∀y1...∀ynB → σ′(ρ(A − A′)),σ′(ρ′(B − B′)).

At this point, we apply m+n ∀ : left rules as follows: If ρ(xi) is some variable
uj , do the substitution t′j/xi, else ρ(xi) is some variable vj not in {u1, .., uk},
do the substitution wj/vj .

If ρ′(yi) is some variable uj , do the substitution t′j/yi, else ρ′(yj) is some
variable vj not in {u1, ..., uk}, do the substitution wj/vj .

It is easy to verify that at the end of these steps, we have the sequent

(σ′(ρ(A − A′)), Q), (σ′(ρ′(B − B′)), Q) → σ′(ρ(A − A′)),σ′(ρ′(B − B′))

where Q = σ′(ρ(A′)) and Q = σ′(ρ′(B′)) are conjugate literals, because σ is
a most general unifier of the set |ρ(A′) ∪ ρ′(B′)|.

Hence, we have a quantifier-free sequent of the form

(A1 ∨ Q), (A2 ∨ ¬Q) → A1, A2,

and we conclude that this sequent is valid using the proof of lemma 4.3.1.

As a consequence, we obtain the soundness of the resolution method.

Lemma 8.5.2 (Soundness of resolution without equality) If a set of clauses
has a resolution refutation DAG, then S is unsatisfiable.

Proof : The proof is identical to the proof of lemma 4.3.2, but using
lemma 8.5.1, as opposed to lemma 4.3.1.
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8.5.3 Completeness of the Resolution Method

In order to prove the completeness of the resolution method for first-order
languages without equality, we shall prove the following lifting lemma.

Lemma 8.5.3 (Lifting lemma) Let A and B be two clauses, σ1 and σ2 two
substitutions such that σ1(A) and σ2(B) are ground, and assume that D is a
resolvent of the ground clauses σ1(A) and σ2(B). Then, there is a resolvent
C of A and B and a substitution θ such that D = θ(C).

Proof : First, let (ρ, ρ′) be a separating pair of substitutions for A and
B. Since ρ and ρ′ are bijections they have inverses ρ−1 and ρ

′−1. Let σ be
the substitution formed by the union of ρ−1 ◦ σ1 and ρ

′−1 ◦ σ2, which is well
defined, since the supports of ρ−1 and ρ

′−1 are disjoint. It is clear that

σ(ρ(A)) = σ1(A) and σ(ρ′(B)) = σ2(B).

Hence, we can work with ρ(A) and ρ′(B), whose sets of variables are disjoint.
If D is a resolvent of the clauses σ1(A) and σ2(B), there is a ground literal Q
such that σ(ρ(A)) contains Q and σ(ρ′(B)) contains its conjugate. Assume
that Q is positive, the case in which Q is negative being similar. Then, there
must exist subsets A′ = {A1, ..., Am} of A and B′ = {¬B1, ...,¬Bn} of B,
such that

σ(ρ(A1)) = ... = σ(ρ(Am)) = σ(ρ′(B1)) = ...,σ(ρ′(Bn)) = Q,

and σ is a unifier of ρ(A′)∪ ρ′(B′). By theorem 8.4.1, there is a most general
unifier λ and a substitution θ such that

σ = λ ◦ θ.

Let C be the resolvent

C = λ(ρ(A − A′) ∪ ρ′(B − B′)).

Clearly,
D = (σ(ρ(A)) − {Q}) ∪ (σ(ρ′(B)) − {¬Q})

= (σ(ρ(A − A′)) ∪ σ(ρ′(B − B′)))

= θ(λ(ρ(A − A′) ∪ ρ′(B − B′))) = θ(C).

Using the above lemma, we can now prove the following lemma which
shows that resolution DAGs of ground instances of clauses can be lifted to
resolution DAGs using the original clauses.

Lemma 8.5.4 (Lifting lemma for resolution refutations) Let S be a finite
set of clauses, and Sg be a set of ground instances of S, so that every clause in
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Sg is of the form σi(Ci) for some clause Ci in S and some ground substitution
σi.

For any resolution DAG Hg for Sg, there is a resolution DAG H for S,
such that the DAG Hg is a homomorphic image of the DAG H in the following
sense:

There is a function F : H → Hg from the set of nodes of H to the set of
nodes of Hg, such that, for every node u in H, if u1 and u2 are the immediate
descendants of u, then F (u1) and F (u2) are the immediate descendants of
F (u), and if the clause C (not necessarily in Sg) is the label of u, then F (u)
is labeled by the clause θ(C), where θ is some ground substitution.

Proof : We prove the lemma by induction on the underlying tree of Hg.

(i) If Hg has a single resolution step, we have clauses σ1(A), σ2(B) and
their resolvent D. By lemma 8.5.3, there exists a resolvent C of A and B
and a substitution θ such that θ(C) = D. Note that it is possible that A and
B are distinct, but σ1(A) and σ2(B) are not. In the first case, we have the
following DAGs:

DAG Hg

σ1(A) = σ2(B)

D

DAG H

A B

C

The homomorphism F is such that F (e) = e, F (1) = 1 and F (2) = 1.

In the second case, σ1(A) &= σ2(B), but we could have A = B. Whether
or not A = B, we create the following DAG H with three distinct nodes, so
that the homomorphism is well defined:

DAG Hg

σ1(A) σ2(B)

D

DAG H

A B

C

The homomorphism F is the identity on nodes.

(ii) If Hg has more than one resolution step, it is of the form either

(ii)(a)

DAG Hg

G1 G2

A′ B′

D
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where A′ and B′ are distinct, or of the form

(ii)(b)

DAG Hg

G1

A′ = B′

D

if A′ = B′.

(a) In the first case, by the induction hypothesis, there are DAGs H1

and H2 and homomorphisms F1 : H1 → G1 and F2 : H2 → G2, where H1 is
rooted with some formula A and H2 is rooted with some formula B, and for
some ground substitutions θ1 and θ2, we have, A′ = θ1(A) and B′ = θ2(B).
By lemma 8.5.3, there is a resolvent C of A and B and a substitution θ such
that θ(C) = D. We can construct H as the DAG obtained by making C as
the root, and even if A = B, by creating two distinct nodes 1 and 2, with 1
labeled A and 2 labeled B:

DAG H

H1 H2

A B

C

The homomorphism F : H → Hg is defined such that F (e) = e, F (1) =
1, F (2) = 2, and it behaves like F1 on H1 and like F2 on H2. The root clause
C is mapped to θ(C) = D.

(b) In the second case, by the induction hypothesis, there is a DAG H1

rooted with some formula A and a homomorphism F1 : H1 → G1, and for
some ground substitution θ1, we have A′ = θ1(A). By lemma 8.5.3, there is
a resolvent C of A with itself, and a substitution θ such that θ(C) = D. It is
clear that we can form H so that C is a root node with two edges connected to
A, and F is the homomorphism such that F (e) = e, F (1) = 1, and F behaves
like F1 on H1.

DAG H

H1

A

C

The clause C is mapped onto D = θ(C). This concludes the proof.
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EXAMPLE 8.5.3

The following shows a lifting of the ground resolution of example 8.3.1
for the clauses:

C1 = {¬P (z1, a),¬P (z1, x),¬P (x, z1)}

C2 = {P (z2, f(z2)), P (z2, a)}

C3 = {P (f(z3), z3), P (z3, a)}.

Recall that the ground instances are

G1 = {¬P (a, a)}

G2 = {P (a, f(a)), P (a, a)}

G3 = {P (f(a), a), P (a, a)}

G4 = {¬P (f(a), a),¬P (a, f(a))},

and the substitutions are

σ1 = (a/z2)

σ2 = (a/z1, a/x)

σ3 = (a/z3)

σ4 = (f(a)/z1, a/x).

Ground resolution-refutation Hg

for the set of ground clauses G1, G2, G3, G4

G2 G1 G3 G4

{P (a, f(a))} {P (f(a), a)}

{¬P (a, f(a))}

Lifting H of the above resolution refutation
for the clauses C1, C2, C3

C2 C1 C3 C1

{P (a, f(a))} {P (f(a), a)}

{¬P (a, f(a))}

The homomorphism is the identity on the nodes, and the substitutions
are, (a/z2) for node 11 labeled C2, (a/z1, a/x) for node 12 labeled C1,
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(a/z3) for node 212 labeled C3, and (f(a)/z1, a/x) for node 22 labeled
C1.

Note that this DAG is not as concise as the DAG of example 8.5.1. This
is because is has been designed so that there is a homomorphism from
H to Hg.

As a consequence of the lifting theorem, we obtain the completeness of
resolution.

Theorem 8.5.1 (Completeness of resolution, without equality) If a finite
set S of clauses is unsatisfiable, then there is a resolution refutation for S.

Proof : By the Skolem-Herbrand-Gödel theorem (theorem 7.6.1, or its
corollary), S is unsatisfiable iff a conjunction Sg of ground substitution in-
stances of clauses in S is unsatisfiable. By the completeness of ground reso-
lution (lemma 8.3.1), there is a ground resolution refutation Hg for Sg. By
lemma 8.5.4, this resolution refutation can be lifted to a resolution refutation
H for S. This concludes the proof.

Actually, we can also prove the following type of Herbrand theorem for
the resolution method, using the constructive nature of lemma 7.6.2.

Theorem 8.5.2 (A Herbrand-like theorem for resolution) Consider a first-
order language without equality. Given any prenex sentence A whose matrix
is in CNF, if A → is LK-provable, then a resolution refutation of the clause
form of A can be obtained constructively.

Proof : By lemma 7.6.2, a compound instance C of the Skolem form B
of A can be obtained constructively. Observe that the Skolem form B of A is
in fact a clause form of A, since A is in CNF. But C is in fact a conjunction of
ground instances of the clauses in the clause form of A. Since ¬C is provable,
the search procedure will give a proof that can be converted to a GCNF ′-
proof. Since theorem 4.3.1 is constructive, we obtain a ground resolution
refutation Hg. By the lifting lemma 8.5.4, a resolution refutation H can
be constructively obtained for Sg. Hence, we have shown that a resolution
refutation for the clause form of A can be constructively obtained from an
LK-proof of A → .

It is likely that theorem 8.5.2 has a converse, but we do not have a proof
of such a result. A simpler result is to prove the converse of lemma 8.5.4,
the lifting theorem. This would provide another proof of the soundness of
resolution. It is indeed possible to show that given any resolution refutation H
of a set S of clauses, a resolution refutation Hg for a certain set Sg of ground
instances of S can be constructed. However, the homomorphism property
does not hold directly, and one has to exercise care in the construction. The
interested reader should consult the problems.

It should be noted that a Herbrand-like theorem for the resolution
method and a certain Hilbert system has been proved by Joyner in his Ph.D
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thesis (Joyner, 1974). However, these considerations are somewhat beyond
the scope of this text, and we will not pursue this matter any further.

PROBLEMS

8.5.1. Give separating pairs of substitutions for the following clauses:

{P (x, y, f(z))}, {P (y, z, f(z))}

{P (x, y), P (y, z)}, {Q(y, z), P (z, f(y))}

{P (x, g(x))}, {P (x, g(x))}

8.5.2. Find all resolvents of the following pairs of clauses:

{P (x, y), P (y, z)}, {¬P (u, f(u))}

{P (x, x),¬R(x, f(x))}, {R(x, y), Q(y, z)}

{P (x, y),¬P (x, x), Q(x, f(x), z)}, {¬Q(f(x), x, z), P (x, z)}

{P (x, f(x), z), P (u,w,w)}, {¬P (x, y, z),¬P (z, z, z)}

8.5.3. Establish the unsatisfiability of each of the following formulae using
the resolution method.

(∀x∃yP (x, y) ∧ ∃x∀y¬P (x, y))

(∀x∃y∃z(L(x, y) ∧ L(y, z) ∧ Q(y) ∧ R(z) ∧ (P (z) ≡ R(x)))∧

∀x∀y∀z((L(x, y) ∧ L(y, z)) ⊃ L(x, z)) ∧ ∃x∀y¬(P (y) ∧ L(x, y)))

8.5.4. Consider the following formulae asserting that a binary relation is
symmetric, transitive, and total:

S1 : ∀x∀y(P (x, y) ⊃ P (y, x))

S2 : ∀x∀y∀z((P (x, y) ∧ P (y, z)) ⊃ P (x, z))

S3 : ∀x∃yP (x, y)

Prove by resolution that

S1 ∧ S2 ∧ S3 ⊃ ∀xP (x, x).

In other words, if P is symmetric, transitive and total, then P is
reflexive.

8.5.5. Complete the details of the proof of lemma 8.5.1.
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∗ 8.5.6. (a) Prove that given a resolution refutation H of a set S of clauses, a
resolution refutation Hg for a certain set Sg of ground instances of S
can be constructed.

Apply the above construction to the following refutation:

{¬P (a), Q(a)} {P (x)} {¬P (f(a)),¬Q(a)}

{Q(a)} {¬Q(a)}

(b) Using (a), give another proof of the soundness of the resolution
method.

∗ 8.5.7. As in the propositional case, another way of presenting the resolution
method is as follows. Given a (finite) set S of clauses, let

R(S) = S ∪ {C | C is a resolvent of two clauses in S}.

Also, let
R0(S) = S,

Rn+1(S) = R(Rn(S)), (n ≥ 0), and let

R∗(S) =
⋃

n≥0

Rn(S).

(a) Prove that S is unsatisfiable if and only if R∗(S) is unsatisfiable.

(b) Prove that if S is finite, there is some n ≥ 0 such that

R∗(S) = Rn(S).

(c) Prove that there is a resolution refutation for S if and only if the
empty clause is in R∗(S).

(d) Prove that S is unsatisfiable if and only if belongs to R∗(S).

8.5.8. Prove that the resolution method is still complete if the resolution
rule is restricted to clauses that are not tautologies (that is, clauses
not containing both A and ¬A for some atomic formula A).

∗ 8.5.9. We say that a clause C1 subsumes a clause C2 if there is a substitution
σ such that σ(C1) is a subset of C2. In the version of the resolution
method described in problem 8.5.7, let

R1(S) = R(S) − {C | C is subsumed by some clause in R(S)}.

Let R0
1 = S,

Rn+1
1 (S) = R1(R

n
1 (S)) and

R∗
1(S) =

⋃

n≥0

Rn
1 (S).



8.6 A Glimpse at Paramodulation 407

Prove that S is unsatisfiable if and only if belongs to R∗
1(S).

8.5.10. The resolution method described in problem 8.5.7 can be modified
by introducing the concept of factoring. Given a clause C, if C ′ is
any subset of C and C ′ is unifiable, the clause σ(C) where σ is a
most general unifier of C ′ is a factor of C. The factoring rule is the
rule that allows any factor of a clause to be added to R(S). Consider
the simplification of the resolution rule in which a resolvent of two
clauses A and B is obtained by resolving sets A′ and B′ consisting
of a single literal. This restricted version of the resolution rule is
sometimes called binary resolution.

(a) Show that binary resolution together with the factoring rule is
complete.

(b) Show that the factoring rule can be restricted to sets C ′ consisting
of a pair of literals.

(c) Show that binary resolution alone is not complete.

8.5.11. Prove that the resolution method is also complete for infinite sets of
clauses.

8.5.12. Write a computer program implementing the resolution method.

8.6 A Glimpse at Paramodulation

As we have noted earlier, equality causes complications in automatic the-
orem proving. Several methods for handling equality with the resolution
method have been proposed, including the paramodulation method (Robin-
son and Wos, 1969), and the E-resolution method (Morris, 1969; Anderson,
1970). Due to the lack of space, we will only define the paramodulation rule,
but we will not give a full treatment of this method.

In order to define the paramodulation rule, it is convenient to assume
that the factoring rule is added to the resolution method. Given a clause
A, if A′ is any subset of A and A′ is unifiable, the clause σ(A) where σ is a
most general unifier of A′ is a factor of A. Using the factoring rule, it is easy
to see that the resolution rule can be simplified, so that a resolvent of two
clauses A and B is obtained by resolving sets A′ and B′ consisting of a single
literal. This restricted version of the resolution rule is sometimes called binary
resolution (this is a poor choice of terminology since both this restricted rule
and the general resolution rule take two clauses as arguments, but yet, it is
used in the literature!). It can be shown that binary resolution alone is not
complete, but it is easy to show that it is complete together with the factoring
rule (see problem 8.5.10).

The paramodulation rule is a rule that treats an equation s
.
= t as a (two

way) rewrite rule, and allows the replacement of a subterm r unifiable with
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s (or t) in an atomic formula Q, by the other side of the equation, modulo
substitution by a most general unifier.

More precisely, let
A = ((s

.
= t) ∨ C)

be a clause containing the equation s
.
= t, and

B = (Q ∨ D)

be another clause containing some literal Q (of the form Pt1...tn or ¬Pt1...tn,
for some predicate symbol P of rank n, possibly the equality symbol

.
=, in

which case n = 2), and assume that for some tree address u in Q, the subterm
r = Q/u is unifiable with s (or that r is unifiable with t). If σ is a most
general unifier of s and r, then the clause

σ(C ∨ Q[u ← t] ∨ D)

(or σ(C ∨Q[u ← s]∨D), if r and t are unifiable) is a paramodulant of A and
B. (Recall from Subsection 2.2.5, that Q[u ← t] (or Q[u ← s]) is the result of
replacing the subtree at address u in Q by t (or s)).

EXAMPLE 8.6.1

Let

A = {f(x, h(y))
.
= g(x, y), P (x)}, B = {Q(h(f(h(x), h(a))))}.

Then
{Q(h(g(h(z), h(a)))), P (h(z))}

is a paramodulant of A and B, in which the replacement is performed
in B at address 11.

EXAMPLE 8.6.2

Let
A = {f(g(x), x)

.
= h(a)}, B = {f(x, y)

.
= h(y)}.

Then,
{h(z)

.
= h(a)}

is a paramodulant of A and B, in which the replacement is performed
in A at address e.

It can be shown that the resolution method using the (binary) resolution
rule, the factoring rule, and the paramodulation rule, is complete for any finite
set S of clauses, provided that the reflexity axiom and the functional reflexivity
axioms are added to S. The reflexivity axiom is the clause

{x
.
= x},
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and the functional reflexivity axioms are the clauses

{f(x1, ..., xn)
.
= f(x1, ..., xn)},

for each function symbol f occurring in S, of any rank n > 0.

The proof that this method is complete is more involved than the proof
for the case of a first-language without equality, partly because the lifting
lemma does not extend directly. It can also be shown that paramodulation is
complete without the functional reflexivity axioms, but this is much harder.
For details, the reader is referred to Loveland, 1978.

Notes and Suggestions for Further Reading

The resolution method has been studied extensively, and there are many re-
finements of this method. Some of the refinements are still complete for all
clauses (linear resolution, model elimination), others are more efficient but
only complete for special kinds of clauses (unit or input resolution). For a
detailed exposition of these methods, the reader is referred to Loveland, 1978;
Robinson, 1979, and to the collection of original papers compiled in Siekmann
and Wrightson, 1983. One should also consult Boyer and Moore, 1979, for
advanced techniques in automatic theorem proving, induction in particular.
For a more introductory approach, the reader may consult Bundy, 1983, and
Kowalski, 1979.

The resolution method has also been extended to higher-order logic by
Andrews. The interested reader should consult Andrews, 1971; Pietrzykowski,
1973; and Huet, 1973.
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1. Introduction

The problem of deciding the satisfiability of propositional formulas (SAT) does
not only lie at the heart of the most important open problem in complexity theory
(P vs. NP), it is also at the basis of many practical applications in such areas as Elec-
tronic Design Automation, Verification, Artificial Intelligence, and Operations Re-
search. Thanks to recent advances in SAT-solving technology, propositional solvers
are becoming the tool of choice for attacking more and more practical problems.

Most state-of-the-art SAT solvers [Moskewicz et al. 2001; Goldberg and Novikov
2002; Eén and Sörensson 2003; Ryan 2004] today are based on different vari-
ations of the Davis-Putnam-Logemann-Loveland (DPLL) procedure [Davis and
Putnam 1960; Davis et al. 1962]. Starting essentially with the work on the
GRASP, SATO and Relsat systems [Marques-Silva and Sakallah 1999; Zhang
1997; Bayardo and Schrag 1997], the spectacular improvements in the perfor-
mance of DPLL-based SAT solvers achieved in the last years are due to (i) bet-
ter implementation techniques, such as the two-watched literal approach for unit
propagation, and (ii) several conceptual enhancements on the original DPLL pro-
cedure, aimed at reducing the amount of explored search space, such as backjump-
ing (a form of non-chronological backtracking), conflict-driven lemma learning,
and restarts. These advances make it now possible to decide the satisfiability
of industrial SAT problems with tens of thousands of variables and millions
of clauses.

Because of their success, both the DPLL procedure and its enhancements have
been adapted to handle satisfiability problems in more expressive logics than
propositional logic. In particular, they have been used to build efficient algo-
rithms for the Satisfiability Modulo Theories (SMT) problem: deciding the sat-
isfiability of ground first-order formulas with respect to background theories such
as the theory of equality, of the integer or real numbers, of arrays, and so on
[Armando et al. 2000, 2004; Filliâtre et al. 2001; Barrett et al. 2002; de Moura
and Rueß 2002; Flanagan et al. 2003; Ganzinger et al. 2004; Bozzano et al. 2005].
SMT problems arise in many industrial applications, especially in formal verifi-
cation (see Section 3 for examples). They may contain thousands of clauses like
p ∨ ¬q ∨ a = f (b − c) ∨ g(g(b)) $=c ∨ a − c ≤7, with purely propositional atoms
as well as atoms over (combined) theories, such as the theory of the integers, or of
Equality with Uninterpreted Functions (EUF).

Altogether, many variants and extensions of the DPLL procedure exist today.
They are typically described in the literature informally and with the aid of pseudo-
code fragments. Therefore, it has become difficult for the newcomer to understand
the precise nature of all these procedures, and for the expert to formally reason
about their properties.

The first main contribution of this article is to address these shortcomings by
providing Abstract DPLL, a uniform, declarative framework for describing DPLL-
based solvers, both for propositional satisfiability and for satisfiability modulo
theories. The framework allows one to describe the essence of various prominent
approaches and techniques in terms of simple transition rules and rule application
strategies. By abstracting away heuristics and implementation issues, it facilitates
the understanding of DPLL at a conceptual level as well as its correctness and termi-
nation. For DPLL-based SMT approaches, it moreover provides a clean formulation
and a basis for comparison of the different approaches.
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The second main contribution of this article is a new modular architecture for
building SMT solvers in practice, called DPLL(T ), and a careful study of theory
propagation, a refinement of SMT methods that can have a crucial impact on their
performance.

The architecture is based on a general DPLL(X ) engine, whose parameter X can
be instantiated with a specialized solver SolverT for a given theory T , thus producing
a system DPLL(T ). Such systems can be implemented extremely efficiently and
have good scaling properties: our Barcelogic implementation of DPLL(T ) won four
divisions at the 2005 SMT Competition [Barrett et al. 2005] (for the other three
existing divisions it had no SolverT yet). The insights provided by our Abstract
DPLL framework were an important factor in the success of our DPLL(T ) archi-
tecture and its Barcelogic implementation. For instance, the abstract framework
helped us in understanding the interactions between the DPLL(X ) engine and the
solvers, especially concerning the different forms of theory propagation, as well as
in defining a good interface between both.

Section 2 of this article presents the propositional version of Abstract DPLL. It
models DPLL procedures by means of simple transition systems. While abstract
and declarative in nature, these transition systems can explicitly model the salient
conceptual features of state-of-the-art DPLL-based SAT solvers, thus bridging the
gap between logic-based calculi for DPLL and actual implementations. Within the
Abstract DPLL formalism, we discuss in a clean and uniform way properties such as
soundness, completeness, and termination. These properties immediately carry over
to modern DPLL implementations with features such as backjumping and learning.

For backjumping systems, for instance, we achieve this by modeling backjumping
by a general rule that encompasses several backtracking strategies—including basic
chronological backtracking—and explaining how different systems implement the
rule. Similarly, we model learning by general rules that show how devices such as
conflict graphs are just one possibility for computing new lemmas. We also provide
a general and simple termination argument for DPLL procedures that does not
depend on an exhaustive enumeration of truth assignments; instead, it relies on a
notion of search progress neatly expressing that search advances with the deduction
of new unit clauses—the higher up in the search tree the better—which is the very
essence of backjumping.

In Section 3, we go beyond propositional satisfiability, and extend the framework
to Abstract DPLL Modulo Theories. As in the purely propositional case, this again
allows us to express—and formally reason about—a number of current DPLL-based
techniques for SMT, such as the various variants of the so-called lazy approach
[Armando et al. 2000, 2004; Filliâtre et al. 2001; Audemard et al. 2002; Barrett
et al. 2002; de Moura and Rueß 2002; Flanagan et al. 2003; Ball et al. 2004].

In Section 4, based on the Abstract DPLL Modulo Theories framework, we in-
troduce our DPLL(T ) approach for building SMT systems. We first describe two
variants of DPLL(T ), depending on whether theory propagation is done exhaus-
tively or not. Once the DPLL(X ) engine has been implemented, this approach
becomes extremely flexible: a DPLL(T ) system for a theory T is obtained by sim-
ply plugging in the corresponding theory solver SolverT , which must only be able
to deal with conjunctions of theory literals and conform to a minimal and simple
set of additional requirements. We discuss the design of DPLL(X ) and describe
how DPLL(X ) and SolverT cooperate. We also show that practical T -solvers can
be designed to include theory propagation in an efficient way. A nontrivial issue
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is how to deal with conflict analysis and clause learning adequately in the context
of theory propagation. Different options and possible problems for doing this are
analyzed and discussed in detail in Section 5.

In Section 6, we discuss some experiments with our Barcelogic implementation
of DPLL(T ). The results show that it can significantly outperform the best state-
of-the-art tools and, in addition, scales up very well.

This article consolidates and improves upon preliminary ideas and results pre-
sented at the JELIA [Tinelli 2002], LPAR [Nieuwenhuis and Oliveras 2003;
Nieuwenhuis et al. 2005], and CAV [Ganzinger et al. 2004; Nieuwenhuis and
Oliveras 2005a] conferences.

2. Abstract DPLL in the Propositional Case

We start this section with some formal preliminaries on propositional logic and on
transition systems. Then we introduce several variants of Abstract DPLL and prove
their correctness properties, showing at the same time how the different features of
actual DPLL implementations are modeled by these variants.

2.1. FORMULAS, ASSIGNMENTS, AND SATISFACTION. Let P be a fixed finite set
of propositional symbols. If p ∈ P , then p is an atom and p and ¬p are literals of
P . The negation of a literal l, written ¬l, denotes ¬p if l is p, and p if l is ¬p. A
clause is a disjunction of literals l1 ∨ · · ·∨ln . A unit clause is a clause consisting of a
single literal. A (CNF) formula is a conjunction of one or more clauses C1∧· · ·∧Cn .
When it leads to no ambiguities, we will sometimes also write such a formula in
set notation {C1, . . . , Cn}, or simply replace the ∧ connectives by commas.

A (partial truth) assignment M is a set of literals such that {p,¬p} ⊆ M for no
p. A literal l is true in M if l ∈ M , is false in M if ¬l ∈ M , and is undefined in M
otherwise. A literal is defined in M if it is either true or false in M . The assignment
M is total over P if no literal of P is undefined in M . A clause C is true in M if at
least one of its literals is in M . It is false in M if all its literals are false in M , and it
is undefined in M otherwise. A formula F is true in M , or satisfied by M , denoted
M |= F , if all its clauses are true in M . In that case, M is a model of F . If F has no
models then it is unsatisfiable. If F and F ′ are formulas, we write F |= F ′ if F ′ is true
in all models of F . Then, we say that F ′ is entailed by F , or is a logical consequence
of F . If F |= F ′ and F ′ |= F , we say that F and F ′ are logically equivalent.

In what follows, (possibly subscripted or primed) lowercase l always denote
literals. Similarly, C and D always denote clauses, F and G denote formulas, and
M and N denote assignments. If C is a clause l1 ∨ · · · ∨ ln , we sometimes write
¬C to denote the formula ¬l1 ∧ · · · ∧ ¬ln .

2.2. STATES AND TRANSITION SYSTEMS IN ABSTRACT DPLL. DPLL can be
fully described by simply considering that a state of the procedure is either the
distinguished state FailState or a pair of the form M ‖ F , where F is a CNF formula,
that is, a finite set of clauses, and M is, essentially, a (partial) assignment.

More precisely, M is a sequence of literals, never containing both a literal and
its negation, where each literal has an annotation, a bit that marks it as a decision
literal (see below) or not. Frequently, we will consider M just as a partial assignment,
or as a set or conjunction of literals (and hence as a formula), ignoring both the
annotations and the order between its elements.
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The concatenation of two such sequences will be denoted by simple juxtaposition.
When we want to emphasize that a literal l is annotated as a decision literal we
will write it as ld. We will denote the empty sequence of literals (or the empty
assignment) by ∅. We say that a clause C is conflicting in a state M ‖ F, C if
M |= ¬C .

We will model each DPLL procedure by means of a set of states together with a
binary relation =⇒ over these states, called the transition relation. As usual, we use
infix notation, writing S =⇒ S′ instead of (S, S′) ∈ =⇒. If S =⇒ S′ we say that
there is a transition from S to S′. We denote by =⇒∗ the reflexive-transitive closure
of =⇒. We call any sequence of transitions of the form S0 =⇒ S1, S1 =⇒ S2, · · ·
a derivation, and denote it by S0 =⇒ S1 =⇒ S2 =⇒ · · · . We call any subsequence
of a derivation a subderivation.

In what follows, transition relations will be defined by means of conditional
transition rules. For a given state S, a transition rule precisely defines whether
there is a transition from S by this rule and, if so, to which state S′. Such a transition
is called an application step of the rule.

A transition system is a set of transition rules defined over some given set of
states. Given a transition system R, the transition relation defined by R will be
denoted by =⇒R . If there is no transition from S by =⇒R , we will say that S is
final with respect to R (examples of a transition system and a final state with respect
to it can be found in Definition 2.1 and Example 2.2).

2.3. THE CLASSICAL DPLL PROCEDURE. A very simple DPLL system, faithful
to the classical DPLL algorithm, consists of the following five transition rules. We
give this system here mainly for explanatory and historical reasons. The informally
stated results for it are easily obtained by adapting the more general ones given in
Section 2.5.

Definition 2.1. The Classical DPLL system is the transition system Cl consist-
ing of the following five transition rules. In this system, the literals added to M by
all rules except Decide are annotated as non-decision literals.

UnitPropagate :

M ‖ F, C ∨ l =⇒ M l ‖ F, C ∨ l if
{

M |= ¬C
l is undefined in M.

PureLiteral :

M ‖ F =⇒ M l ‖ F if






l occurs in some clause of F
¬l occurs in no clause of F
l is undefined in M.

Decide :

M ‖ F =⇒ M ld ‖ F if
{

l or ¬l occurs in a clause of F
l is undefined in M .

Fail :

M ‖ F, C =⇒ FailState if
{

M |= ¬C
M contains no decision literals.

Backtrack :

M ld N ‖ F, C =⇒ M ¬l ‖ F, C if
{

M ld N |= ¬C
N contains no decision literals.
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One can use the transition system Cl for deciding the satisfiability of an input
formula F simply by generating an arbitrary derivation ∅ ‖ F =⇒Cl · · · =⇒Cl Sn ,
where Sn is a final state with respect to Cl. The applicability of each of the five
rules is easy to check and, as we will see, their application always leads to finite
derivations. Moreover, for every derivation like the above ending in a final state
Sn , (i) F is unsatisfiable if, and only if, Sn is FailState, and (ii) if Sn is of the form
M ‖ F then M is a model of F . Note that in this Classical DPLL system the second
component of a state remains unchanged, a property that does not hold for the other
transition systems we introduce later.

We now briefly comment on what the different rules do. In the following, if M is
a sequence of the form M0 l1 M1 · · · lk Mk , where the li are all the decision literals
in M , we say that the state M ‖ F is at decision level k, and that all the literals of
each li Mi belong to decision level i .

—UnitPropagate: To satisfy a CNF formula, all its clauses have to be true. Hence, if
a clause of F contains a literal l whose truth value is not defined by the current
assignment M while all the remaining literals of the clause are false, then M
must be extended to make l true.

—PureLiteral: If a literal l is pure in F , that is, it occurs in F while its negation does
not, then F is satisfiable only if it has a model that makes l true. Thus, if M does
not define l it can be extended to make l true.

—Decide: This rule represents a case split. An undefined literal l is chosen from
F , and added to M . The literal is annotated as a decision literal, to denote that
if M l cannot be extended to a model of F then the alternative extension M ¬l
must still be considered. This is done by means of the Backtrack rule.

—Fail: This rule detects a conflicting clause C and produces the FailState state
whenever M contains no decision literals.

—Backtrack: If a conflicting clause C is detected and Fail does not apply, then the
rule backtracks one decision level, by replacing the most recent decision literal ld

by ¬l and removing any subsequent literals in the current assignment. Note that
¬l is annotated as a nondecision literal, since the other possibility l has already
been explored.

Example 2.2. The following is a derivation in the Classical DPLL system, with
each transition annotated by the rule that makes it possible. To improve readability
we denote atoms by natural numbers, and negation by overlining.

∅ ‖ 1∨2, 2∨3, 1∨3∨4, 2∨3∨4, 1∨4 =⇒Cl (Decide)
1d ‖ 1∨2, 2∨3, 1∨3∨4, 2∨3∨4, 1∨4 =⇒Cl (UnitPropagate)

1d 2 ‖ 1∨2, 2∨3, 1∨3∨4, 2∨3∨4, 1∨4 =⇒Cl (UnitPropagate)
1d 2 3 ‖ 1∨2, 2∨3, 1∨3∨4, 2∨3∨4, 1∨4 =⇒Cl (UnitPropagate)

1d 2 3 4 ‖ 1∨2, 2∨3, 1∨3∨4, 2∨3∨4, 1∨4 =⇒Cl (Backtrack)
1 ‖ 1∨2, 2∨3, 1∨3∨4, 2∨3∨4, 1∨4 =⇒Cl (UnitPropagate)

1 4 ‖ 1∨2, 2∨3, 1∨3∨4, 2∨3∨4, 1∨4 =⇒Cl (Decide)
1 4 3

d ‖ 1∨2, 2∨3, 1∨3∨4, 2∨3∨4, 1∨4 =⇒Cl (UnitPropagate)
1 4 3

d
2 ‖ 1∨2, 2∨3, 1∨3∨4, 2∨3∨4, 1∨4
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The last state of this derivation is final. The (total) assignment in it is a model of
the formula.

The Davis–Putnam procedure [Davis and Putnam 1960] was originally presented
as a two-phase proof-procedure for first-order logic. The unsatisfiability of a formula
was to be proved by first generating a suitable set of ground instances which then,
in the second phase, were shown to be propositionally unsatisfiable.

Subsequent improvements, such as the Davis-Logemann-Loveland procedure of
Davis et al. [1962], mostly focused on the propositional phase. What most authors
now call the DPLL Procedure is a satisfiability procedure for propositional logic
based on this propositional phase. Originally, this procedure amounted to the depth-
first search algorithm with backtracking modeled by our Classical DPLL system.

2.4. MODERN DPLL PROCEDURES. The major modern DPLL-based SAT
solvers do not implement the Classical DPLL system. For example, due to effi-
ciency reasons the pure literal rule is normally only used as a preprocessing step—
hence, we will not consider this rule in the following. Moreover, backjumping, a
more general and more powerful backtracking mechanism, is now commonly used
in place of chronological backtracking.

The usefulness of a more sophisticated backtracking mechanism for DPLL
solvers is perhaps best illustrated with another example of derivation in the Classical
DPLL system.

Example 2.3.

∅ ‖ 1∨2, 3∨4, 5∨6, 6∨5∨2 =⇒B (Decide)

1d ‖ 1∨2, 3∨4, 5∨6, 6∨5∨2 =⇒B (UnitPropagate)

1d 2 ‖ 1∨2, 3∨4, 5∨6, 6∨5∨2 =⇒B (Decide)

1d 2 3d ‖ 1∨2, 3∨4, 5∨6, 6∨5∨2 =⇒B (UnitPropagate)

1d 2 3d 4 ‖ 1∨2, 3∨4, 5∨6, 6∨5∨2 =⇒B (Decide)

1d 2 3d 4 5d ‖ 1∨2, 3∨4, 5∨6, 6∨5∨2 =⇒B (UnitPropagate)

1d 2 3d 4 5d 6 ‖ 1∨2, 3∨4, 5∨6, 6∨5∨2 =⇒B (Backtrack)

1d 2 3d 4 5 ‖ 1∨2, 3∨4, 5∨6, 6∨5∨2

Before the Backtrack step, the clause 6 ∨ 5 ∨ 2 is conflicting: it is false in the
assignment 1d 2 3d 4 5d 6. This is a consequence of the unit propagation 2 of the
decision 1d, together with the decision 5d and its unit propagation 6.

Therefore, one can infer that the decision 1d is incompatible with the decision
5d, that is, that the given clause set entails 1∨5. Similarly, it also entails 2∨5.

Such entailed clauses are called backjump clauses if their presence would have
allowed a unit propagation at an earlier decision level. This is precisely what back-
jumping does: given a backjump clause, it goes back to that level and adds the
unit propagated literal. For example, using 2∨5 as a backjump clause, the last
Backtrack step could be replaced by a backjump to a state with first component
1d 2 5.

We model all this in the next system with the Backjump rule, of which Backtrack
is a particular case. In this rule, the clause C ′ ∨ l ′ is the backjump clause, where l ′
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is the literal that can be unit propagated (5 in our example). Below we show that
the rule is effective: a backjump clause can always be found.

Definition 2.4. The Basic DPLL system is the four-rule transition system B
consisting of the rules UnitPropagate, Decide, Fail from Classical DPLL, and the
following Backjump rule:

Backjump :

M ld N ‖ F, C =⇒ M l ′ ‖ F, C if






M ld N |= ¬C, and there is
some clause C ′ ∨ l ′ such that:

F, C |= C ′ ∨ l ′ and M |= ¬C ′,
l ′ is undefined in M , and
l ′ or ¬l ′ occurs in F or in M ld N .

We call clause C in Backjump the conflicting clause and clause C ′ ∨ l ′ the backjump
clause.

Chronological backtracking, modeled by Backtrack, always undoes the last de-
cision l, going back to the previous level and adding ¬l to it. Conflict-driven
backjumping, as modeled by Backjump, is generally able to backtrack further than
chronological backtracking by analyzing the reasons that produced the conflicting
clause. Backjump can frequently undo several decisions at once, going back to a
lower decision level than the previous level and adding some new literal to that
lower level. It jumps over levels that are irrelevant to the conflict. In the previous
example, it jumps over the decision 3d and its consequence 4, which are totally un-
related with the reasons for the falsity of the conflicting clause 6∨5∨2. Moreover,
intuitively, the search state 1d 2 5 reached after Backjump is more advanced than
the state 1d 2 3d 4 5 reached after Backtrack. This notion of “being more advanced”
is formalized in Theorem 2.10 below.

We show in the proof of Lemma 2.8 below that the literals of the backjump clause
can always be chosen among the negations of the decision literals—although better
choices usually exist. When the negations of all the decision literals are included
in the backjump clause, the Backjump rule simulates the Backtrack rule of Classical
DPLL. We remark that, in fact, Lemma 2.8 shows that, whenever a state M ‖ F
contains a conflicting clause, either Fail applies, if there are no decision literals in
M , or otherwise Backjump applies.

Most modern DPLL implementations make additional use of backjump clauses:
they add them to the clause set as learned clauses, also called lemmas, implementing
what is usually called conflict-driven learning.

In Example 2.3, learning the clause 2 ∨ 5 will allow the application of
UnitPropagate to any state whose assignment contains either 2 or 5. Hence, it will
prevent any conflict caused by having both 2 and 5 in M . Reaching such similar
conflicts frequently happens in industrial problems having some regular structure,
and learning such lemmas has been shown to be very effective in improving per-
formance.

Since a lemma is aimed at preventing future similar conflicts, when these conflicts
are not very likely to be found again the lemma can be removed. In practice, a
lemma is removed when its relevance (see, e.g., Bayardo and Schrag [1997]) or its
activity level drops below a certain threshold; the activity can be, for example, the
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number of times it becomes a unit or a conflicting clause [Goldberg and Novikov
2002].

To model lemma learning and removal we consider the following extension of
the Basic DPLL system.

Definition 2.5. The DPLL system with learning, denoted by L , consists of the
four transition rules of the Basic DPLL system and the two additional rules:

Learn :

M ‖ F =⇒ M ‖ F, C if
{

each atom of C occurs in F or in M
F |= C.

Forget :
M ‖ F, C =⇒ M ‖ F if

{
F |= C.

In any application step of Learn, the clause C is said to be learned if it did not
already belong to F . Similarly, it is said to be forgotten by Forget.

Observe that the Learn rule allows one to add to the current formula F an arbitrary
clause C entailed by F , as long as all the atoms of C occur in F or M . This models
not only conflict-driven lemma learning but also any other techniques that produce
consequences of F , such as limited forms of resolution (see the following example).

Similarly, the Forget rule can be used in principle to remove from F any clause
that is entailed by the rest of F , not just those previously added to the clause set by
Learn. The applicability of the two rules in their full scope, however, is limited in
practice by the relative cost of determining such entailments in general.

The six rules of the DPLL system with learning model the high-level conceptual
structure of DPLL implementations. These rules will allow us to formally reason
about properties such as correctness or termination.

Example 2.6. We now show how the Backjump rule can be guided by means of
a conflict graph for finding backjump clauses. In this example we assume a strategy
that is followed in most SAT solvers: (i) Decide is applied only if no other Basic
DPLL rule is applicable (Theorem 5.2 of Section 5 shows that this is not needed,
but here we require it for simplicity) and (ii) after each application of Backjump, the
backjump clause is learned.

Consider a state of the form M ‖ F where, among other clauses, F contains:

9∨6∨7∨8 8∨7∨5 6∨8∨4 4∨1 4∨5∨2 5∨7∨3 1∨2∨3

and M is of the form: . . . 6 . . . 7 . . . 9d 8 5 4 1 2 3.
It is easy to see that this state can be reached after the last decision 9d by six

applications of UnitPropagate. For example, 8 is implied by 9, 6, and 7 because of
the clause 9∨6∨7∨8. A typical DPLL implementation will save the sequence of
propagated literals and remember for each one of them the clause that caused its
propagation. Now, in the state M ‖ F above the clause 1∨2∨3 is conflicting, since
M contains 1, 2 and 3. Using the saved information, the DPLL implementation can
trace back the reasons for this conflicting clause. For example, the saved data will
show that 3 was implied by 5 and 7, due to the clause 5∨7∨3. The literal 5 was in
turn implied by 8 and 7, and so on.

This way, working backwards from the conflicting clause and in the opposite
order in which each literal was propagated, it is possible to build the following
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conflict graph, where the nodes corresponding to the conflicting clause are shown in
gray:

This figure shows the graph obtained when the decision literal of the current
decision level (here, 9d) is reached in this backwards process—which is why this
node and the nodes belonging to earlier decision levels (in this example, literals 6
and 7) have no incoming arrows.

To find a backjump clause, it suffices to cut the graph into two parts. The first
part must contain (at least) all the literals with no incoming arrows. The second part
must contain (at least) all the literals with no outgoing arrows, that is, the negated
literals of the conflicting clause (in our example, 1, 2 and 3). It is not hard to see that
in such a cut no model of F can satisfy all the literals whose outgoing edges are cut.

For instance, consider the cut indicated by the dotted line in the graph, where
the literals with cut outgoing edges are 8, 7, and 6. From these three literals, by
unit propagation using five clauses of F , one can infer the negated literals of
the conflicting clause. Hence, one can infer from F that 8, 7, and 6 cannot be
simultaneously true, that is, one can infer the clause 8∨7∨6. In this case, this is a
possible backjump clause, that is, the clause C ′ ∨ l ′ in the definition of the Backjump
rule, with the literal 8 playing the role of l ′. The clause allows one to backjump to
the decision level of 7 and add 8 to it. After that, the clause 8∨7∨6 has to be learned
to explain in future conflicts the presence of 8 as a propagation from 6 and 7.

The kind of cuts we have described produce backjump clauses provided that
exactly one of the literals with cut outgoing edges belongs to the current decision
level. The negation of this literal will act as the literal l ′ in the backjump rule. In
the SAT literature, the literal is called a Unique Implication Point (UIP) of the
conflict graph. Formally, UIPs are defined as follows. Let D be the set of all the
literals of a conflicting clause C that have become false at the current decision
level (this set is always nonempty, since Decide is applied only if Fail or Backjump
do not apply). A UIP in the conflict graph of C is any literal that belongs to all
paths in the graph from the current decision literal to the negation of a literal in
D. Note that a conflict graph always contains at least one UIP, the decision literal
itself, but in general it can contain more (in our example 9d and 8 are both UIPs).

In practice, it is not actually necessary to build the conflict graph to produce
a backjump clause; it suffices to work backwards from the conflicting clause,
maintaining only a frontier list of literals yet to be expanded, until the first UIP
(first in the reverse propagation ordering) has been reached [Marques-Silva and
Sakallah 1999; Zhang et al. 2001].
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The construction of the backjump clause can also be seen as a derivation in
the resolution calculus, constructed according to the following backwards conflict
resolution process. In our example, the clause 8∨7∨6 is obtained by successive
resolution steps on the conflicting clause, resolving away the literals 3, 2, 1, 4 and
5, in the reverse order their negations were propagated, with the respective clauses
that caused the propagations:

8∨7∨5
6∨8∨4

4∨1
4∨5∨2

5∨7∨3 1∨2∨3
5∨7∨1∨2

4∨5∨7∨1
5∨7∨4

6∨8∨7∨5
8∨7∨6

The process stops once it generates a clause with only one literal of the current
decision level, which is precisely the first UIP (in our example, the literal 8 in
the clause 8 ∨ 7 ∨ 6). Some SAT solvers, such as Siege, also learn some of the
intermediate clauses in such resolution derivations [Ryan 2004].

2.5. CORRECTNESS OF DPLL WITH LEARNING. In this section, we show how the
DPLL system with learning can be used as a decision procedure for the satisfiability
of CNF formulas.

Deciding the satisfiability of an input formula F will be done by generating an
arbitrary derivation of the form ∅ ‖ F =⇒L · · · =⇒L Sn such that Sn is final with
respect to the Basic DPLL system. Note that final states with respect to the DPLL
system with Learning do not always exist, since the same clause could be learned
and forgotten infinitely many times.

For all rules their applicability is easy to check and, as we will show in
Theorem 2.11, if infinite subderivations with only Learn and Forget steps are avoided,
one always reaches a state that is final with respect to the Basic DPLL system. This
state S is moreover easily recognizable as final, because it is either FailState or of
form M ‖ F ′ where F ′ has no conflicting clauses and all of its literals are defined
in M . Furthermore, similarly to the Classical DPLL system and as proved below in
Theorem 2.12; in the first case, F is unsatisfiable, in the second case, it is satisfied
by M .

We emphasize that these formal results apply to any procedure modeled by
the DPLL system with learning, and can moreover be extended to DPLL Modulo
Theories. This generalizes the less formal correctness proof for the concrete pseudo
code of the Chaff algorithm given in Zhang and Malik [2003], which has the same
underlying proof idea.

The starting point for our results is the next lemma, which lists a few properties
that are invariant for all the states derived in the DPLL system with learning from
initial states of the form ∅ ‖ F .

LEMMA 2.7. If ∅ ‖ F=⇒L
∗M ‖ G, then the following hold.

(1) All the atoms in M and all the atoms in G are atoms of F.
(2) M contains no literal more than once and is indeed an assignment, that is, it

contains no pair of literals of the form p and ¬p.
(3) G is logically equivalent to F.
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(4) If M is of the form M0 l1 M1 · · · ln Mn, where l1, . . . , ln are all the decision
literals of M, then F, l1, . . . , li |= Mi for all i in 0 . . . n.

PROOF. Since all four properties trivially hold in the initial state ∅ ‖ F , we only
need to prove that all six rules preserve them. Consider a step M ′ ‖ F ′=⇒L M ′′ ‖ F ′′

and assume all properties hold in M ′ ‖ F ′. Property 1 holds in M ′′ ‖ F ′′ because
the only atoms that may be added to M ′′ or F ′′ are the ones in F ′ or M ′, all of
which belong to F . The side conditions of the rules clearly preserve Property 2.
As for Property 3, only Learn and Forget may break the invariant. But learning (or
forgetting) a clause C that is a logical consequence clearly preserves equivalence
between F ′ and F ′′.

For the fourth property, consider that M ′ is of the form M ′
0 l1 M ′

1 · · · ln M ′
n , and

l1, . . . , ln are all the decision literals of M ′. If the step is an application of Decide,
there is nothing to prove. For Learn or Forget, it easily follows since M ′ is M ′′ and
F ′′ is logically equivalent to F ′. The remaining rules are:

UnitPropagate: Since M ′′ will be of the form M ′l (we use l and C as in the
definition of the rule), we only have to prove that F, l1, . . . , ln |= l, which holds
since (i) F, l1, . . . , ln |= M ′, (ii) M ′ |= ¬C , (iii) C ∨ l is a clause of F ′ and (iv) F
and F ′ are equivalent.

Backjump: Assume that, in the Backjump rule, ld is l j+1, the j +1-th decision
literal. Then (using l ′ and C ′ as in the definition of the rule), M ′′ is of the form
M ′

0 l1 M ′
1 · · · l j M ′

j l ′. We only need to show that F, l1, . . . , l j |= l ′. This holds as for
the UnitPropagate case, since we have (i) F, l1, . . . , l j |= M ′

0 l1 M ′
1 · · · l j M ′

j , (ii)
M ′

0 l1 M ′
1 · · · l j M ′

j |= ¬C ′, (iii) F ′ |= C ′ ∨ l ′ and (iv) F and F ′ are equivalent.

The most interesting property of this lemma is probably Property 4. It shows that
every nondecision literal added to an assignment M is a logical consequence of the
previous decision literals of M and the initial formula F . In other words, we have
that F, l1, . . . , ln |= M . Hence, the only arbitrary additions to M are the ones made
by Decide.

Another important property concerns the applicability of Backjump. Given a state
with a conflicting clause, it may not be clear a priori whether Backjump is ap-
plicable or not, mainly due to the need to find an appropriate backjump clause.
Below we show that, if there is a conflicting clause, it is always the case that either
Backjump or Fail applies. Moreover, whenever the first precondition of Backjump
holds (M ld N |= ¬C), a backjump clause C ′ ∨ l ′ always exists and can be easily
computed.

LEMMA 2.8. Assume that ∅ ‖ F=⇒L
∗ M ‖ F ′ and that M |= ¬C for some clause

C in F ′. Then either Fail or Backjump applies to M ‖ F ′.

PROOF. If there is no decision literal in M , it is immediate that Fail applies.
Otherwise, M is of the form M0 l1 M1 · · · ln Mn for some n > 0, where
l1, . . . , ln are all the decision literals of M . Since M |= ¬C we have, due to
Lemma 2.7-4, that F, l1, . . . , ln |= ¬C . If we now consider any i in 1 · · · n such
that F, l1, . . . , li |= ¬C , and any j in 0 · · · i − 1 such that F, l1, . . . , l j , li |= ¬C ,
we can show that then backjumping to decision level j is possible.

Let C ′ be the clause ¬l1∨· · ·∨¬l j , and note that M is also of the form M ′ l j+1 N .
Then Backjump is applicable to M ‖ F ′, yielding the state M ′ ¬li ‖ F ′. That is
because the clause C ′ ∨ ¬li satisfies all the side conditions of the Backjump rule:
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(i) F ′ |= C ′ ∨ ¬li because F, l1, . . . , l j , li |= ¬C , which implies, given that C
is in F ′ and F ′ is equivalent to F (by Lemma 2.7-3), that F, l1, . . . , l j , li is
unsatisfiable or, equivalently, that F |= ¬l1 ∨ · · · ∨ ¬l j ∨ ¬li ; furthermore,
M ′ |= ¬C ′ by construction of C ′;

(ii) ¬li is undefined in M ′ (by Lemma 2.7-2);
(iii) li occurs in M .

It is interesting to observe that, the smaller one can choose the value j in the
previous proof, the higher one can backjump. Note also that, if we construct the
backjump clause as in the proof and take i to be n and j to be n−1 then the Backjump
rule models standard backtracking.

We stress that backjump clauses need not be built as in the proof above, out of
the decision literals of the current assignment. It follows from the termination and
correctness results given in this section that in practice one is free to apply the
backjump rule with any backjump clause. In fact, backjump clauses may be built
to contain no decision literals at all, as is for instance possible in backjumping SAT
solvers relying on the first UIP learning scheme illustrated in Example 2.6.

Given the previous lemma, it is easy to prove that final states with respect to
Basic DPLL will be either FailState or M ‖ F ′, where M is a model of the original
formula F . More formally:

LEMMA 2.9. If ∅ ‖ F =⇒L
∗ S, and S is final with respect to Basic DPLL, then

S is either FailState, or it is of the form M ‖ F ′, where

(1) all literals of F ′ are defined in M,
(2) there is no clause C in F ′ such that M |= ¬C, and
(3) M is a model of F.

PROOF. Assume S is not FailState. If (1) does not hold, then S cannot be final,
since Decide would be applicable. Similarly, for (2): by Lemma 2.8, either Fail or
Backjump would apply. Together (1) and (2) imply that all clauses of F ′ are defined
and true in M , and since by Lemma 2.7(3), F and F ′ are logically equivalent this
implies that M is a model of F .

We now prove termination of the Basic DPLL system.

THEOREM 2.10. There are no infinite derivations of the form ∅ ‖ F =⇒B
S1 =⇒B · · · .

PROOF. It suffices to define a well-founded strict partial ordering . on states,
and show that each step M ‖ F =⇒B M ′ ‖ F is decreasing with respect to this
ordering, that is, M ‖ F . M ′ ‖ F . Note that such an ordering must be entirely
based on the first component of the states, because in this system without Learn and
Forget the second component of states remains constant.

Let M be of the form M0 l1 M1 · · · l p Mp, where l1, . . . , l p are all the decision
literals of M . Similarly, let M ′ be M ′

0 l ′1 M ′
1 · · · l ′p′ M ′

p′ .
Let n be the number of distinct atoms (propositional variables) in F . By

Lemma 2.7(1,2), we have that p, p′ and the length of M and M ′ are always smaller
than or equal to n.

For each assignment N , define m(N ) to be n−length(N ), that is, m(N ) is the num-
ber of literals “missing” in N for N to be total. Now define: M ‖ F ′ . M ′ ‖ F ′′ if
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(i) there is some i with 0 ≤ i ≤ p, p′ such that

m(M0) = m(M ′
0), . . . , m(Mi−1) = m(M ′

i−1), m(Mi ) > m(M ′
i ) or

(ii) m(M0) = m(M ′
0), . . . , m(Mp) = m(M ′

p) and m(M) > m(M ′).

Note that, in case (ii), we have p′ > p, and all decision levels up to p coincide
in number of literals. Comparing the number of missing literals in sequences is
clearly a strict ordering (i.e., it is an irreflexive and transitive relation) and it is
also well-founded, and hence this also holds for its lexicographic extension on
tuples of sequences of bounded length. It is easy to see that all Basic DPLL rules
are decreasing with respect to . if FailState is added as an additional minimal
element. The rules UnitPropagate and Backjump decrease by case (i) of the definition
and Decide decreases by case (ii).

It is nice to see in this proof that, in contrast to the classical, depth-first DPLL
procedure, progress in backjumping DPLL procedures is not measured by the num-
ber of decision literals that have been tried with both truth values, but by the number
of defined literals that are added to earlier decision levels. The Backjump rule makes
progress in this sense by increasing by one the number of defined literals in the
decision level it backjumps to. The lower this decision level is (i.e., the higher up
in the depth-first search tree), the more progress is made with respect to ..

As an immediate consequence of this theorem, we obtain the termination of
the DPLL system with learning if infinite subderivations with only Learn and Forget
steps are avoided. The reason is that the other steps (the Basic DPLL ones) decrease
the first components of the states with respect to the well-founded ordering, while
the Learn and Forget steps do not modify that component.

THEOREM 2.11. Every derivation ∅ ‖ F=⇒LS1=⇒L · · · by the DPLL system
with Learning is finite if it contains no infinite subderivations consisting of only
Learn and Forget steps.

Note that this condition is very weak and easily enforced. Learn is typically
only applied together with Backjump in order to learn the corresponding backjump
clause. The theorem entails that such a strategy eventually reaches a state where
only Learn and/or Forget apply, that is, a state that is final with respect to the Basic
DPLL system. As already mentioned, by Lemma 2.9, this state is moreover easily
recognizable because it is FailState or else it has the form M ‖ G with all literals
of G defined in M and no conflicting clause.

Actually, we could have alternatively defined a state M ‖ G to be final if M is a
partial assignment satisfying all clauses of G, hence allowing some literals of G to
remain undefined. Then the correctness argument would have been exactly the same
but without the use of Lemma 2.9—which now is needed mostly to show that the
current definition of a final state M ‖ G is a sufficient condition for M to be a model
of G. However, in typical DPLL implementations, checking each time whether a
partial assignment is a model of the current formula G is more expensive, because
of the necessary additional bookkeeping, than just extending a partial model of G to
a total one, which can be done with no search. But note that things may be different
in the SMT case (see a brief discussion at the end of Section 3), or when the goal
is to enumerate all models (perhaps in some compact representation) of the initial
formula F .



Solving SAT and SAT Modulo Theories 951

We are now ready to prove that DPLL with learning provides a decision procedure
for the satisfiability of CNF formulas.

THEOREM 2.12. If ∅ ‖ F =⇒L
∗ S where S is final with respect to Basic DPLL,

then

(1) S is FailState if, and only if, F is unsatisfiable.
(2) If S is of the form M ‖ F ′ then M is a model of F.

PROOF. For Property 1, if S is FailState it is because there is some state M ‖ F ′

such that ∅ ‖ F=⇒L
∗ M ‖ F ′=⇒LFailState. By the definition of the Fail rule, there is

no decision literal in M and there is a clause C in F ′ such that M |= ¬C . Since F and
F ′ are equivalent by Lemma 2.7(3), we have that F |= C . However, if M |= ¬C ,
by Lemma 2.7(4), then also F |= ¬C , which implies that F is unsatisfiable. For
the right-to-left implication, if S is not FailState it has to be of the form M ‖ F ′.
But then, by Lemma 2.9(3), M is a model of F and hence F is satisfiable.

For Property 2, if S is M ‖ F ′, then, again by Lemma 2.9(3), M is a model
of F .

Note that the previous theorem does not guarantee confluence in the sense of
rewrite systems, say. With unsatisfiable formulas, the only possible final (with
respect to Basic DPLL) state for a sequence is FailState. If, on the other hand, the
formula is satisfiable, different states that are final with respect to Basic DPLL may
be reachable. However, all of them will be of the form M ‖ F ′, with M a model of
the original formula.

Although Theorem 2.12 was given for the relation =⇒L, it also holds for =⇒B,
since the existence of Learn or Forget is not required in the proof.

THEOREM 2.13. If ∅ ‖ F =⇒∗
B S where S is final with respect to Basic DPLL,

then

(1) S is FailState if, and only if, F is unsatisfiable.
(2) If S is of the form M ‖ F ′, then M is a model of F.

2.6. ABOUT PRACTICAL IMPLEMENTATIONS AND RESTARTS. State-of-the art
SAT-solvers [Moskewicz et al. 2001; Goldberg and Novikov 2002; Eén and
Sörensson 2003; Ryan 2004] essentially apply Abstract DPLL with Learning us-
ing efficient implementation techniques for UnitPropagate (such as the two-watched
literal scheme for unit propagation [Moskewicz et al. 2001]), and good heuristics
for selecting the decision literal when applying the Decide rule. As said, conflict
analysis procedures for applying Backjump and the possibility of applying learning
by other forms of resolution have also been well studied.

In addition, modern DPLL implementations restart the DPLL procedure when-
ever the search is not making enough progress according to some measure. The
rationale behind this idea is that upon each restart, the additional knowledge of the
search space compiled into the newly learned lemmas will lead the heuristics for
Decide to behave differently, and possibly cause the procedure to explore the search
space in a more compact way. The combination of learning and restarts has been
shown to be powerful not only in practice, but also in theory. Essentially, any Basic
DPLL derivation to FailState is equivalent to a tree-like refutation by resolution.
But for some classes of problems tree-like proofs are always exponentially larger
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than the smallest general, that is, DAG-like, resolution ones [Bonet et al. 2000].
The good news is that DPLL with learning and restarts becomes again equivalent
to general resolution with respect to such notions of proof complexity [Beame et al.
2003].

In our formalism, restarts can be simply modeled by the following rule:

Definition 2.14. The Restart rule is:

M ‖ F =⇒ ∅ ‖ F.

Adding the Restart rule to DPLL with Learning, it is obvious that all results of this
section hold as long as one can ensure that a final state with respect to Basic DPLL
is eventually reached. This is usually done in practice by periodically increasing
the minimal number of Basic DPLL steps between each pair of restart steps. This
is formalized below.

Definition 2.15. Consider a derivation by the DPLL system with learning ex-
tended with the Restart rule. We say that Restart has increasing periodicity in the
derivation if, for each subderivation Si =⇒ · · · =⇒ Sj =⇒ · · · =⇒ Sk where the
steps producing Si , Sj , and Sk are the only Restart steps, the number of Basic DPLL
steps in Si =⇒ · · · =⇒ Sj is strictly smaller than in Sj =⇒ · · · =⇒ Sk .

THEOREM 2.16. Any derivation ∅ ‖ F =⇒ S1 =⇒ · · · by the transition sys-
tem L extended with the Restart rule is finite if it contains no infinite subderivations
consisting of only Learn and Forget steps, and Restart has increasing periodicity in
it.

PROOF. By contradiction, assume Der is an infinite derivation fulfilling the
requirements. Let . be the well-founded ordering on (the first components of)
states defined in the proof of Theorem 2.10. In a subderivation of Der without
Restart steps, at each step either this first component decreases with respect to
. (by the Basic DPLL steps) or it remains equal (by the Learn and Forget steps).
Therefore, since there is no infinite subderivation consisting of only Learn and Forget
steps, there must be infinitely many Restart steps in Der. Also, if between two states
there is at least one Basic DPLL step and no Restart step, these states do not have the
same first component. Therefore, if n denotes the (fixed, finite) number of different
first components of states that exist for the given finite set of propositional symbols,
there cannot be any subderivations with more than n Basic DPLL steps between
two Restart steps. This contradicts the fact that there are infinitely many Restart
steps if Restart has increasing periodicity in Der .

In conclusion, in this section, we have formally described a large family of
practical implementations of DPLL with learning and restarts, and proved that they
provide a decision procedure for propositional satisfiability.

3. Abstract DPLL Modulo Theories

For many applications, encoding the problems into propositional logic is not the
right choice. Frequently, a better alternative is to express the problems in a richer
non-propositional logic, considering satisfiability with respect to a background
theory T .
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For example, some properties of timed automata are naturally expressed in Dif-
ference Logic, where formulas contain atoms of the form a − b ≤ k, which are
interpreted with respect to a background theory T of the integers, rationals or reals
[Alur 1999]. Similarly, for the verification of pipelined microprocessors it is con-
venient to consider a logic of Equality with Uninterpreted Functions (EUF), where
the background theory T specifies a congruence [Burch and Dill 1994]. To mention
just one further example, the conditions arising from program verification usually
involve arrays, lists and other data structures, so it becomes very natural to consider
satisfiability problems modulo the combined theory T of these data structures. In
such applications, typical formulas consist of large sets of clauses such as:

p ∨ ¬q ∨ a = f (b − c) ∨ read(s, f (b − c) )=d ∨ a − g(c) ≤7

containing purely propositional atoms as well as atoms over the combined theory.
This is known as the Satisfiability Modulo Theories (SMT) problem for a theory
T : given a formula F , determine whether F is T -satisfiable, that is, whether there
exists a model of T that is also a model of F .

In this section, we show that many of the existing techniques for handling SMT,
of which SAT is a particular case if we consider T to be the empty theory, can be
described and discussed within the Abstract DPLL framework.

3.1. FORMAL PRELIMINARIES ON SATISFIABILITY MODULO THEORIES. Throu-
ghout this section, we consider the same definitions and notation given in Section 2
for the propositional case, except that here the set P over which formulas are
built is a fixed finite set of ground (i.e., variable-free) first-order atoms, instead of
propositional symbols.

In addition to these propositional notions, here we also consider some notions of
first-order logic (see e.g., Hodges [1993]). A theory T is a set of closed first-order
formulas. A formula F is T -satisfiable or T -consistent if F ∧ T is satisfiable in the
first-order sense. Otherwise, it is called T -unsatisfiable or T -inconsistent.

As in the previous section, a partial assignment M will sometimes also be seen
as a conjunction of literals and hence as a formula. If M is a T -consistent partial
assignment and F is a formula such that M |= F , that is, M is a (propositional)
model of F , then we say that M is a T -model of F . If F and G are formulas, then
F entails G in T , written F |=T G, if F ∧ ¬G is T -inconsistent. If F |=T G and
G |=T F , we say that F and G are T -equivalent. A theory lemma is a clause C
such that ∅ |=T C .

The SMT problem for a theory T is the problem of determining, given a formula
F , whether F is T -satisfiable, or, equivalently, whether F has a T -model.

As usual in SMT, given a background theory T , we will only consider the SMT
problem for ground (and hence quantifier-free) CNF formulas F . Such formulas
may contain free constants, that is, constant symbols not in the signature of T ,
which, as far as satisfiability is concerned, can be equivalently seen as existential
variables. Other than free constants, all other predicate and function symbols in the
formulas will instead come from the signature of T . From now on, when we say
formula we will mean a formula satisfying these restrictions.

We will consider here only theories T such that the T -satisfiability of conjunc-
tions of such ground literals is decidable. We will call any decision procedure for
this problem a T -solver.
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3.2. AN INFORMAL PRESENTATION OF SMT PROCEDURES. The current tech-
niques for deciding the satisfiability of a ground formula F with respect to a back-
ground theory T can be broadly divided into two main categories: eager and lazy.

3.2.1. Eager SMT Techniques. In eager techniques, the input formula is trans-
lated using a satisfiability-preserving transformation into a propositional CNF for-
mula which is then checked by a SAT solver for satisfiability (see, e.g., Bryant et al.
[2001], Bryant and Velev [2002], and Strichman [2002]).

One of the strengths of this eager approach is that it can always use the best
available SAT solver off the shelf. When the new generation of efficient SAT solvers
such as Chaff [Moskewicz et al. 2001] became available, impressive results using
the eager SMT approach were achieved by Bryant’s group at CMU with the solver
UCLID [Lahiri and Seshia 2004] for the verification of pipelined processors.

However, eager techniques are not very flexible: to make them efficient, sophisti-
cated ad-hoc translations are required for each theory. For example, for EUF and for
Difference Logic there exist the per-constraint encoding [Bryant and Velev 2002;
Strichman et al. 2002], the small domain encoding (or range-allocation techniques),
[Pnueli et al. 1999; Bryant et al. 2002; Talupur et al. 2004; Meir and Strichman
2005], and several hybrid approaches [Seshia et al. 2003]. The eager encoding ap-
proach can also handle integer linear arithmetic and the theory of arrays (see Seshia
[2005]).

In spite of the effort spent in devising efficient translations, on many practical
problems the translation process or the SAT solver run out of time or memory (see
de Moura and Ruess [2004]). The current alternative techniques explained below
are in many cases several orders of magnitude faster.

The correctness of the eager approach for SMT relies on the correctness of both
the SAT solver and the translation, which is specific for each theory. It is out of
the scope of this article to discuss the correctness of these ad-hoc translations.
Assuming them to be correct, the correctness of the eager techniques follows from
the results of Section 2.

3.2.2. Lazy SMT Techniques. As an alternative to the eager approach, one can
use a specialized T -solver for deciding the satisfiability of conjunctions of theory
literals. Then, a decision procedure for SMT is easily obtained by converting the
given formula into disjunctive normal form (DNF) and using the T -solver to check
whether any of the DNF conjuncts is satisfiable. However, the exponential blowup
usually caused by the conversion into DNF makes this approach too inefficient.

A lot of research has then looked into ways to combine the strengths of specialized
T -solvers with the strengths of state-of-the-art SAT solvers in dealing with the
Boolean structure of formulas. The most widely used approach in the last few years
is usually referred to as the lazy approach [Armando et al. 2000; Filliâtre et al. 2001;
Audemard et al. 2002; Barrett et al. 2002; de Moura and Rueß 2002; Flanagan et al.
2003; Armando et al. 2004; Ball et al. 2004]. In this approach, each atom occurring
in a formula F to be checked for satisfiability is initially considered simply as a
propositional symbol, forgetting about the theory T . Then the formula is given to
a SAT solver. If the SAT solver determines it to be (propositionally) unsatisfiable,
then F is T -unsatisfiable as well. If the SAT solver returns instead a propositional
model M of F , then this assignment (seen as a conjunction of literals) is checked
by a T -solver. If M is found T -consistent then it is a T -model of F . Otherwise, the
T -solver builds a ground clause that is a logical consequence of T , that is, a theory



Solving SAT and SAT Modulo Theories 955

lemma, precluding that assignment. This lemma is added to F and the SAT solver
is started again. This process is repeated until the SAT solver finds a T -model or
returns unsatisfiable.

Example 3.1. Assume we are deciding with a lazy procedure the T -satisfiability
of a large EUF formula, where T is the theory of equality, and assume that the model
M found by the SAT solver contains, among many others, the four literals:

b=c, f (b)=c, a $=g(b), g( f (c))=a.

Then the T -solver detects that M is not a T -model, since

b=c ∧ f (b)=c ∧ g( f (c))=a |=T a =g(b).

Therefore, the lazy procedure has to be restarted after the corresponding theory
lemma has been added to the clause set. In principle, one can take as theory lemma
simply the negation of M , that is, the disjunction of the negations of all the literals
in M . However, this is usually not a good idea as the generated clause may end
up containing thousands of literals. Lazy procedures are much more efficient if the
T -solver is able instead to generate a small explanation of the T -inconsistency of
M . In this example, the explanation could be simply the clause b $= c ∨ f (b) $=
c ∨ g( f (c)) $=a ∨ a =g(b).

The main advantage of the lazy approach is its flexibility, since it can easily
combine any SAT solver with any T -solver. More importantly, if the SAT solver
used by the lazy SMT procedure is based on DPLL, then several refinements exist
that make the SMT procedure much more efficient. Here we outline the most
significant ones.

Incremental T-solver. The T -consistency of the assignment can be checked
incrementally, while the assignment is being built by the DPLL procedure, without
delaying the check until a propositional model has been found. This can save a large
amount of useless work. It can be done fully eagerly, detecting T -inconsistencies
as soon as they are generated, or, if that is too expensive, at regular intervals,
for example, once every k literals added to the assignment. The idea was already
mentioned in Audemard et al. [2002] under the name of early pruning and in Barrett
[2003] under the name of eager notification. Currently, most SMT implementations
work with incremental T -solvers. The incremental use of T -solvers poses different
requirements on their implementation: to make the incremental approach effective
in practice, the solver should (on average, say) be faster in processing one additional
input literal l than in re-processing from scratch all previous inputs and l together.
For many theories this can indeed be done; see, for example, Section 4.3, where
we describe an incremental solver for Difference Logic.

On-line SAT Solver. When a T -inconsistency is detected by the incremental
T-solver, one can ask the DPLL procedure simply to backtrack to some point where
the assignment was still T -consistent, instead of restarting the search from scratch.
For instance, if, in Abstract DPLL terms, the current state is of the form M ‖ F and
M has been detected to be T -inconsistent, then there is some subset {l1 · · · ln} of
M such that ¬l1 ∨ · · · ∨ ¬ln is a theory lemma. This lemma can be added to the
clause set, and, since it is conflicting, that is, it is false in M , Backjump or Fail can
be applied. As we will formally prove below, after the backjump step this lemma
is no longer needed for completeness and could be safely forgotten: the procedure
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will search through all propositional models, finding a T -consistent one whenever
it exists. Nevertheless, keeping theory lemmas can still be very useful for efficiency
reasons, because it may cause an important amount of pruning later in the search.
Theory lemmas are especially effective if they are small, as observed in, for example,
de Moura and Rueß [2002] and Barrett [2003]. On-line SAT solvers (in combination
with incremental T -solvers) are now common in SMT implementations, and state-
of-the-art SAT solvers like zChaff or MiniSAT provide this functionality.

Theory Propagation. In the approach presented so far, the T -solver provides
information only after a T -inconsistent partial assignment has been generated. In
this sense, the T -solver is used only to validate the search a posteriori, not to guide it
a priori. To overcome this limitation, the T -solver can also be used in a given DPLL
state M ‖ F to detect literals l occurring in F such that M |=T l, allowing the DPLL
procedure to move to the state M l ‖ F . We call this process theory propagation.

The idea of theory propagation was first mentioned in Armando et al. [2000]
under the name of Forward Checking Simplification, and since then it has been
applied, in limited form, in very few other systems (see Section 5). In contrast, theory
propagation plays a major role in the DPLL(T ) approach, introduced in Section 4 of
this article. There we show that, somewhat against expectations, practical T -solvers
can be designed to include this feature in an efficient way. A highly non-trivial
issue is how to perform conflict analysis appropriately in the context of theory
propagation. Different options and possible problems for doing this are analyzed
and solved in detail in Section 5, something that, to our knowledge, had not been
done before. In Section 6, we show that theory propagation, if handled well, has a
crucial impact on the performance of SMT systems.

Exhaustive Theory Propagation. For some theories, it even pays off to perform
all possible Theory Propagations before applying the Decide rule. This idea of ex-
haustive theory propagation is also introduced in the DPLL(T ) approach presented
here.

Lazy techniques that learn theory lemmas and do not perform any theory propa-
gation in effect dump a large number of ground consequences of the theory into the
clause set, duplicating theory information into the SAT solver. This duplication is
instead completely unnecessary in a system with exhaustive theory propagation—
and is greatly reduced with non-exhaustive theory propagation.

The reason is that any literal generated by unit propagation over a theory lemma
can also be generated by theory propagation.1

For some logics, such as Difference Logic, for instance, exhaustive theory prop-
agation usually yields speedups of several orders of magnitude, as we show in
Section 6.

Using an incremental T -solver in combination with an on-line SAT solver is
known to be crucial for efficiency. Possibly with the only exception of Veri-
fun [Flanagan et al. 2003], an experimental system no longer under development,
most, if not all, state-of-the-art SMT systems use incremental solvers. On the other
hand, only a few SMT systems so far use theory propagation, as we will discuss in
Section 5.

1 But see the discussion about strategies with lazier theory propagation at the end of Section 5.1.
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3.3. ABSTRACT DPLL MODULO THEORIES. In this section, we formalize the
different enhancements of the lazy approach to Satisfiability Modulo Theories.
We do this by adapting the Abstract DPLL framework for the propositional case
presented in the previous section. One significant difference is that here we deal
with ground first-order literals instead of propositional ones. Except for that, the
rules Decide, Fail, UnitPropagate, and Restart remain unchanged: they will still regard
all literals as syntactical items as in the propositional case. Only Learn, Forget and
Backjump are slightly modified to work modulo theories: in these rules, entailment
between formulas now becomes entailment in T . In addition, atoms of T -learned
clauses can now also belong to M , and not only to F ; this is required for Property 3.9
below, needed to recover from T -inconsistent states. Note that the theory version
of Backjump below uses both the propositional notion of satisfiability (|=) and the
first-order notion of entailment modulo theory (|=T ).

Definition 3.2. The rules T -Learn, T -Forget and T -Backjump are:

T -Learn :

M ‖ F =⇒ M ‖ F, C if
{

each atom of C occurs in F or in M
F |=T C

T -Forget :

M ‖ F, C =⇒ M ‖ F if
{

F |=T C

T -Backjump :

M ld N ‖ F, C =⇒ M l ′ ‖ F, C if






M ld N |= ¬C, and there is
some clause C ′ ∨ l ′ such that:

F, C |=T C ′ ∨ l ′ and M |= ¬C ′,
l ′ is undefined in M , and
l ′ or ¬l ′ occurs in F or in M ld N .

3.3.1. Modeling the Naive Lazy Approach. Using these rules, it is easy to model
the basic lazy approach (without any of the refinements of incremental T -solvers,
on-line SAT solvers or theory propagation). Each time a state M ‖ F is reached that
is final with respect to Decide, Fail, UnitPropagate, and T -Backjump, that is, final in a
similar sense as in the previous section, M can be T -consistent or not. If it is, then
M is indeed a T -model of F , as we will prove below. If M is not T -consistent,
then there exists a subset {l1, . . . , ln} of M such that ∅ |=T ¬l1∨ · · · ∨¬ln . By one
T -Learn step, the theory lemma ¬l1∨ · · ·∨¬ln can be learned and then Restart can be
applied. As we will prove below, if these learned theory lemmas are never removed
by the T -Forget rule, this strategy is terminating under similar requirements as those
in the previous section, namely, the absence of infinite subderivations consisting
of only Learn and Forget steps and the increasing periodicity of Restart steps. Then,
the strategy is also sound and complete as stated in the previous section: the initial
formula is T -unsatisfiable if, and only if, FailState is reached; moreover, if FailState
is not reached then a T -model has been found.

3.3.2. Modeling the Lazy Approach with an Incremental T -Solver. Assume a
state M ‖ F has been reached where M is T -inconsistent. Note that in practice this
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is detected by the incremental T -solver, and that this state need not be final now.
Then, as in the naive lazy approach, there exists a subset {l1, . . . , ln} of M such
that ∅ |=T ¬l1∨ · · · ∨¬ln . This theory lemma is then learned, producing the state
M ‖ F, ¬l1∨ · · · ∨¬ln . As in the previous case, Restart can then be applied and the
same results hold.

3.3.3. Modeling the Lazy Approach with an Incremental T -Solver and an on-
Line SAT Solver. As in the previous case, if a subset {l1, . . . , ln} of M is detected
such that ∅ |=T ¬l1 ∨ · · · ∨¬ln , the theory lemma is learned, reaching the state
M ‖ F, ¬l1∨ · · ·∨¬ln . But now, since in addition we consider an online SAT solver,
instead of completely restarting, the procedure repairs the T -inconsistency of the
partial assignment by exploiting the fact that the recently learned theory lemma
is a conflicting clause. As we show later, and similarly to what happened in the
propositional case, if there is no decision literal in M then Fail applies, otherwise
T -Backjump applies. Our results below prove that, even if the theory lemma is always
forgotten immediately after backjumping, this approach is terminating, sound, and
complete under similar conditions as the ones of the previous section.

3.3.4. Modeling the Previous Refinements and Theory Propagation. This re-
quires the following additional rule:

Definition 3.3. The TheoryPropagate rule is:

M ‖ F =⇒ M l ‖ F if






M |=T l
l or ¬l occurs in F
l is undefined in M .

The purpose of this rule is to prune the search by assigning a truth value to literals
that are (propositionally) undefined by the current assignment M but T -entailed by
it, rather than letting the Decide rule guess a value for them. As said, this sort of
propagation can lead to dramatic improvements in performance. Below we prove
that the correctness results mentioned for the previous three lazy approaches also
hold in combination with arbitrary applications of this rule.

3.3.5. Modeling the Previous Refinements and Exhaustive Theory Propagation.
Exhaustive theory propagation is modeled simply by assuming that TheoryPropagate
is applied with a higher priority than Decide. The correctness of this approach
follows immediately from the correctness of the previous one which had arbitrary
applications of TheoryPropagate.

3.4. CORRECTNESS OF ABSTRACT DPLL MODULO THEORIES. Up to now, we
have seen several different application strategies of (subsets) of the given rules,
which lead to different SMT procedures. In this subsection we give a simple and
uniform proof showing that all the approaches described in the previous subsection
are indeed decision procedures for the SMT problem. The proofs are structured in
the same way as the ones given in Section 2.5 for the propositional case, and hence
here we focus on the variations and extensions that are needed.

Definition 3.4. The Basic DPLL Modulo Theories system consists of the rules
Decide, Fail, UnitPropagate, TheoryPropagate, and T -Backjump.
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Definition 3.5. The Full DPLL Modulo Theories system, denoted by FT, con-
sists of the rules of Basic DPLL Modulo Theories and the rules T -Learn, T -Forget,
and Restart.

As before, a decision procedure will be obtained by generating a derivation using
the given rules with a particular strategy. However, here the aim of a derivation is
to compute a state S to which the main theorem of this section, Theorem 3.10, can
be applied, that is, a state S such that: (i) S is final with respect to the rules of Basic
DPLL Modulo Theories and (ii) if S is of the form M ‖ F then M is T -consistent.

Property 3.9 below provides a very general class of strategies in which such
a state S is always reached, without violating the requirements of termination of
Theorem 3.7 (also given below). Such a state S can be recognized in a similar way
as in the propositional case: it is either FailState or it is of the form M ‖ F where
all the literals of F are defined in M , there are no conflicting clauses, and M is
T -consistent.

The following lemma states invariants similar to the ones of Lemma 2.7 of the
previous section.

LEMMA 3.6. If ∅ ‖ F =⇒∗
FT M ‖ G, then the following hold:

(1) All the atoms in M and all the atoms in G are atoms of F.
(2) M contains no literal more than once and is indeed an assignment, that is, it

contains no pair of literals of the form p and ¬p.
(3) G is T -equivalent to F.
(4) If M is of the form M0 l1 M1 · · · ln Mn, where l1, . . . , ln are all the decision

literals of M, then F, l1, . . . , li |=T Mi for all i in 0 · · · n.

PROOF. As for Lemma 2.7, all rules preserve the properties. The new rule
TheoryPropagate preserves them like UnitPropagate; the other rules as for their propo-
sitional versions.

THEOREM 3.7 (TERMINATION). Let Der be a derivation of the form:
∅ ‖ F = S0 =⇒FT S1 =⇒FT · · ·
Then Der is finite if the following two conditions hold:

(1) Der has no infinite subderivations consisting of only T -Learn and T -Forget steps.
(2) For every subderivation of Der of the form:

Si−1 =⇒FT Si =⇒FT · · · =⇒FT Sj =⇒FT · · · =⇒FT Sk
where the only three Restart steps are the ones producing Si , S j , and Sk, either:
—there are more Basic DPLL Modulo Theories steps in Sj =⇒FT · · · =⇒FT Sk

than in Si =⇒FT · · · =⇒FT Sj , or
—a clause is learned 2 in S j =⇒FT · · · =⇒FT Sk that is not forgotten in Der.

PROOF. The proof is a slight extension of the one of Theorem 2.16. The only
new aspect is that some Restart steps are applied with non-increasing periodicity.
But since for each one of them a new clause has been learned that is never forgotten
in Der , there can only be finitely many of them. From this, a contradiction follows
as in Theorem 2.16.

2 See Definition 2.5.
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LEMMA 3.8. If ∅ ‖ F =⇒∗
FT M ‖ F ′ and there is some conflicting clause in

M ‖ F ′, that is, M |= ¬C for some clause C in F ′, then either Fail or T -Backjump
applies to M ‖ F ′.

PROOF. As in Lemma 2.8.

PROPERTY 3.9. If ∅ ‖ F =⇒∗
FT M ‖ F ′ and M is T -inconsistent, then either

there is a conflicting clause in M ‖ F ′, or else T -Learn applies to M ‖ F ′, generating
a conflicting clause.

PROOF. If M is T -inconsistent, then there exists a subset {l1, . . . , ln} of M such
that ∅ |=T ¬l1∨ · · · ∨¬ln . Hence, the conflicting clause ¬l1∨ · · · ∨¬ln is either in
M ‖ F ′, or else it can be learned by one T -Learn step.

Lemma 3.8 and Property 3.9 show that a rule of Basic DPLL modulo theories
is always applicable to a state of the form M ‖ F , or to its successor after a single
T -Learn step, whenever a literal of F is undefined in M , or F contains a conflicting
clause, or M is T -inconsistent. Together with Theorem 3.7 (Termination), this
shows how to compute a state to which the following main theorem is applicable.

THEOREM 3.10. Let Der be a derivation ∅ ‖ F =⇒∗
FT S , where (i) S is final

with respect to Basic DPLL Modulo Theories, and (ii) if S is of the form M ‖ F ′

then M is T -consistent. Then

(1) S is FailState if, and only if, F is T -unsatisfiable.
(2) If S is of the form M ‖ F ′, then M is a T -model of F.

PROOF. The first result follows from Lemmas 3.6(3), 3.6(4), as in
Theorem 2.12. The second part is proved as in Lemma 2.9 of the previous
section, but using Lemma 3.8 and Lemma 3.6(3), instead of Lemma 2.8 and
Lemma 2.7(3).

The previous theorem shows that a large family of practical approaches provide
a decision procedure for satisfiability modulo theories. Note that the results of this
section are independent from the theory T under consideration, the only (obviously
necessary) requirement being the decidability of the T -consistency of conjunctions
of ground literals.

We conclude this section by observing that, as in the propositional case, our
definition of final state for Abstract DPLL Modulo Theories forces the assignment
M in a state of the form M ‖ G to be total. We remarked in the previous section
that the alternative definition of final state where M can be partial as long as it
satisfies G is inefficient in practice in the SAT case. With theories, however, this is
not always true. Depending on the theory T and the available T -solver, it may be
considerably more expensive to insist on extending a satisfying partial assignment
to a total one than to check periodically whether the current assignment has become
a model of the current formula. The reason is that by Theorem 3.10 one can stop the
search with a final state M ‖ G only if M is also T -consistent, and T -consistency
checks can have a high cost, especially when the T -satisfiability of conjunction
of literals is NP-hard. We have maintained the same definition of final state for
both Abstract DPLL and Abstract DPLL Modulo Theories mainly for simplicity,
to make the lifting of the former to the latter clearer. We stress though that as in
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the previous section essentially the same correctness proof applies if one uses the
alternative definition of final state in this section.

4. The DPLL(T) Approach

We have now seen an abstract framework that allows one to model a large number
of complete and terminating strategies for SMT. In this section, we describe the
DPLL(T ) approach for Satisfiability Modulo Theories, a general modular architec-
ture on top of which actual implementations of such SMT strategies can be built.
This architecture is based on a general DPLL engine, called DPLL(X ), that is not
dependent on any particular theory T . Instead, it is parameterized by a solver for
a theory T of interest. A DPLL(T ) system for T is produced by instantiating the
parameter X with a module SolverT that can handle conjunctions of literals in T ,
that is, a T -solver.

The basic idea is similar to the CLP(X ) scheme for constraint logic program-
ming [Jaffar and Maher 1994]: provide a clean and modular, but at the same time
efficient, integration of specialized theory solvers within a general-purpose engine,
in our case one based on DPLL.

The DPLL(T ) architecture presented here combines the advantages of the eager
and lazy approaches to SMT. On the one hand, the architecture allows for very
efficient implementations, as witnessed by our system, Barcelogic, which imple-
ments DPLL(T ) for a number of theories and compares very favorably with other
SMT systems—see Section 6. On the other hand, DPLL(T ) has the flexibility of the
lazy approaches: more general logics can be dealt with by simply plugging in other
solvers into the general DPLL(X ) engine, provided that these solvers conform to a
minimal interface.

4.1. OVERALL ARCHITECTURE OF DPLL(T ) . At each state M ‖ F of a deriva-
tion, the DPLL(X ) engine knows M and F , but it treats all literals and clauses as
purely propositional ones. As a consequence, all the needed theory-based infer-
ences are exclusively localized in the theory solver SolverT , which knows M but
not the current F .

For the purposes of this article, it is not necessary to precisely define the interface
between DPLL(X ) and SolverT . It suffices to know that SolverT provides operations
that can be called by DPLL(X ) to:

—Notify SolverT that a certain literal has been set to true.
—Ask SolverT to check whether the current partial assignment M , as a conjunction

of literals, is T -inconsistent. This request can be made by DPLL(X ) with different
degrees of strength: for theories where deciding T -inconsistency is in general
expensive, it might be more convenient to use cheaper, albeit incomplete, T -
inconsistency checks for most of the derivation, and resort to a more expensive
but complete check only when necessary.3

It is required that when SolverT detects a T -inconsistency it is also able to
identify a subset {l1, . . . , ln} of M such that ∅ |=T ¬l1∨ · · · ∨¬ln . This theory
lemma ¬l1 ∨ · · · ∨¬ln , which we will call the (theory) explanation of the T -
inconsistency, is then communicated by SolverT to the engine.

3 Note that, according to the correctness results of Abstract DPLL modulo theories, a decision of
T -inconsistency is only needed when a final state with respect to the Basic DPLL rules is reached.
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—Ask SolverT to identify currently undefined input literals that are T -consequences
of M . Again, this request can be made by DPLL(X ) with different degrees of
strength. SolverT answers with a (possibly empty) list of literals of the input for-
mula that are newly detected T -consequences of M . Note that for this operation
SolverT needs to know the set of input literals.

—Ask SolverT to provide a justification for the T -entailment of some theory prop-
agated literal l. This is needed for the following reasons. In a concrete imple-
mentation of the DPLL(X ) engine, backjumping is typically guided by a conflict
graph, as explained in Example 2.6. But there is a difference with respect to the
purely propositional case: a literal l at a node in the graph can now also be due
to an application of theory propagation. Hence, building the graph requires that
SolverT be able to recover and return as a justification of l a (preferably small,
non-redundant) subset {l1, . . . , ln} of literals of the assignment M that T -entailed
l when l was T -propagated. Computing that subset amounts to generating the
theory lemma ¬l1∨· · ·∨¬ln ∨l. We will call this lemma the (theory) explanation
of l. (See Example 5.1, and also Section 4.3 and Section 5 for more details and
refinements.)

—Ask SolverT to undo the last n notifications that a literal has been set to true.

In the rest of this section, we describe two concrete SMT strategies for the Ab-
stract DPLL modulo theories framework, and show how they can be implemented
using the DPLL(T ) architecture.

The first one, described in Section 4.2, performs exhaustive theory propagation
in a very eager way: in a state M ‖ F , TheoryPropagate is immediately applied
whenever some input literal l is T -entailed by M . Therefore, SolverT is required to
detect all such entailments immediately after a literal is set to true. In contrast, the
second DPLL(T ) system, described in Section 4.4, allows SolverT to sometimes fail
to detect some entailed literals.

Each system is accompanied by a concrete motivating example of a theory of
practical relevance, namely Difference Logic and EUF Logic, respectively. For
Difference Logic, an efficient design for SolverT is described in Section 4.3.

Further refinements of theory propagation and conflict-driven clause learning are
discussed in more detail in Section 5.

4.2. DPLL(T ) WITH EXHAUSTIVE THEORY PROPAGATION AND DIFFERENCE
LOGIC. Here, we deal with a particular application strategy of the rules of Abstract
DPLL Modulo Theories modeling exhaustive theory propagation. We show how it
can be implemented using the DPLL(T ) architecture, and explain the roles of the
DPLL(X ) engine and the theory solver SolverT in it.

SolverT processes the input formula, stores the list of all literals occurring in
it, and hands it over to DPLL(X ), which treats it as a purely propositional CNF.
After that, the various Abstract DPLL rules are applied by DPLL(X ) as described
below:

TheoryPropagate. Immediately after SolverT is notified that a literal l has been
added to M , (e.g., as a consequence of UnitPropagate or Decide), SolverT is also
requested to provide all input literals that are T -consequences of M l but not of
M alone. Then, for each one of them, TheoryPropagate is immediately applied by
DPLL(X ). Note that, this way, M never becomes T -inconsistent, a property that
can be exploited by SolverT to increase its efficiency (see the next subsection for
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the case of Difference Logic), and by the DPLL(X ) engine since it will never need
to ask for the T -consistency of M .

UnitPropagate. If TheoryPropagate is not applicable, DPLL(X ) tries to apply
UnitPropagate next, possibly triggering more rounds of theory propagation, and
stops if it discovers a conflicting clause. (In a concrete implementation all this can
be implemented with the commonly used two-watched-literals scheme.)

Backjump and Fail. If DPLL(X ) detects a conflicting clause, it immediately ap-
plies T -Backjump or Fail, depending respectively on whether the current assignment
contains a decision literal or not. (In a concrete implementation, an appropriate back-
jump clause can be computed as explained in the next section.) At each backjump,
DPLL(X ) tells SolverT how many literals have been removed from the assignment.

T-Learn. Immediately after each T -Backjump application, the T -Learn rule is ap-
plied to learn the backjump clause. This is possible because this clause is always a
T -consequence of the formula F in the current state M ‖ F . Note that, as explained
in Section 3.2 for the case of exhaustive theory propagation, theory lemmas (clauses
C such that ∅ |=T C) are never learned, since they are useless in this context.

Restart. For correctness with respect to the Abstract DPLL modulo theories
framework, one must guarantee that Restart has increasing periodicity. Typically,
this is achieved by only applying Restart when certain system parameters reach
some prescribed limits, such as the number of conflicts or the number of new units
derived, and increasing this restart limit periodically.

T-Forget. For correctness with respect to Abstract DPLL modulo theories, it
suffices to apply this rule only to previously T -learned clauses. This is what is
usually done, removing part of these clauses according to their activity (e.g., the
number of times involved in recent conflicts).

Decide. In this strategy, DPLL(X ) applies Decide only if none of the other Basic
DPLL rules apply. The choice of the decision literal is well known to have a strong
impact on the search behavior. Numerous heuristics for this purpose exist.

4.3. DESIGN OF SolverT FOR DIFFERENCE LOGIC. To provide an example in this
article of SolverT for a given T , here we briefly outline the design of a theory solver
for Difference Logic. Despite its simplicity, Difference Logic has been used to ex-
press important practical problems, such as verification of timed systems, schedul-
ing problems or the existence of paths in digital circuits with bounded delays.

In Difference Logic, the background theory T can be the theory of the inte-
gers, the rationals or the reals, depending on the application. Input formulas are
restricted to Boolean combinations of atoms of the form a ≤ b + k, where a and
b are free constants and k is a (possibly negative) integer, rational or real constant.
Over the integers, atoms of the form a < b + k can be equivalently written as
a ≤ b + (k − 1); for instance, a < b + 7 becomes a ≤ b + 6. A similar transforma-
tion exists for the rationals and reals, by decreasing k by a small enough amount ε.
For a given input formula, the ε to be applied to its literals can be computed in lin-
ear time [Schrijver 1987; Armando et al. 2004]. Similarly, negations and equalities
can also be removed, and one can assume that all literals are of the form a ≤
b + k. Their conjunction can be seen as a weighted graph G with an edge
a k−→ b for each literal a ≤ b + k. Independently of whether T is the theory
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of the integers, the rationals or the reals, such a conjunction is T -satisfiable if, and
only if, there is no cycle in G with negative accumulated weight. Therefore, once
all literals are of the form a ≤ b + k, the specific theory does not matter any more.

4.3.1. Initial Setup. As said, for the initial setup of DPLL(T ), SolverT reads the
input CNF, stores the list of all literals occurring in it, and hands it over to DPLL(X )
as a purely propositional CNF. For efficiency reasons, it is important that, in this
CNF, the relation between literals and their negations is made explicit. For example,
over the integers, if a ≤ b + 2 and b ≤ a − 3 occur in the input, then, since one is
equivalent to the negation of the other, they should be abstracted by a propositional
variable and its negation. This can be detected by using a canonical form during
this setup process. For instance, one can impose an ordering on the free constants
and require that the smallest one, say a in the example above, be always on the
left-hand side of the ≤ symbol. So here we would have that b ≤ a − 3 is handled
as the negation of a ≤ b + 2.

For reasons we will see below, SolverT also builds a data structure containing,
for each constant symbol, the number of input literals it occurs in, and the list of
all these literals.

4.3.2. DPLL(X) Sets the Truth Value of a Literal. Then, SolverT adds the cor-
responding edge to the graph. Here we will write a0

k ∗−→ an if there is a path in
the graph of the form a0

k1−→ a1
k2−→ · · · kn−1−→ an−1

kn−→ an with n ≥ 0 and where
k = k1 + · · · + kn is called the length of this path.

Note that one can assume that DPLL(X ) does not communicate to SolverT any
redundant edges (i.e., edges already entailed by G), since such consequences would
already have been communicated by SolverT to DPLL(X ). Similarly, DPLL(X )
will not communicate to SolverT any edges that are inconsistent with the graph.
Therefore, there will be no cycles of negative length. Here, SolverT must return to
DPLL(X ) all input literals that are new consequences of the graph once the new
edge has been added. Essentially, for detecting the new consequences of a new
edge a k−→ b, SolverT needs to check all paths ai

ki ∗−→ a k−→ b
k ′

j ∗
−→ b j and see

whether there is any input literal that follows from ai ≤ b j + (ki + k + k ′
j ), that is,

an input literal of the form ai ≤ b j +k ′, with k ′ ≥ ki +k +k ′
j . For checking all such

paths from ai to b j that pass through the new edge from a to b, the graph is kept in
double adjacency list representation. Then a standard single-source-shortest-path
algorithm starting from a can be used for computing all ai with their corresponding
minimal ki (and similarly for the b j ). Its cost, for M literals containing N different
constant symbols, is O(N · M).

While doing this, the visited nodes are marked and inserted into two lists, one
for the ai ’s and one for the b j ’s. At the same time, two counters are kept measuring
the total number of input literals containing the ai ’s and, respectively, the b j ’s.

Then, if, without loss of generality, the ai ’s are the ones that occur in less input
literals, we check, for each input literal l containing some ai , whether the other
constant in l is some of the found b j , and whether l is entailed or not (this can be
checked in constant time since previously all b j have been marked). The asymptotic
worst-case cost of this part is O(L), where L is the number of different input literals.
In our experience, this is much faster than the O(N 2) check of the Cartesian product
of ai ’s and b j ’s.
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4.3.3. Implementation of Explain and Backtrack. Whenever the mth edge is
added to the graph, the edge is annotated with its insertion number m. When a
literal l of the form a ≤ b + k is returned as a T -consequence of the mth edge, this
m is recorded together with l. If later on the explanation for l is required, a path
in the graph from a to b of length at most k is searched, using a depth-first search
as before, but without traversing any edges with insertion number greater than m.
This not only improves efficiency, but it is also needed for not returning “too new”
explanations, which may create cycles in the implication graph (see Section 5).
Each time DPLL(X ) backjumps, it communicates to SolverT how many edges it
has to remove, for example, up to some insertion number m. According to our
experiments, the best way (with negligible cost) for dealing with this in SolverT is
the naive one, that is, using a trail stack of edges with their insertion numbers and
all their associated T -consequences.

4.4. DPLL(T ) WITH NONEXHAUSTIVE THEORY PROPAGATION AND EUF LOGIC.
For some logics, such as the logic of Equality with Uninterpreted Functions (EUF),
exhaustive theory propagation is not the best strategy. In EUF, atoms consist of
ground equations between terms, and the theory T consists of the axioms of reflex-
ivity, symmetry, and transitivity of ‘=’, as well as the monotonicity axioms, saying,
for all f , that f (x1 · · · xn) = f (y1 · · · yn) whenever xi = yi for all i in 1 · · · n (see
also Example 3.1).

Our experiments with EUF revealed that a nonexhaustive strategy behaves bet-
ter in practice than one with exhaustive theory propagation. More precisely, we
found that detecting exhaustively all negative equality consequences is very ex-
pensive, whereas all positive equalities can propagated efficiently by means of
a congruence closure algorithm [Downey et al. 1980]. It is beyond the scope
of this article to describe the design of a theory solver for EUF. We refer the
reader to Nieuwenhuis and Oliveras [2003] for a description and discussion of a
modern incremental, backtrackable congruence closure algorithm for this purpose.
We point out that efficiently retrieving explanations (for constructing the conflict
graph and generating theory lemmas) inside an incremental congruence closure
algorithm is nontrivial. Increasingly better techniques have been developed in
de Moura et al. [2004] Stump and Tan [2005], and Nieuwenhuis and Oliveras
[2005b].

We describe below an application strategy of Abstract DPLL Modulo Theories
for DPLL(T ) with nonexhaustive theory propagation. The emphasis will be on those
aspects that differ from the exhaustive case, and on how and when T -inconsistent
partial assignments M are detected and repaired.

TheoryPropagate. In this strategy, when SolverT is asked for new T -consequences,
it may return only an incomplete list. Therefore, DPLL(X ) can no longer maintain
the invariant that the partial assignment is always T -consistent as in the exhaus-
tive case of Section 4.2. For this reason, it is no longer necessary to ask for T -
consequences as eagerly as in the exhaustive case. Instead, for efficiency reasons it
is better to ask SolverT for new T -consequences only if no Basic DPLL rule other
than Decide applies and the current assignment is T -consistent. For each returned
T -consequence, TheoryPropagate is immediately applied by DPLL(X ).

UnitPropagate. DPLL(X ) applies this rule while possible unless it detects a con-
flicting clause.
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Backjump and Fail. DPLL(X ) may apply T -Backjump or Fail due to two possible
situations. The first one is when it detects a conflicting clause, as usual. The second
one is due to a T -inconsistency of the current partial assignment M .

SolverT is asked to check the T -consistency of M each time no Basic DPLL
rule other than Decide applies—and before being asked for theory consequences.
When M is T -inconsistent SolverT identifies a subset {l1, . . . , ln} of it such that
∅ |=T ¬l1∨ · · ·∨¬ln , and returns the theory lemma ¬l1∨ · · ·∨¬ln as an explanation
of the inconsistency. DPLL(X) then handles the lemma as a conflicting clause,
applying T -Backjump or Fail to it.

T-Learn. Immediately after each T -Backjump application, the T -Learn rule is ap-
plied for learning the backjump clause.

Now, in backjumps due to T -inconsistencies, the backjump clause may some-
times be the theory lemma denoting the T -inconsistency itself (if it has only one
literal of the current decision level). Therefore, in this case, sometimes theory lem-
mas will be learned. Another possibility is to always learn the theory lemma coming
from a T -inconsistency, even if it is not the backjump clause. This may be useful,
because it prevents the same T -inconsistency from occurring again.

Restart. This rule is applied as in the exhaustive strategy of Section 4.2.

T-Forget. It is also applied as in the exhaustive case, but in this case among the
(less active) lemmas that are removed there are also theory lemmas. This is again
less simple than in the exhaustive case, because different forgetting policies could
be applied to the two kinds of lemmas. Note that, in any case, none of the lemmas
needs to be kept for completeness.

Decide. This rule is applied as in the exhaustive strategy of Section 4.2.

We conclude this section by summarizing the key differences between the
two strategies for exhaustive and nonexhaustive theory propagation, described in
Sections 4.2 and 4.4: in the former, which we applied to Difference Logic, the
partial model never becomes T -inconsistent, since all input literals that are T -
consequences are immediately set to true. In contrast, the DPLL(T ) system de-
scribed in Section 4.4, and applied to EUF logic, allows, for efficiency reasons,
SolverT to fail sometimes to detect some entailed literals, and hence it must be able
to recover from T -inconsistent partial assignments.

5. Theory Propagation Strategies and Conflict Analysis

The idea of theory propagation was first mentioned in Armando et al. [2000] under
the name of Forward Checking Simplification, in the context of temporal reasoning.
The authors suggest that a literal l can be propagated if ¬l is inconsistent with the
current state, but they also imply that this is expensive “since it requires a number of
T -consistency checks roughly equal to the number of literals in [the whole formula]
ϕ”. A similar notion called Enhanced Early Pruning is mentioned in Audemard
et al. [2002] in the context of the MathSAT system, but nothing is said about when
and how it is applied, and how it relates to conflict analysis. Also, the new system
Yices (see Section 6) appears to apply some form of theory propagation. Except for
these systems and ours, and a forthcoming version of CVC Lite based on the work
described here, we are not aware of any other systems that apply theory propagation,
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nor of any other descriptions of theory propagation in the literature outside our own
previous work on the subject.

We remark that the techniques proposed in, for example, Armando et al. [2004]
and Flanagan et al. [2003], where the input formula is statically augmented with
theory lemmas encoding transitivity constraints, may have effects similar to theory
propagation. However, eagerly learning all such constraints is usually too expensive
and typically only a subset of them is ever used at run-time.

In Ganzinger et al. [2004], we showed that, somewhat against expectations,
practical T -solvers can be designed to do theory propagation efficiently. To the best
of our knowledge, before that, the methods for detecting a theory consequence l
were essentially based on sending ¬l to the theory solver, and checking whether a
T -inconsistency was derived.

Some essential and nontrivial issues about theory propagation have remained
largely unstudied until now:

—when to compute the explanations for the theory propagated literals;
—how to handle conflict analysis adequately in the context of theory propagation;
—how eagerly to perform theory propagation.

In this section, we analyze these issues in detail. We point out that thinking in
terms of Abstract DPLL Modulo Theories was crucial in giving us a sufficient
understanding for doing this analysis in the first place, especially by helping us
clearly separate correctness concerns from efficiency ones. We start with a running
example illustrating some of the questions above.

Example 5.1. Consider EUF logic and a clause set F containing, among others:

(1) a =b ∨ g(a) $=g(b)
(2) h(a)=h(c) ∨ p
(3) g(a)=g(b) ∨ ¬p.

Now consider a state of the form M, c = b, f (a) $= f (b) ‖ F , and the following
sequence of derivation steps:

Step: New literal: Reason:
Decide h(a) $=h(c)
TheoryPropagate a $=b since h(a) $=h(c) ∧ c=b |=T a $=b
UnitPropagate g(a) $=g(b) because of a $=b and Clause 1
UnitPropagate p because of h(a) $=h(c) and Clause 2.

In the resulting state, Clause 3 is conflicting. When seen as a conflict graph, as done
in Example 2.6 for the propositional case, the situation looks as follows:
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In this graph, the double arrows→→ indicate theory propagations, whereas the single
arrows denote unit propagations. The backjump clause h(a) = h(c) ∨ c $= b can
be produced by considering the indicated cut in the graph, as in Example 2.6. This
clause can also be obtained by the backwards resolution process on the conflicting
clause illustrated in Example 2.6, specifically, by resolving in reverse chronological
order with the clauses that caused propagations, until a clause with exactly one literal
from the current decision level is derived.

The only difference here with respect to the propositional case is that now we can
have theory propagated literals as well. For each one of these literals, resolution is
done with the theory lemma explaining its propagation (here, the leftmost premise
of the last resolution step):

h(a)=h(c) ∨ c $=b ∨ a $=b
a =b ∨ g(a) $=g(b)

h(a)=h(c) ∨ p g(a)=g(b) ∨ ¬p
g(a)=g(b) ∨ h(a)=h(c)

h(a)=h(c) ∨ a=b
h(a)=h(c) ∨ c $=b

The resulting clause can be used as a backjump clause, in the same way as in
Example 2.6 for the propositional case.

In what follows, we argue that in general it is not a good idea to compute these
theory lemmas (or explanations) immediately, during theory propagation. Instead,
it is usually better to compute each of them only as needed in resolution steps
during conflict analysis. We also explain what problems may occur in delaying the
computation of explanations until they are really needed, and give detailed results
showing when and how a backjump clause can be found.

5.1. WHEN TO COMPUTE EXPLANATIONS FOR THE THEORY PROPAGATED
LITERALS. Each time a theory propagation step of the form M ‖ F =⇒ M l ‖ F
takes place, this is because l1 ∧ · · · ∧ln |=T l for some subset {l1, . . . , ln} of M .
Now, a very simple way of managing theory propagated literals for the purposes
of conflict analysis is to use T -Learn immediately after each such a theory propaga-
tion step, adding the corresponding theory lemma ¬l1∨ · · · ∨¬ln ∨l to the current
formula. After that, the theory propagated literal l can be simply seen as a unit
propagated literal by the newly learned clause. Hence, when a conflicting clause
is detected, the backjump clause can be computed exactly as in the propositional
case, as explained in Example 2.6.

Unfortunately, this approach, used for instance in the latest version of the Math-
SAT system [Bozzano et al. 2005], has some important drawbacks. We have done
extensive experiments, running our DPLL(T ) implementations on all the formulas
available in the SMT-LIB benchmark library [Ranise and Tinelli 2003; Tinelli and
Ranise 2005] for the logics EUF, RDL, IDL and UFIDL (see the next section).
In these experiments, we have counted (i) the number of theory propagation steps
and (ii) the number of times theory propagated literals are involved in a conflict, in
other words, the number of resolution steps with explanations.

It turns out that, on average, theory propagations are around 250 times more
frequent than resolution steps with explanations. For almost all examples, the ratio
lies between 20 and 1500. Hence, immediately computing an explanation each
time a theory propagation takes place, as done in MathSAT, is bound to be highly
inefficient: on average just one of these lemmas out of every 250 is ever going
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to be used (possibly, even less than that, as each theory propagated literal may
occur in more than one conflict). The cost of generating explanations is twofold:
it is the cost incurred by SolverT in computing the clause and that incurred by
DPLL(X ) in inserting the clause in the clause database and maintaining it under
propagation.

There is however a potential advantage in the MathSAT approach, for strategies
where TheoryPropagate is applied only if no other rule except Decide is applicable
(this is what we did for EUF in Section 4.4). Assume as before that TheoryPropagate
applies to a state M ‖ F because l1∧ · · · ∧ln |=T l for for some subset {l1, . . . , ln}
of M . Also assume that, due to a previous TheoryPropagate step, the explanation
¬l1∨ · · ·∨¬ln ∨ l is still present in F , although, due to backtracking, l has become
again undefined in M . Then the effect of theory propagating l can now be achieved
more efficiently by a unit propagation step with the clause ¬l1∨ · · ·∨¬ln ∨ l. If this
leads to a conflict at the current decision level before TheoryPropagate is tried, then
a gain in efficiency may be obtained. If, on the other hand, no conflict occurs before
applying TheoryPropagate, then it is likely that repeated work is done by SolverT ,
rediscovering the fact that l is a T -consequence of M .

For some theory solvers, it may be possible that, when computing a T -
consequence, there is only a low additional cost in computing its explanation as
well at the same time. But even then one usually would not want to pay the time
and memory cost of adding the lemma as a new clause—since in many cases this is
going to be wasted work and space. One could simply store the lemma as a passive
clause, that is, not active in the DPLL procedure, or store some information on how
to compute it later.

5.2. HANDLING CONFLICT ANALYSIS IN THE CONTEXT OF THEORY
PROPAGATION. In the previous subsection we have argued that it is preferable
to generate explanations only at the moment they are needed for conflict analysis.
Here we analyze the possible problems that arise in doing so, and discuss when
and how it is still possible to compute a backjump clause. In a state of the form
M1 l M2 l ′ M3 ‖ F , we say that l is older than l ′, and that l ′ is newer than l.

Too new explanations:
Let us first revisit Example 5.1. After the four steps, where Clause 3 is conflicting, if
SolverT is asked to compute the explanation of a $=b, it can also return g(a) $=g(b),
instead of the “real” explanation h(a) = h(c) ∨ c $= b ∨ a $= b. Indeed a $= b is a
T -consequence of g(a) $= g(b) as well. But g(a) $= g(b) is a too new explanation:
it did not even belong to the partial assignment at the time a $= b was propagated,
and was in fact deduced by UnitPropagate from a $= b itself and Clause 1. Too
new explanations are problematic because they can cause cycles in the conflict
graph:
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For the conflict graph above, the backwards resolution process computing the back-
jump clause does in fact loop:

g(a)=g(b) ∨ a $=b
a =b ∨ g(a) $=g(b)

h(a)=h(c) ∨ p g(a)=g(b) ∨ ¬p
g(a)=g(b) ∨ h(a)=h(c)

h(a)=h(c) ∨ a=b
g(a)=g(b) ∨ h(a)=h(c)

Therefore, to make sure that a backjump clause can be found, SolverT should never
return too new explanations. A sufficient condition is to require that all literals in
the explanation of a literal l be older than l. In other words, if the current state is of
the form M l N ‖ F , then all literals in the explanation of l should occur in M .

Too old explanations:
In our example, when SolverT was asked to compute the explanation of a $= b, it
could also have returned f (a) $= f (b). This literal was already available before
a $=b was obtained, but, as mentioned in Section 4.4, SolverT might have failed to
detect a $= b as a negative consequence of it. It is interesting to observe that, with
f (a) = f (b) ∨ a $= b as the explanation of a $= b, the resulting conflict graph has
no unique implication point (UIP). In fact, there is not even a path from the current
decision literal h(a) $= h(c) to the conflicting literal (of the current decision level)
g(a) $=g(b):

However, looking at what happens with the backwards resolution procedure, one
can see that it still produces a backjump clause, that is, a clause with exactly one
literal from the current decision level:

f (a)= f (b) ∨ a $=b
a =b ∨ g(a) $=g(b)

h(a)=h(c) ∨ p g(a)=g(b) ∨ ¬p
g(a)=g(b) ∨ h(a)=h(c)

h(a)=h(c) ∨ a=b
h(a)=h(c) ∨ f (a)= f (b)

The following theorem states that in the backwards resolution process too old ex-
planations are never a problem. It follows that just disallowing too new explanations
suffices to guarantee that a backjump clause is always found.

THEOREM 5.2. Assume that for any state of the form M ‖ F and for any l in
M due to TheoryPropagate, the explanation of l produced by SolverT contains no
literals newer than l in M. Then, if some clause C is conflicting in a state S, either
Fail applies to S, or else the backwards resolution process applied to C reaches a
backjump clause.

PROOF. Let d be the largest of the decision levels of the literals in C , and let D
be the (nonempty) set of all literals of C that have become false at decision level
d. If D is a singleton, C itself is a backjump clause. Otherwise, we can apply the
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backwards conflict resolution process, resolving away literals of decision level d ,
until we reach a backjump clause having exactly one literal of level d. This process
always terminates because each resolution step replaces a literal of decision level
d by a finite number (zero in the case of a too old explanation) of strictly older
literals of level d. The process is also guaranteed to produce a clause with just one
literal of decision level d because, except for the decision literal itself, every literal
of decision level d is resolvable.

Note that the previous theorem is rather general by making no assumptions
on the strategy followed in applying the DPLL rules. Also note that the theorem
holds in the purely propositional case a well, where the theory T is empty and
the theorem’s assumption is vacuously true as TheoryPropagate never applies. Its
generality entails that, for instance, one can apply Decide even in the presence of a
conflicting clause, or if UnitPropagate also applies. In contrast, in Zhang and Malik
[2003], the correctness proof of the Chaff algorithm assumes the fixed standard
strategy in which unit propagation is done exhaustively before making any new
decisions, which is considered an “important invariant”. Theorem 5.2 instead shows
that it is unproblematic for conflict analysis if a literal l is unit propagated at a
decision level d when in fact it could have been propagated already at an earlier
level. The reason is simply that in the backwards resolution step resolving on l
replaces it by zero literals of level d, in perfect analogy to what happens to theory
propagated literals with a too old explanation.

5.3. THE DEGREE OF EAGERNESS BY WHICH THEORY PROPAGATION SHOULD BE
PERFORMED. So far, we have seen two possible strategies for theory propagation.

The first one, which we defined for Difference Logic, requires that SolverT returns
all theory consequences (Section 4.2). In that strategy, TheoryPropagate is invoked
each time a new literal is added to the current partial assignment. This is done to
ensure that the partial assignment never becomes T -inconsistent.

The second strategy, defined for EUF logic, assumes that SolverT may return only
some subset of the theory consequences, and applies TheoryPropagate only if no rule
other than TheoryPropagate or Decide is applicable (Section 4.4).

However, there may also be expensive theories where one does not want to do full
theory propagation (or check T -consistency) before every Decide step, but instead
invoke it in some cheaper, incomplete way. The complete check is only required
at the leaves of the search tree, that is, each time a propositional model has been
found, in order to decide its T -consistency (this coincides with what is done in the
naive lazy approach). The MathSAT approach [Bozzano et al. 2005] is based on a
similar hierarchical view, where cheaper checks are performed more eagerly than
expensive ones.

6. Experiments with an Implementation of DPLL(T )

We have experimented the DPLL(T ) architecture with various implementations
collaboratively developed in Barcelona and Iowa. We describe here our most ad-
vanced implementation, Barcelogic, developed mostly in Barcelona. The system
follows the strategies presented in Section 4, and its solvers are as described in
Section 4.3 and in Nieuwenhuis and Oliveras [2003, 2005b]. Its DPLL(X ) engine
implements state-of-the-art techniques such as the two-watched literal scheme for
unit propagation, the first-UIP learning scheme, and VSIDS-like decision heuristics
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[Moskewicz et al. 2001; Zhang et al. 2001]. The T -Forget rule is currently applied
by DPLL(X ) after each restart, removing a portion of the learned clauses according
to their activity level [Goldberg and Novikov 2002], defined as the number of times
they were involved in a conflict since the last restart.

6.1. THE 2005 SMT COMPETITION. The effectiveness of Barcelogic was shown
at the 2005 SMT Competition [Barrett et al. 2005]. The competition used problems
from the SMT-LIB library [Tinelli and Ranise 2005], a fairly large collection of
benchmarks (around 1300) coming from such diverse areas as software and hard-
ware verification, bounded model checking, finite model finding, and scheduling.
These benchmarks were in the standard format of SMT-LIB [Ranise and Tinelli
2003], and were classified into 7 competition divisions according to their back-
ground theory and some additional syntactic restrictions. For each division, around
50 benchmarks were randomly chosen and given to each entrant system with a time
limit of 10 minutes per benchmark.

Barcelogic entered and won all four divisions for which it had a theory solver:
EUF, IDL and RDL (respectively, integer and real Difference Logic), and UFIDL
(combining EUF and IDL). At least 10 systems participated in each of these divi-
sions. Among the competitors were well-known SMT solvers such as SVC [Barrett
et al. 1996], CVC [Barrett et al. 2002], CVC-Lite [Barrett and Berezin 2004], Math-
SAT [Bozzano et al. 2005], and two very recent successors of ICS [Filliâtre et al.
2001]: Yices (by Leonardo de Moura) and Simplics (by Dutertre and de Moura).
Apart from EUF and Difference Logic, these systems also support other theories
such as arrays (except MathSAT), and linear arithmetic (SVC only over the reals).

It is well-known that in practical problems over richer (combined) theories usu-
ally a large percentage of the work still goes into EUF and Difference Logic. For
example, in [Bozzano et al. 2005] it is mentioned that in many calls a general solver
is not needed: “very often, the unsatisfiability can be established in less expressive,
but much easier, sub-theories”. Similarly, Seshia and Bryant [2004], which deals
with quantifier-free Presburger arithmetic, states that it has been found by them and
others that literals are “mainly” difference logic.

The competition was run on 2.6 GHz, 512 MB, Pentium 4 Linux machines, with
a 512 KB cache. For each division, the results of the best three systems are shown
in the following table, where Total time is the total time in seconds spent by each
system, with a timeout of 600 seconds, and Time solved is the time spent on the
solved problems only:

# problems Total Time
Top-3 systems solved time solved
Barcelogic 39 8358 1758

EUF (50 problems): Yices 37 9601 1801
MathSAT 33 12386 2186
Barcelogic 41 6341 940

RDL (50 pbms.): Yices 37 9668 1868
MathSAT 37 10408 2608
Barcelogic 47 3531 1131

IDL (51 pbms.): Yices 47 4283 1883
MathSAT 46 4295 1295
Barcelogic 45 2705 305

UFIDL (49 pbms.): Yices 36 9789 1989
MathSAT 22 17255 1055
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Not only did Barcelogic solve more problems than each of the other systems, it
also did so in considerably less time, even—and in spite of the fact that it solved
more problems—if only the time spent on the solved problems is counted.

6.2. EXPERIMENTS ON THE IMPACT OF THEORY PROPAGATION. In our experi-
ence, the overhead produced by theory propagation is almost always compensated
by a significant reduction of the search space. In Ganzinger et al. [2004] we pre-
sented extensive experimental results showing its effectiveness in our DPLL(T )
approach for EUF logic. In Nieuwenhuis and Oliveras [2005a] we discussed a
large number of experiments for Difference Logic, with additional emphasis on
the good scaling properties of the approach. The new SMT solver Yices now also
heavily relies on theory propagation.

Of course, theory propagation may not pay off in certain specific problems where
the theory plays an insignificant role, that is, where reasoning is done almost entirely
at the Boolean level. Such situations can be detected on the fly by computing the
percentage of conflicts caused by theory propagations. If this number is very low,
theory propagation can be switched off automatically, or applied more lazily, to
speed up the computation. (This is done in a forthcoming release of our system.)

In the following two figures, Barcelogic with and without theory propagation is
compared, on the same type of machine as in the previous subsection, in terms of
run time (in seconds) and number of decisions (applications of Decide) on a typical
real-world Difference Logic suite (fisher6-mutex, see Tinelli and Ranise [2005]),
consisting of 20 problems of increasing size.

The figures show the typical behavior on the larger problems where the theory
plays a significant role: both the run time and the number of decisions are orders
of magnitude smaller in the version with theory propagation (note that times and
decisions are plotted on a logarithmic scale). In both cases, the DPLL(X ) engine
used was exactly the same, although in the exhaustive theory case some parts of
the code were never executed (e.g., theory lemma learning).

6.3. EXPERIMENTS COMPARING BARCELOGIC WITH THE EAGER APPROACH.
For completeness, we finally compare Barcelogic with UCLID, the best-known tool
implementing the eager translation approach to SMT [Lahiri and Seshia 2004]. We
show below run time results (in seconds) for three typical series of benchmarks for
UFIDL coming from different methods for pipelined processor verification given
in [Manolios and Srinivasan 2005a, 2005b] (more precisely, for the BIDW case (i)
flushing, (ii) commitment good MA and (iii) commitment GFP). The benchmarks
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were run on the same type of machine as in the previous two subsections, but this
time with a one hour timeout. We used Siege [Ryan 2004] as the final SAT solver
for UCLID, since it performed better than any other available SAT solver on these
problems.

6-stage:
7-stage:
8-stage:
9-stage:

10-stage:

UCLID BLogic
258 1
835 3
3160 15

>3600 23
>3600 54

UCLID BLogic
3596 5

>3600 8
>3600 18
>3600 18
>3600 29

UCLID BLogic
19 1
58 1

226 1
664 1

>3600 2

We emphasize that these results are typical for the pipelined processor verification
problems coming from this source, a finding that has also independently been
reproduced by P. Manolios (private communication). We refer the reader to the
results given in Ganzinger et al. [2004], showing that our approach also dominates
UCLID in the pure EUF case, as well as for EUF with integer offsets (interpreted
successor and predecessor symbols).

7. Conclusions

We have shown that the Abstract DPLL formalism introduced here can be very
useful for understanding and formally reasoning about a large variety of DPLL-
based procedures for SAT and SMT.

In particular, we have used it here to describe several variants of a new, effi-
cient, and modular approach for SMT, called DPLL(T ). Given a DPLL(X ) en-
gine, a DPLL(T ) system for a theory T is obtained by simply plugging in the
corresponding theory solver SolverT , which must only be able to deal with con-
junctions of theory literals and conform to a minimal and simple set of additional
requirements.

We are currently working on several—in our opinion very promising—ways to
improve and extend both the abstract framework and the DPLL(T ) architecture.

The abstract framework can be extended to deal more effectively with theories
where the satisfiability of conjunctions of literals is already NP-hard by lifting, from
the theory solver to the DPLL(X ) engine, some or all of the case analysis done by
the theory solver. Along those lines, the framework can also be nicely extended
to a Nelson-Oppen style combination framework for handling formulas over sev-
eral theories. The resulting DPLL(T1, . . . , Tn) architecture can deal modularly and
efficiently with the combined theories.

Preliminary experiments reveal that other applications of the DPLL(T ) frame-
work can produce competitive decision procedures as well for completely different
(at least on the surface) kinds of problems. For example, optimization aspects of
problems such as pseudo-Boolean constraints can be nicely expressed and effi-
ciently solved in this framework by recasting them as particular SMT problems.
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Æ�Ë���ÎUÎ �Hpr���t���������ro��k���2��ikn`���k��n��

9åm`ikm$ok�fl`ik�r��m$prikj8v�ik���r�t�Hprj8��n$prj�v�pr���r���H���-ik��m$okprj������U��l`prx2�Y����ok�Y��prj�u�m{�}i��!²�m`n$o
okn`uq��x2��j#m$lPm$i2m`�Y����n$����prv�oqm`����fj����}iq���r�5������l`���>��iqnPm$���zprj�����mfn`���Yn`��l$��jUm`okm$prikjt��okj��
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ikj�� ��iknzm$���5ik��m$����m����H��prlz��ik���r��x��okj�m$��okmz��okv!�8m$p�x�0o>v�iqj�l`m$n`okprjUm�p�l~����ok�rm��Hprm`�t�
o0n`����n$��l`��j#m$okm$p�iqj�i �[m`������jUm`prn$�zl`��mfi��[v�iqj�l`m$n`okprjUm`lfokv�v���x0���rokm$���2x0��l$m}���zxokj�pr�����roqm`���
okj��=oCj����¸n`����n$��l`��j#m$okm$p�iqj°v�ikj�l$m`n`�Yv�m`���·� �d��m5m`��prl2prlm`okjUm$okx2iq��jUm0m`iCo�x2��m$o��{�����k���
p�x���r��x2��j#m$okm$p�iqj�i���hHs�wÅprj2s�w�� 6 ��n$m`����n`x2iqn`���Um`�Yp�l�ok�Y��n`iqokv!�0n`oqp�l$��l�j����=v!��oq���r��jYuk��l�m`i
�!¶2v�pr��jUmPprx2�Y����x2��jUm`oqm`p�ikjt�

C prj�v��0s�w�prlPoqj>prj�l`m$okj�v���i ��hHs�w��tprj5�H��prvÛ�-v�ikj�l$m`n$okprjUm`l�okn$�����U��oqm`prikjYlPi��k��nPm`��n`x2l��
p�m$l0l`iq���q��n�ok�rl`i>n$���U��prn`��lo�n$����n$��l`��jUm$okm`priqj=i��Poqv�v���x0���roqm`����v�iqj�l`m$n`oqp�jUm$l����{m���oq������j�l��
��i��}���k��n��Pm`��oqm0m`����n`�>prl0j�i�j���������iqn0okj��!²����rprv�prm0n`����n$��l`��j#m$okm$p�iqjt�Pl$��v!�=oklm`���5�!²�m`n$o
okn`uq��x2��j#m$lz��prl`v���l`l$���=ok��i��k� ���H��prlzprl�����v�ok��l$�+m$���2oqv�v���x0�Y��oqm`����v�ikj�l$m`n`oqprj#m$l�v�okj8���
n`����n$��l`��j#m$���5�U�zokjzxuk�t��oqj��zm`�Yp�l��ki��tv�iq��n`l$���#prl�uk�riq��ok�r�r�Ho���okpr�rok���r���UproPoPl$prx2���r�[��prj��Yp�jYu
x2��v!��oqj�prl`x>�
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� pr���Hprj�u5m`���l`���k¡³��v�m�n`okm$����nz�Yn`ikoq���r�k��v�ikj�l$m`n$okprjUmz�rikukprv���n`iqukn$okx2xp¯j�u0v�okj����l`okpr��m`i
p�jU�qik�r�k�[m$����p�jYv�ikn$��iqn`okm$prikjzi ��v�ikjYl`m`n$okprjUm`l�okjY�zv�ikjYl`m`n$okprjUm��!l`iq�r�#prj�u��Hx2��m$��iU��l�prjzof�rikukprv!�
��okl$�����roqj�uk��oquk�����H��prlPv!��oqn`okv�m`��n$p	��okm`priqj>l`��uquk��l$m`l�m`�Y����ikl$l`pr��pr�rp�m{�0i �[x2okjU�0prjUm`��n$��l`m$prj�u
��oqj�uk�Yokuk��l��P��oql`��� ikj=��p��t��n`��j#m5v�iqj�l`m$n`oqp�jUm$l2okjY�=��p�����n`��jUm5�rikukprv�l���GHi������k��n��Pm`iCm`��prl
��iqp�jUm��[�}iqn`±�ikj�hHs�wØ��okl�ok�rx2iql`m��!²�v��r��l$p��q���r��������j������kiqm`���Cm`i��rokj�uq��okuq��lz��oql`����ikj
GHikn$j�v��rok��l$��l � � ! �2j�i��^��n$p��³µ��8����l`v�n$p����5m`����l`�>�rokjYuk��oquk��l��[v�ikj�v���jUm`n`oqm`prj�u�ikjCm`��iql`�
m`��oqmH��o��k��n`��v���pr�k���-l`����l$m`oqj#m$prok���Y���k���riq��x2��jUm��!�tikn`m��
w�n`iq��iqu5v�okj����2l$okpr��m$i>���0o�hHs�wA�rokj�uq��okuq���H����n`�2m$���0v�iqj�l`m$n`okprjUm`l�okn$�0���U��okm$prikj�l

i��k��nzm$����ok�ruk���Yn`o5i��Hm`��n$x2l�y�oq�rl`i2v�ok�r�r����m$���0ok�ruq����n`o5i � � j�prm`�0m$n`����l��[ikn�m$��� GH��n$��n`oqj��
��ikxokprj�|!�H�H�������U��oqm`prikj�lfokn$�zprx2���rprv�prm}prj5m`�Y����l$��i �[��j�p � v�oqm`prikj � ��9f��xikl$mH���k��n$�>�rokjU�
uk��oquk�>���5��prl`v���l$l5p�jYv�ikn$��iqn`okm$��l>w�n`iq�riku��{�rpr±k�0m`��n`x2lprj oq����prm`priqj8m`iCikm$����n2m$��n`xl0okj��
v�ikj�l$m`n$okprjUm`l���l`i��}�f�Hpr����j�iqm}��prl$v���l`lHm$��prl}oql`����v�mN����n`m$����n��}w�n`iq��iqu��$�6>#���BAt��x2�Y��i��Ul[���#�Yo��
m`prikj�l~okj�����prl$���U��okm$p�iqj�l0y�
àR| i��k��nzn$okm$p�iqj�ok��m$n`����l5y�okj��!²�m$��j�l`priqj�i��Hm`��� � j�prm`�0m$n`����l�i��
w�n`iq��iqu2m$i2v��Uv��rprvzl`m$n`��v�m`��n$��lÛ|³� �{mf�}oqlPm$��� � n`l`m��rikuqprvR�roqj�uk��oquk�z�³²´�Y��prv�prm$�������l$v�n`pr������okl
��l`prj�u0v�iqj�l`m$n`oqp�jUm$l > K�Á1A{�
hHs�w�y�+|6>rÁ=� �BA���oql[�rp�jY��okn�okn$prm`��x��m`prv�v�ikj�l$m`n$okprjUm`l�okj���v�ikx����m$��l[i��k��n[m`���fn`��oq��jU��x0�

����n$l�� 7HikjY��prj���okn0v�iqj�l`m$n`okprjUm`l5oqn`��p�uqj�ikn$���@y������ro��k����|0��jUm`pr�fm`����� ����v�ikx2�-�!����v�m`pr�k�����
��prj���okn��[hGH�`w >#�/KBAtokj��2w�n$ik�riku��$�`�6> KJI:Atv�iqx2����m$�}i��q��n[l$���k��n$ok�t��iqx2oqp�jYl����dikm$�0v�ikx����m`�
i��k��n �[iUiq����okj���iqx2okprj�l�� w�n$ik�riku-�`�`��i��q��n�m$���2�����r���ß±Uj�i��Hj�Ã��{��ok�r����� �[iUik�r��oqj�ok�ruk����n`o
okj��2hGN�`w�i��k��n[o~��oqn`uq��n �di#iq�r��okj�ok�ruk����n`ozm$��okm�v�iqjUm`okprj�ldl`�Ux0��iq�rp�vd��ok�r����l�� �dikm$�2hGH�`w
okj��=w�n$ik�riku��`�$������n{��ikn`xæ�rprj���okn�okn$prm`��x��m`prv2i��q��n�m`���>n$okm$p�iqj�ok��jU��x0����n`l�� C ����okn$okm`�����
y���iqx2okprj�l~v�okj�jYikm0���+xp�²´����|zhGH�`w)oq��l$i�����n ��ikn$x2l���prj���okn�okn`prm$��x2��m$prv2i��k��n���ik��jY�����
l`����l$��m`l�i ��m`�Y�zprj#m$��uk��n`l�y�±Uj�i��Hj5oql�� � j�prm$�R�Yikx2oqprj�l��U|!��w�n$ik�riku��`�$�}oq�rl`i�v�ikx����m`��lHi��k��n
o>��ikxokprj>i ��l$m`n`prj�uql����H����n`�okn$�0j�i��^l`���q��n`oq�}�rokjYuk��oquk��lz�H�Yp�v!��v�iqx2���Ym`��i��k��n � j�prm`�
��ikxokprj�lHprj�m$����x2okjYj���nPi ��hGH�`w��tprj�v��r���Yp�jYu������ Ë�����Î >#���BA{� F v!��pr��j�o >rÁ4â/�BA[oqj�� 6 �rokjYu
>�Á:@�Á1A{�[v�v�y����2|�>rÁkÁ:KBA�p�lH��l`l`��j#m$prok�r�r�2o�l`��v�iqj��U�{uk��jY��n`oqm`prikj�hGN�`wCl`�Ul`m$��x>�
s ����87�>#�BA{��okj��5st� 6 F > �BA�v�ikx2�Y��m`�fi��k��nHoqj2ikn$����n �ßl$ikn`m$���>��iqx2oqp�j�i�������oqm`��n$�zm`n$����l��

�H��prl[��ikxokprjz��n$i��Up��Y��l[oz�rprx2prm`���zj�ikm$prikj�i��tik�k¡!��v�mPy�p�j�m`�Y�Pik�k¡³��v�m{�{ikn$pr��jUm`���l`��j�l$�4|!���H���
��oqj�uk�Yokuk��ltl`������ikn$m�oHm`��n$x@l`�UjUm`o�²��H��prv!�zprltj�ikm � n$l`m �ßiqn`����n��#oq�rm`��iq��uk�f���k��n$�zm`��n`xAv�okjz���
p�jUm$��n`��n$��m`����m`��n$ik��uq� � n`l$m{�{ikn$����n�v�ikjYl`m`n$okprjUm`l����Hj��rpr±k��iqm`����n�hHs�w��roqj�uk��oquk��l�#���iqx2oqp�jYl��
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w�n`iq��iqu��{�rp�±q��m`n`����l�oqn`�z��l`l`��j#m$prok�r�r�>��okn$m�i��}m$��prlP��iqx2okprjt��prj�l$m`��oq��i �}����prj�u5����pr�rmPikj-m`ik�
i��[m`������iqx2oqp�j·��h��`s >rÁ �kÃ A�v�ikx2�Y��m`��lHi��q��n�o0��ikxokprj0l`prx2pr�rokn�m$i�����okm$��n`��m$n`����l��
� 7 =��`w�n`iq��iqu >rÁ �/@BA�v�ikx����m$��lPi��q��nPm$��n`������iqx2okprj�l��[m`����Ã��{��ok�r�������di#iq�r��okj>oq�ruk����n$o��

� j�prm`���ikxokprj�l���okj���oqn`prm`��x��m`prv0i��q��nzm`�Y�2n`��ok��j#�Yx0����n$l����{j�v�ikjUm`n$okl$m�m$i�iqm`����n0hHs�w
��oqj�uk�Yokuk��l�i��q��n0okn$p�m$��x2��m`prv0��ikxokprj�lzprm�v�ikx����m$��l0l`iq���Ym`prikj�l�jU��x2��n`prv�ok�r�r�q��prj�l$m`��oq�8i��
l`�Ux0��iq�rp�v�ok�r�r�k�[��n`pr�rikuq�?> Ã�� K���Ã����BA[v�ikx����m$��lPi��q��nPl$m`n`prj�uql��tprjUm`��uq��n`l�okjY�>n`��oq��j#�Yx0����n$l��
9P�rm`��iq��uk�Cprm`l�l`�UjUm`o�²8prl�v��rikl$��n0m`i�m`��oqm�i � hf�[Ãks�w >rÁ �qâBAPv�okjC���5v�iqj�l`pr����n$����m`i����5o
hHs�wA�rokj�uq��okuq�z����n`xp�m$m`prj�uikj��r�5o5l`����l$��mzi ��GNikn`j�v��rok�Yl`��l�� �{m~v�ikx����m`��lP�Hprm`���rp�jY��okn
v�ikj�l$m`n$okprjUm`lPi��q��nHprjUm`��uq��n`lfokj��n`��oq��jU��x0����n`l��
h 9Rs > I:AHv�ikx����m`��lRi��q��nzm{��i5��ikxokprj�l���m`�Y�2n`��ok�[jU��x0����n`l����H�Y��n`�v�ikj�l$m`n$okprjUm`lzoqn`�

���U��okm$p�iqj�l�����m{������j5��ik�r�Uj�ikxprok�rl�oqj��2o��diUik�r��oqj2ok�ruq����n`o~�Hp�m$�0l`�Ux0��ik�rprv}��oq���Y��l����H����n`�
���U��ok�rprm{������m{������j �[iUik�r��oqj���ikn$x0���roklf�!²���n`��l$l`��l0���#�Yp���oq�r��j�v��p�j�m`�Y�2ok�ruq����n`oY�+�{jYl`m`��ok�
i����Y���ro��#prj�u~j�ikjU�{�rprj���okndv�ikj�l$m`n$okprjUm`l��th 9Rs-x2oq±k��l[�Yokn`m$prok����l`��i���m$����l$�zv�ikjYl`m`n$okprjUm`lH���Yn{�
p�jYu�v�ikx����m`oqm`prikj·� �{j�m`�Y�>�!²�����n`prx2��jUm$ok�Hl`�Ul$m`��x =N� C hd� hHs�w�y =N��ok��| >rÁ4ÃkâBA�j�ikj´�ß�rprj���oqn
v�ikj�l$m`n$okprjUm`lPoqn`�f�����r�r�0prjU�kik�r�q���0prj+m$����v�ikx����m$okm`priqjt�
��� >rÁ=@���APoqj�� F �¯� > ÃkâkâBAPoqn`�����n`pr�q���C��n`iqx��U�`w�n$ik�riku)>rÁ��kâBAPokjY�8v�iqx2����m$�2i��q��n�m$���

��ok�r����l�i���v��riql`���m{�#�����5�rokx0����oP�³²´�Yn`��l$l`prikj�l��H�H����l`���rokjYuk��oquk��l[oqn`�fj�ikm���okl$���2iqj GNikn`j
v��rok��l$��l2y�m`������p�jYv��r�����0o>��jYp��q��n`l$ok���U��okjUm`p � ��nÛ|�oqj����}��n`�2jYikmziqn`prukprj�oq���r�5����l$v�n`pr������okl
hHs�w@�roqj�uk��oquk��l�� GNi��}���q��n�p�m~p�l~okn`uq�����Cp�j >rÁ:@��BAHm`��oqm�m$����prn�iq����n`okm$prikj�oq�}������o��Upriknzprl
����l$mz��j��Y��n`l$m`iUiU��oqlPm`�Y��������o��Upriknfi��}o5hHs�w��rokjYuk��oquk����9fj>��oqn`�rpr��nP�rokjYuk��oquk����st� 6 ��j
> @3A{��ok�rl`i�v�ikx����m$���2i��q��nHm`��prlH��iqx2oqp�j·�kokj��5v�oqj5���z�Upr�������5oklHo0hHs�w��roqj�uk��oquk�f�Hp�m$�2o
�}��oq±2v�iqj�l`m$n`oqp�jUmHl$ik�r�k��n��
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�H���2n$��x2oqp�jY����nzi �Pm`��prl���ok����n�p�l~ikn`uqokj�p �����8prjUm`i5m`��n$���5x2oqp�j-��okn$m`l����{j���oqn`m�ikj���}�
��n`i��Upr���2o���ikn$x2ok�·��n`oqx2����ikn$±5��iqn�hHs�w��[w�okn`m$prv����roknzoqm`m$��jUm`prikj��Hpr�r�[���2��oqp���m`i�ik����n$o��
m`prikj�oq�[l`��x2okjUm$p�v�lRoqj���ik����n$okm`priqj�ok�[xiU�����rl�� 9flz���0��o��k�0l$����j8prj��!²�oqx2���r��l���prmRprlzm$���
ik����n`oqm`prikj�oq�Up�jUm$��n`��n$��m`oqm`prikj0i ��v�iqj�l`m$n`okprjUm`l��#n$okm$����n[m$��okjzm$���H����v���oqn`oqm`pr�k��prj#m$��n`�Yn`��m$okm`priqjt�
�H��prvÛ����prl`m$prj�uk��prl$����lzhHs�wC��n`ikx s�w��t�{j>��okn$m�m{�}iok�rukiqn`prm`��x okjY�>��okm$o2l$m`n`�Yv�m`��n$�2v�iqjU�
l`pr����n$okm`priqj�lzokn$�0��prl`v��Yl`l`���t� 9^v�n`��v�p�oq�}�Yn`ik����n$m{��i ��oqj#��hHs�w p�x���r��x2��j#m$okm$p�iqj2prlzm$��okm
p�m$lPv�iqj�l`m$n`oqp�jUmf��okj��Y��prj�u0oq�rukikn$prm`��xl[okn$��prj�v�n$��x2��j#m$ok���H�{j5m`��prlP�rpruk�UmH���zn`���#pr���@l$���k��n`ok�
p�x��iqn`m$okjUm[l`iq�r�k��n$lHokj��m`����prnHoq��uqikn$p�m$��x2l���iqnHm`����l$okm`prl � ok��pr�rprm{�k�q��jUm`okpr�rx2��j#m��kokjY�2�����ro��q�
p�jYu0i���v�ikj�l$m`n`oqprj#m$l�� ! �R�Hpr�r��ok�rl`i���prl`v��Yl`l�m`����n$���U��prn`��x��jUm`lHi��[oqj+prjU����n`��jYv��z��j�uqprj��f��ikn
hHs�w����{j8��oqn`m�m`��n$���2���2v�iqj�l`pr����n2hHs�wAok�Y���rp�v�okm`priqj�l��>�{jC��okn$m`prv����rokn��[�}���prl`v��Yl`l�m{�}i
n`okm$����nz�Yp¯�t��n$��jUmR�Yn`ikuqn`oqx2x2prj�u~��okn$ok��prukxl���ikj���l`��prm$���>��iknPm$����x2iU�����r�rprj�u�i �}v�iqx2���r�!²
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��n`iq����n$m`pr��l0i � �2�>�{j�m$���0��ik�r�ri��Hp�jYu0l`��v�m$prikj8���0��� � j��2l$ikx2�0prx��iqn`m`oqjUmPn`����oqm`prikjYl`��pr��l
����m{������jm`���H������x2��jUm`l�i ��m$��� I �ßm$�����r���Uokj���ukpr�q�[l`iqx2���!²�okx2�Y����l�i��tv�iqj�l`m$n`okprjUm���ikxokprj�l��

! �2m`�Y��j�ukpr�k�����v��rokn$okm$p��q�2oqj���ik����n`oqm`prikj�oq�}l$��x2oqjUm`prv�l~��ikn0hHs�wØ��n`iqukn`oqx2l��[��okn$o��
x2��m$��n`p �������U�91��P�H���z����v��rokn`oqm`pr�k�~l`��xokjUm`prv�lHoqn`���#�Yp�m$��l`prx2pr�rokn�m`i0m$����v�ikn`n$��l`��ikjY��prj�u
l`��xokjUm`prv�l[i ���riqukprv}�Yn`ikuqn`oqx2l��qokj����}�Hv�i��k��n�m`����x¹�U��prv!±U�r�k���H�Y��n`�fokn`�HxokjU����okn$p�oqm`prikjYl
i��}m$���0n`��l$ik�r��m$p�iqjU�{��okl$����iq����n`okm$prikj�oq��l`��x2okjUm$p�v�l��tokj���������n$��l`��j#m~m`����x2oqp�jikj���l�� ! �
ok�rl`iz�Yn`��l$��jUmHm`���fx2okprjzl$ik��jY��j���l$l}oqj��0v�ikx���r��m`��j���l`l�n`��l`���rm`lHm$��okmdn`���rokm$�Pm$���Hm{�}i~l`m{�U�r��l
i��[l`��xokjUm`prv�l�� 6 prj�oq�r���q�U�}�z�Yp�l$v���l$lRl$ikx�P�rprj�uk��prl$m`prvf����okm$��n`��lPm`�YokmP�Yo��k��������j��Yn`ik��ikl$���
oklH�!²�m`��j�l`prikjYlPm`i0m$���z��oql`prvzhHs�wC�rokj�uq��okuq���

:·¤<;�©�¦>=�§4¨@?Y�¦�§BA©�CD?��¦4=
6 iqn}oqj#��l`pruqj�okm$��n`�/Nf���r��m �^���fo�Nd�{l`m`n$��v�m$��n`�0y�m`���f��ikxokprjzi ��v�ikx����m`oqm`prikj�|�oqj��E58���
oRv���oql`l[i �$Nd����iqn`x0���rokl�y�m`��� =�` IBD A�M JVFrI A D`|!� ! �}v�ok�r��m`�Y�H��okprn[y�2ÀF5�|�o =�` IBD ALM JVF I A3e ` c9JVF I���{j2o�l`�rpruk�Um[oq����l`�fi��tj�ikm$okm$p�iqj0�}�H�Hpr�r��l$ikx2��m`prx2��l�����j�iqm`�fm`���fv�ikj�l$m`n$okprjUm[��ikxokprjz�U� �2�
! �z�Hpr����x2oq±k��l`���q��n`oq�[okl$l`��x��m`priqj�l���j�ikj��~i��}�H��prv!�>prlPl$m`n$p�v�m`�r�>j���v���l`l$okn`�q��m`i2l$prx2���rp����
m`���z�³²´��ikl$prm`prikjt� ! �fokl$l`��x�

" �H����m`��n$x2lHokjY�+v�ikj�l$m`n`oqprj#m$lHprj95�v�iqx2�N��n`iqx o � n`l$m{�{ikn$����nP�roqj�uk��oquk�HG �
I ÿ ö¯��øk�-"k��� ø�ö¯þ���þ�þ'"�ýH k� ö¯�!ó�ú�þ��!ýP"����t��øk"�%{"`þ"�ù¯��þ�
�"�÷{ö¯��"[�!%{"�ók�����! � �ù ö¯÷`�� �ù¯"�ú�þ�ö ók÷$"[� øk"{%{"[÷`�!ó  U"

ók�H�! � �%ß�³ �%�ö¯����" $�%{þ��&��!%ßõ�" %�� øk"`�³% 0KJH��ü�øk"�%{"{ýP�³ö ó�ö ó'���þ�þ"�ýH k��ö¯�³ókþ�÷$�!ó� U"[�!ýHö¯����"$õUú������ øk"�"`ò� #"{ókþ�"



�

" �H���P��prj�oqn`�0��n$����prv�oqm`��l`�Ux0��ik��àAprl�v�ikjUm`oqprj����2prj9N�oqj��2prl[prjUm`��n`��n$��m`���-okl�p��Y��jU�
m`prm{�0prj ����

" �H����n`��oqn`�Hv�iqj�l`m$n`okprjUm`lHprjE5C�H��prvÛ�0oqn`����n$��l`����v�m$pr�k���r�q��p��Y��jUm`prv�ok�r�r�zm$n`����okjY�0p��Y��jU�
m`prv�ok�r�r����oq��l$�Pprj �2�

" �H���5v��rokl`l�i���v�ikjYl`m`n$okprjUm`l 5^p�l�v��rikl$������j�����n0��okn`proq���r�0n`��j�oqx2prj�uY��v�iqj4¡!��jYv�m`prikj
okj��5�!²�prl`m$��jUm`prok�t�U��oqj#m$p � v�okm$prikjt�

! �+�Hpr�r�H����jYikm`�5m$���>l`xok�r�r��l`m�l`��m0i��zv�ikjYl`m`n$okprjUm`l�H��prvÛ�Cl`oqm`prl � ��l2m`�Y��l`��okl$l`��x��m`prikjYl
okj��>v�ikjUm`oqp�jYlPok�r�t��n$prx2prm`pr�k�fv�ikjYl`m`n$okprjUm`l��2m`�Y�zv�ikjYl`m`n$okprjUm`l�G : I :�M J A@:�e �#�5m$���z��n$p�xprm`pr�k�v�ikj�l$m`n$okprjUm`l��R�U� 5��®���{j�uk��j���n`ok���@5�x2o��H���}l$m`n`prv�m$�r�z�rokn`uq��n�m$��okj 5���l$p�jYv����q��ikn��!²�okx2�Y��� �
��j�pr�k��n$l`oq�[�U��okjUm`p � ��n`l�iknf��prl�¡!��jYv�m`prikj�okn$������n$x2prm`m$���>prj	5���prmPok�rl$i2x2o������l`xok�r�r��n���okl
p�j��!²�okx���r���������i���� GNi��}���q��nz�����Hpr�r����l`�Yok�r�r�+m$ok±q�E5 à 5	��� fj�iUv�v�oql`prikj������Hp��r�
v�ikj�l$pr����n0okjC�!²�m`��jYl`prikjCi�� N)oqj�� 5f�[m`i;N	
okj��D5	
n`��l$����v�m`pr�k���r�q�}l$i�m$��okm�m`����n`�5prl�o
v�ikj�l$m`oqj#mfprjRN	
f��iqnH���k��n`�2������x2��jUmHi���(�

! �0j�i��^��n`��l$��jUm0l`iqx2���!²�okx2�Y����v�iqj�l`m$n`okprjUm���ikxokprj�l���{j���n`oqv�m`prv�����m`����l`�2oqn`�j�ikm
ok�r�}o��Ul������r���5prx2�Y����x2��jUm`���t�t����m��}�0�r��o��q�0��prl`v���l$l`prikjCi��Hm`��oqmz��jUm`pr���rokm`��n����5ikl$m�uq��jU�
��n`oq������n$��iql`�0hHs�wC�rokj�uq��okuq��l�p�jYv�ikn$��iqn`okm$�zl`iqx2�fokn`prm$��x2��m$prvP��iqx2okprjt�qp�jYv��r����prj�u � 7 =��
w�n`iq��iqu >rÁ �/@BA{��h 9�s > I:A{�thGH�`w >#�/KBA{��hHs�w�y'�+|�>rÁ=� �BA{��w�n`iq��iqu0�`�$� > KJI:A{��=H� C hd�`hHs�w�y(=H��oq��|
>�Á�ÃkâBA{�
� < Jyc ?
hH:������ st��m N�v�ikjUm$okprj�m$���Pv�ikj�l$m`okjUm$l�â�oqj��>Á��Um`�Y�P��prj�oqn`�~����j�v�m$prikj0l`�Ux0��ik�rl[Â
okj����´��oqj��>m`�Y�z��prj�okn$�5��n`���Yp�v�okm`��l`�Ux0��ik�rlHàz���@okjY� ���Rst��m�( ���zm`�Y��l$��m�i��[n`��oq�
j#�Yx0����n$lHokj��-����m!� prj#m$��n`�Yn`��m�m`�Y�zl`�Ux0��ik�rl}i �3N=oqlP��l$��ok�dy�p�� ����Â)prlPprjUm`��n$��n`��m`����okl
ok����prm$p�iqjt����m$v4|!�Rs·��m35 ����m`���~v�ikj�l$m`n$okprjUm`lPuq��j���n$okm$�����U�m`���z�Yn`prx2prm`pr�q�Pv�iqj�l`m$n`okprjUm`l��
�H����j��8àØy'�À65H|�p�l�m$���}v�ikj�l$m`n`oqprj#md��ikxokprjPi ��oqn`prm`��x��m`prv[i��q��n�m`����n`��ok��jU��x0����n`l������
�}��ikxprm���n`ikx]N�m$���Pl$�Ux0��iq����m$����j5m`�Y�Rv�ikn`n$��l`��ikjY��prj�u0v�ikjYl`m`n$okprjUm}�Yikx2oqprj������ ,2à
y'����ÀF5��r|Pprlfm`����v�ikjYl`m`n$okprjUm���ikxokprj2i �}�rp�jY��oknfokn`prm$��x2��m$prvRi��q��n�m`����n`��ok�[jU��x0����n`l��R���
m`���z�Yikx2oqprj0p�l�����n`m$����nPn$��l`m$n`prv�m$����m$i0m`���~n`okm$prikj�oq��jU��x0����n`lHm$����j>������o��k��o����Yn`m`�Y��n
v�ikj�l$m`n$okprjUmz��ikxokprj � ��� , � �{j�v�iqj�l`m$n`okprjUm`l~p�j!� ��� , oqj��"� ��� , �����Hpr�r���Hn`prm`��m`��n$x2l
l`��v!�2oql��Poqj�� ����oql�ok����n$���Uprokm`priqj�l���iqn�Á�Â�Á�Â�Á�okj�� ��Â �}Â ��Â �[Â �Pn$��l`����v�m$pr�k���r�$#U�
�H�#�Yl 2_� ����Â �?� �/0 � � � �AÁzprl�o2v�iqj�l`m$n`okprjUm�prj��f�%� ��� , okj��&� � �H, ���H�Y��n`��oql
�'��� �b�prlHo0v�ikj�l$m`n$okprjUmHikj��r�0prj �f�[�������R�³²´m$��j��	5���m$i�oq�r��i�� j���ukoqm`���5���U��oqm`prikjYl)(
y������Hpr�r�P��l$��m$����l`�Ux0��iq� 
à�|2m$����jAm`����n`��l`���rm`prj�u�v�iqj�l`m$n`oqp�jUm��ikxokprj�l��+*,��� , okj��
�-*,��� , ����n$x2prm}v�ikj�l$m`n`oqprj#m$lPl$��v!�>oklPÃ��zÂ � �Üâ�0 � 
àE�Y� 6 prj�ok�r�r�k�Up�������n`��l$m`n`prv�m�N m`i
. âUÀ�Á�À�Â~À³à+/����}iq��m`oqprjRm$���Hv�iqj�l`m$n`okprjUm��Yikx2oqprj0��� �H,$1%2 ,����H����n`�Hm`�Y�}iqj��r�Rv�ikj�l$m`n`oqprj#m$l
okn`�~��prj���okn����U��okm$p�iqj�l��

� ��� , okj��3� ��� , y�okj��!�+*,��� , okj��&�-*,��� , |Hoqn`����l`l$��jUm`prok�r�r�>m$����l$okx�zv�ikjYl`m`n$okprjUm���ikxokprjt�
m`�����0�Yo��k�Pm$���Pl$okx�}�rokjYuk��oquk�Hi��tv�iqj�l`m$n`okprjUm`l�okjY�2m`�Y�Pm{��izl`m$n`��v�m$��n`��lPokn$�H���r��x2��j#m$okn$p��r�
���U��pr��ok�r��jUm6> ÃkÃ �BAß���{j0��oqn`m`prv��Y��oqn��Uozv�iqj�l`m$n`okprjUm�l`ik�r�q��n���iqn[ikj��Hprl[oq�rl`izozv�ikj�l$m`n`oqprj#m�l`iq�r�k��n
��iknHm$����ikm`�Y��n��

�����dýP"`þ�þ�ö¯" %�%{"1�r�!%�ý!"�ù¯��� ö¯�$ó�����õ�" $�ó�ö¯��ö¯�!ókþU�!ókõN%ß"$þ'"�ù¯��þ$�
4 ü�ø�ö¯þ[��þ�þ'"�ýH k� ö¯�!óHö¯þ "�ó�ók"$÷`"$þ�þ��!%30 
�øk"{ó���"{%�ýPþtøk����"��HýP��þ����"{ók" %ß�³ù�"�ó�ö#$k"{%�ö ó�5Hú���þ���÷`÷ "�%ßþ·ö ó

��%{�!ù¯���������øk" % 
�ö¯þ�"765ö¯þ·ók"`"$õ�"`õH���}"$ò� �%{"`þ�þ� k�³%ß�!ýP"$��" %U k��þ�þ ö ó'��
8 ����øk" %�þ�0�ó�����÷$��ö¯÷tþ"'��!%!ú4þ"k÷�øP��þ���øk"1"�ók�!%30}�³ókõ! �ö ók�!% 0dýHö ó�"kþtþ�0�ý  U�!ù$9�úq�!%ß"��!ù ù¯��
�"`õU�U����� ö¯�!ók�!ù

ó "�ý! #" %�÷`��";:H÷{ö¯"{ó���þt÷`�!ó  #"*"kþ�"`õU�t�!ù ù���"{%�ýPþ�ö ó�� øk"[þ'"'��!%ß"$õP÷$�!ókþ�� %{�!ö ó��Yók"`"$õ��!ó�ù60( U"[ý!"�ù¯��ö  �ù ö¯"$õ! 0
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w�n`iq��iqu2oqj���l$m`oqj���okn$���riqukprv���n`iqukn`oqx2xp�jYuzv�okj����0�#pr��������oklfv�ikj�l$m`n$okprjUmR�riqukprvz��n$i��
ukn`oqx2xp�jYuRi��q��n�m`���zv�ikj�l$m`n`oqprj#mH�Yikx2oqprj0i�� � j�prm`��m`n$����l��
� < Jyc ?
hH: �  �� st��m9N v�ikjUm`oqprj8o�v�ik�r�r��v�m$p�iqj8i �Rv�iqj�l`m$okjUm0okj��Å����j�v�m`prikjCl`�Ux0��iq�rlzokj��
m`���5��prj�oqn`����n$����prv�okm$�5l`�Ux0��iq�}à~�Üs·��m ( ���5m`���5l`��m0i�� � j�prm$�+m$n`����l0�H����n`� �>��okv!�
j�iU���2i ����oqv!��m`n`���2prlz�rok�����r�r�����U��o>v�iqj�l`m$okjUmzikn ����j�v�m$prikj�l`�Ux0��iq����m`���0jU��x0����n�i��
vÛ�Yp��r��n$��j>i �}��okv!�>jYi#�Y��prlHm`�Y��oqn`prm{�2i �}m`���~��oq������i �[m`����j�iU�����tokjY�>m`���~vÛ�Yp��r��n$��j>oqn`�
ikn`�Y��n`���·� s·��m%� prj#m$��n`�Yn`��m�m`�Y������j�v�m`prikj>l$�Ux0��iq��l�i��3NAoqlPm`n$����v�ikj�l$m`n$��v�m`iqn`l����H����n`�
��okv!� � v.N)i��Hokn`prm{�>¿�xok��l�j�m`n$����l0m$i>o5m`n`���+�H�Yikl`�0n$iUikmzprlz�rok�����r�r�����#�;�Cokj��
�H��ikl$�+l$����m$n`����lokn$�+m$���2oqn`uq��x2��jUm$l�i �Pm`���5x2oq����prj�uY���H�����n`prx2prm$p��q��v�ikj�l$m`n`oqprj#m$l
okn`����U��okm$prikj�lz����m{������jCm`��n$x2l��[oqj����r��m�5)���0m$���2v�iqj�l`m$n`oqp�jUm$l�uq��j���n$okm`���8�U��m$����l$�
��n`prx2prm$p��q�}v�ikj�l$m`n`oqprj#m$l��[�H����j � 7@à@y�2À65H|�prl�m`����GH��n$��n`oqj��5v�ikj�l$m`n$okprjUm}��iqx2oqp�j·�kokl
��l`���-p�j>w�n$ik�rikuY�}���U��prv�ok�tv�iqj�l`m$n`oqp�jUm$lPokn$���2à ��yL�#|fokjY�l2_� �2à �·y���À��#|"0z� à �Yy��#|³�
y��{mHprlH��j�j���v���l`l$okn$�>m`i0�Hn$p�m$��o0�#�YokjUm`p � ��nHprj5w�n`iq��iqu0��n`iqukn$okx2ld����v�ok��l$��oq���t��oqn`prok�Y����l
m`��oqmHok������oknfikj��r�0prj2v�ikj�l$m`n`oqprj#m$lPoqn`��prx2���rprv�prm`�r�z�!²�prl`m$��jUm`prok�r�r�0�U��okjUm$p � ���t�¯|

�{m}��okl[��ikprjUm`���0ik��m[prj > KkâBAtm`�Yokm[v�iqx2���r��m$��y�p�� ����ok�r�}o��Ul�m`��n`x2prj�oqm`prj�uU|t��j�p � v�okm`priqj0�H��prvÛ�
ikx2prm$l}m$����i#v�v���n`l�v!����v!±l`ik�r�q��lH���U��okm$prikj�lHi��q��nHm`���~n`okm$prikj�oq��m$n`����l��
� < Jyc ?
hH: ����� ! �0m$ok±q�9N oqj��D5 oql�prj��!²�okx���r� Ã´�n( prlzm`���0l$��m0i��Hn`oqm`prikjYok�[m$n`����l
y�l`��� > K��BA���iknfo2��� � j�prm`prikj�|Nokj��-m`���~����j�v�m`prikj5l`�Ux0��ik�rlHokn$��prjUm`��n`��n$��m`����oqlPm$n`���0v�iqjU�
l`m`n$��v�m$ikn`l��Pokl����!��ikn$���8�H����j � 7 à¸y�2À65H|~p�l�m`�Y�2v�iqj�l`m$n`okprjUm0��iqx2okprj�i��Pn$okm`priqj�ok�
m`n`����l��

�����}�dm`ok±q��m`����l`��m�i���prj � j�prm$�[m`n$����l�prj�l`m$��ok�zi ��n`okm$prikj�oq�km`n$����l�m`�Y��jz���[ik��m$okprj�oHv�ikjYl`m`n$okprjUm
��ikxokprj5m`��oqmPprlP��l$l`��jUm$p�oq�r���-m`����l`oqx2��okl%� 70�tprj>m`�Y��l$okx2�~�}o��5m`�Yokm ��� �H,�okj��!� ��� ,
okn`����l$l`��jUm`proq���r�>m$����l`okx���Hm`�����>��o��k�~m`����l`oqx2�z�rokjYuk��oquk��i��}v�ikj�l$m`n`oqprj#m$l�okj��>m$����m{�}i
l`m`n$��v�m$��n`��l~okn`�����r��x��jUm`oqn`pr�r�����U��pr��oq����j#m�>rÁ��JIBAß�
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" �H���0m`��prn$�8prl�m`��� ?BM�`��f:�=�A F ` I>i��Ho>v�ikjYl`m`n$okprjUm����0ikjUm`i>��oqn`prok�Y����l�+�Åm`i>iq��m`oqprj�ov�ikj�l$m`n$okprjUm��J�}l$��v!�+m$��okm!� o à �J��X�2
4�67 ���q���{mHp�l�ok�r��o��Ul[��iql`l$p��Y����m$i�m$ok±k�P�J�Hm`i
���C2
4�67 �����#�Y��m[m`�Y�Pokprx)p�ldm`izv�iqx2���Ym`��m`���fl`prx2���r��l$m��J�[�Hprm`����������l$m}�U��oqj#m$p � ��n`l��
�{j2uk��j���n`oq��prm�prl[j�ikm���ikl`l$pr���r�Hm`i����rp�xprj�okm$�}oq���Y��l`��lHi ��m`���f�!²�prl`m`��j#m$prok���#�YokjUm`p � ��n��

" �H���5��iq��n`m$�=prl2m`�Y�>����m$��v�m`priqj°m$��okm��Pukpr�k��j=o�v�ikjYl`m`n$okprjUm����Hm`����n$��prl0ikj��r��ikj��
��ok�r���0m`�Yokm�o���oqn`prok���r� �Åv�okj�m`oq±k�m`��oqm�prlzv�iqj�l`prl$m`��jUm0�Hprm`� �����H��okm�prl�� � o à
��y �·À +�k|"0z��y��YÀ�+�|�W��2à �2iqn������U��pr��oq����j#m$�r�k��� o à.2_� [ �·À +� � y �·À +�U|�W��2à ��� ! �
l`o�� �prl e :�A\:�M csFrI :�e y�ikn/G M�`VK I eg:�e |��U�9���

�{j C ��v�m$prikj@Á4â����5�Hp��r�H��prl$v���l`l5��n$ik���r��xl�oqj���m`��v!��jYp��U����l2�H��prv!�=okn$prl`�5�H����j=prx���r�!�
x2��jUm`prj�u�m`�Y��l`�ziq����n`okm$prikj�lHprj2o2hHs�w�l$�#l$m`��x-� GHi������k��n���������iqprj#m�ik�YmH����n`�~m`��oqmHl`ikx�
p�x���r��x2��j#m$okm$p�iqj�l�i��[m`����l`�0ik����n$okm`iqn`l+�5prj>��okn$m`prv����roqn��tm`����m`��l`mf��iknfl`oqm`prl � oq��pr�rp�m{� �+oqn`�
p�jYv�ikx���r��m`���0�{j�l`iqx2�zv�oql`��l�prm���okl�������j8oqn`uq����� > K��q��K/Kq��ÃkÃ:A[m$��okmzoq�rm`��iq��uk�>oqj�oq�ruki��
n`prm`��x¸prlRprj�v�ikx2�Y����m`�z�Hprm`��n`��l`����v�m0m`i5m$���0����l$p�n$����v�iqj�l`m$n`okprjUm���ikxokprjt�tprmPprl�v�ikx���r��m`�
�Hp�m$�5n`��l$����v�mRm$i0okj�iqm`����n�y�okn$m`p � v�proq���r�0v�iqj�l`m$n`��v�m`����|fv�iqj�l`m$n`oqp�jUmH��iqx2oqp�j·�

! �Pj�i��=m$��n`j5m$i0l`ikx�H��n`iq����n`m`pr��lfi���v�ikj�l$m`n$okprjUmH��ikxokprj�l��H��prv!�+�Hpr�r��������l$���5��oqm`��n��
�H��� � n$l`m�m{�}i ��l$ik�r��m$p�iqj�v�ikx2�Yokv�m$j���l`l~okj���l$okm`prl ��okv�m$prikj�v�ikx���r��m`��jY��l`l ������n`�0prjUm`n$i��
����v����-oklH��oqn`mHi��[m$���zhHs�w C v!����x���
� : � IBF A F ` I � ��$ st��m ��n`oqj�uk�i��k��n����r��x2��j#m$l�i �Q( okjY�b��À�� � n$okj�uq�2i��q��n�v�ikj�l$m`n`oqprj#m$l
p�j!5f��okj����r��m
	>���0o+��ikl$l`pr���r�5prj � j�prm`��prj����!²�l`��m�� 9^v�iqj�l`m$n`okprjUm���ikxokprj�y'�2ÀF5H|Pprl
D `>h K-A F ` I =�` c ? J =�A >rÁ4Ã @q��Á4Ã��BA�p���prmHl`oqm`prl � ��lPm`�Y�P��ik�r�ri��Hp�jYuRv�ikj���prm$p�iqj�l��



& �

yßä� ���| [ �92 . � �</ � ��� ºJ� ½ � � o à [ � �0à � X�� � ��� � �Ûy ��|
yßä� ��| ['��2 . � � /�� ��� º � ½ � � o à [3+��T���yV+��|*X � � ��� � �ÛyV+��|

=Hik�Yuk���r��l`����ok±Uprj�u��}ä� � p�l�l`oqm`prl � ���8p�� ���k��n$�8���r��x��jUm ��i �Q( v�oqj8���2��� � j������U��o
y���ikl`l$pr���r�Rprj � j�prm`�4|·v�ikj4¡³��j�v�m$p�iqj�i���v�iqj�l`m$n`oqp�jUm$l���okj���ä� � prl�l$okm`prl � ���zp��0m`���[v�ikx2�Y����x2��jUm
i��P��oqvÛ�Cv�ikjYl`m`n$okprjUm��0prjD5@v�oqj8���2����l`v�n$p��������U��oÅy���ikl`l$pr���r��prj � jYp�m$�4|���prlr¡!��j�v�m$prikj�i��
v�ikj�l$m`n$okprjUm`l��

�H���H��� � jYp�m$prikj�i���ä� �Nprj >rÁ4Ã @�A�p�ldj�ikm��U��prm`�����U��pr��ok�r��jUm�m`i�m`�Y�H��� � j�prm$p�iqj�prj >rÁ4Ã��BA��H��prvÛ�
�}����okn$ok���Yn`okl$�}oq��i��q� �kl$��� >rÁ����BA{���{m�m`��n$j�l�ik��m�m`��oqm�ä� ���p�l�j�ikm�j���v���l`l$okn$�z��iqn�m$���}n$��l`�Y��m$l
�}����n`��l`��jUm �[����p�jYv��r������p�m�iqj��r�2��iknP�Yp�l$m`iqn`prv�ok��oqv�v���n$okv��q�0�H����n`�0prlfj�i5±#jYi��Hj>j�okm$��n`oq�
v�ikj�l$m`n$okprjUm}��iqx2oqp�jf��iqn[�H��prv!� ä� � ��iU��l}jYikm[��iq�r�t���H����n$�Poqn`������i������q��n��Ul`iqx2��okn`m$p � v�prok�
v�ikj�l$m`n$okprjUmP��iqx2okprj�l®��ikn��H��prv!�+prmd��okpr�rl��
� < Jyc ?
hH:3� ��� st��m � !��� , ����j�iqm`��m$���8v�iqj�l`m$n`oqp�jUm>�Yikx2oqprj iq��m`oqprj����A��n$ikx � � �H, �U�
ok����prj�u5m$���2��jYokn`����n$p�xprm`pr�k�zv�ikj�l$m`n`oqprj#m � 
à	���+�H���j���uqokm`priqj�i ��m$��prlzv�ikjYl`m`n$okprjUm
y�p�� ��� �0à
��|dv�oqj�j�ikmH����n`���Yn`��l$��jUm`����oklHo���prl�¡!�Yj�v�m`priqj2i���v�ikjYl`m`n$okprjUm`lHprj-� !� �H, �[�H�U��l
� !��� , prlHj�ikmHl$ik�r��m$p�iqj2v�iqx2��oqv�m��

�H����m`����iqn`� 7¹prjm`������oqn`okx��m`��n}i ��m`�Y� hHs�w�l$vÛ�Y��x2��prl}prjUm`��j������5m`i�o�²�prikxokm$p	���Hl`ikx�
i���m$���>��n$ik����n`m$p���l+i ���2� ! �5���roqv��>l`iqx2�5v�iqj���prm`prikjYl0ikj � oqj��%7 m$i���j�l$��n`��m$��okm
7ån`�!µ���v�m`l � l$�U¶2v�pr��jUm`�r�q�2�H��� � n$l`mzm{��i5v�ikj��Yp�m$prikj�lz��j�l`��n$�2m$��okm �åokjY�D7åokukn$���0ikj
l`okm$prl � oq��pr��prm{��i �Rv�iqj�l`m$n`okprjUm`l��H�H��pr���m`���5oq����prm`prikjCi���m`���5m`�Yp�n$��v�ikj��Yp�m$prikj8uq��okn$okjUm`����l
m`��oqm0���k��n$�8��jYl`okm$prl � oq��pr��prm{��prj � prl�oq��l$i��Y��m`��v�m`���=�U�D70���H���5m`�Y��ikn$� 7 oqj��8m$����l$�
v�ikj��Yp�m$prikj�lHxokprj��r�z���ro��0o0n`iq�r�Rprjm`���zv�ikx2�Y����m`��j���l`lHn`��l`���rm`lfi�� C ��v�m$p�iqj?KU�
� : � IBF A F ` I �� �  6 ikn�o>uqp��q��j�l`prukj�oqm`��n$�9Nf���r��m y'�2ÀF5�|f���0o>v�iqj�l`m$n`okprjUmz��iqx2oqp�j5�Hprm`�
l`prukj�oqm`��n$��Nf��okjY�97^����o9Nd�ßm$����ikn$�k� ! �fl`o��m`��oqm!� oqj�� 7 =�`VMYM�: D ?B` I e ikj 5�p¯�" � prlHo�x2iU�����ti � 70��oqj��
" ��ikn����k��n`�5v�ikjYl`m`n$okprjUm��Cv95f� � o à +2z��p�� 7 o à +29� �
! �Hl`o�� 7@p�lPDfJ A FrDr�fJ =�A F ` I =�` c ?
hH:�A@: �Hprm`�0n`��l`����v�mHm`i 58p��t��ikn����q��n`�0v�ikj�l$m`n`oqprj#m �Pv	5P���prm`����n 7 o à +2z��ikn 7]o à.T +2����

C okm$p�l ��okv�m`prikj5v�iqx2���r��m$��j���l$lRprlfo0�}��oq±k��jYp�jYu2i��[m$���zj�iqm`prikj>i �[o0v�ikx���r��m`�zm$����iqn`� > ÃkÃ/�BA{�
�H�#�Yl��H��iqn0�!²�okx���r���}m$���>m`�Y��ikn$� i �zm`���>n$��ok�fv��rikl$��� � ���r��l > ÃJI �BAPv�ikn`n$��l`��ikjY��l>okjY� prl
l`okm$prl{��oqv�m`prikj5v�iqx2���r��m$���Hp�m$�5n`��l$����v�mRm$i��=l$prj�v��zm$���z��iqx2okprj0prlHo0x2iU������i �®m$��prlHm`����ikn`�
okj���m`�Y�>m`����ikn`�Cprl0v�ikx���r��m`���°h��roqn`± � l�o ²´priqx2okm$p ��okm$p�iqj�i �R��jYp � v�okm$p�iqj >#���BA���� � jY��l2o
l`okm$prl{��oqv�m`prikjv�ikx���r��m`�fm`����ikn`�0�Hprm$�2n`��l`����v�m�m`i �<7)�H��prv!�2prl}jYikm�v�ikx���r��m`�f�H����j2m$����n$�
okn`�~ikj��r� � j�prm$���r�0x2okjU�~����j�v�m`prikj5l`�Ux0��ik�rl6>rÁ � I:A{�
�H���}jYikm`priqjzi���prj��Y������j�����j�v��Pi���j���ukoqm`pr�k�dv�ikj�l$m`n$okprjUm`l����ro��Ul�oPl$prukj�p � v�oqjUm�n`iq�r�}prjzv�iqjU�

l`m`n$okprjUm}�riqukprv}�Yn`ikuqn`oqx2x2p�j�u � � �[�{j > KkÃBA{�#h�iq�rx2��n$ok����n���l$���2prj��Y������j�����j�v��zi��tprj����U��okm$prikj�l
m`i>l$p�x���rp����2m$���0m`��l$mz��ikn�l`oqm`prl � oq��pr�rp�m{�5i �����U��oqm`prikjYlzokj���prj����U��oqm`prikj�l�iqj�m`���0n$okm`priqj�ok�

��� 	��®ö¯þ[�!ù¯þ��P÷{ù¯��þ�" ù60H%{"{ù¯����"`õz���P� øk"�ýP��õ�"{ù#&���øk"$�$%ß"$�rö¯÷� �%ß�! U"{%{��ö¯"$þ�� øk����ù¯"`õz�����!ózö ó���" %ß"$þ���ö ó ���!%�ó
���!%�ý "�ù¯��þ ) � � +!ú'� +�� , �
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m`n`����l��fy��H����prj���������j�����j�v��Pi ��prj����U��oqm`prikj�l�l`m$okm`��l���p¯��oPv�iqj4¡!��j�v�m`prikjzi ����ikl`prm$p��q�[okjY��j���u��
okm`pr�q�0���U��okm$p�iqj�ok�dv�ikj�l$m`n$okprjUm`l�okn`�0prj�v�ikj�l$p�l$m`��jUm�m`����j8ikjY�0i��Pm`�Y�0j���ukoqm`pr�k�0v�ikj�l$m`n`oqprj#m$l
p�l�prj�v�iqj�l`prl`m$��jUmH�Hprm`�2m$���P��ikl$prm`pr�k�fv�ikj�l$m`n$okprjUm`l��¯|~�{j���������j��Y��j�v���i���j���ukokm$pr�k�Pv�ikj�l$m`n`oqprj#m$l
��oklf������j�prjU�k��l$m`prukoqm`���5prj5ukn$��okm$��n�uk��j���n`ok�rprm{�2prj >rÁ=K �BAß���H���z��n$ik����n`m{�5��oqlP������j�l`��i��Hj
m`i0��iq��� ��ikn�l`���k��n$ok��v��rokl$l`��lfi���v�ikj�l$m`n`oqprj#m$lHprj�v��r����prj�u����U��okm$prikj�lHiqj � j�prm$����n$okm`priqj�ok��okj��
p�j � j�prm`�0m$n`����l >rÁ:K�Á��}Á:Kkâq�HÁ �JI:A{���rp�jY��okn�n`��ok��okn`prm$��x2��m$prv�v�iqj�l`m$n`oqp�jUm$l0y��H����n`�5ikj��r�>���#�Yo��
m`prikj�lHxo��z���zj���uqokm`����|�>rÁ=KkÃBA{�Ul`iqn`mHokjY�2����okm$��n`��v�iqj�l`m$n`okprjUm`lHiqj����okm$��n`��m$n`����l�>rÁ4ÃBA{��okj��
p�j � j�prm`� �diUik�r��okj�ok�ruq����n`oql��Hp�m$����ikl$prm`pr�k��v�ikjYl`m`n$okprjUm`l >rÁ�â/KBA{��okxikj�u0iqm`����n`l >rÁ=K �BA{� ! �
v�ikj�l$pr����nPo0n$��l`m$n`prv�m$���>��ikn`xÓi���prj��Y������j�����j�v���i �®jY��ukoqm`pr�k�fv�ikj�l$m`n$okprjUm`l >rÁ����BA{�
� : � IBF A F ` I � ��$ 9�v�iqj�l`m$n`okprjUm���ikxokprj�y'�2ÀF5H|t��oql�m$���H�{j���������jY����j�v��fi�� 7H��uqokm$��� h�iqjU�
l`m`n$okprjUm`lf��n`iq����n$m{�2p��`�U��iqn}oq�r�tv�ikj�l$m`n$okprjUm`l/� À��J��À=�:�=�$À���,Rv 5P�

� o à +29��0�T�� � 0>Ä�Ä�Ä�0�T�� , p���� o à +2z��0RT)� � ��ikn ��à Á À=�:�=�$ÀÛ¿��

�H������okv�mzm`��oqm 5@p�l�oql`l`�Yx2����m`i5���0v��rikl`������j�����n�v�iqj4¡!��j�v�m`prikj�okj����!²�prl`m$��jUm`prok�[�U��oqjU�
m`p � v�oqm`prikjp�l�okjprx2��ikn`m$okjUm�n`��l$m`n$p�v�m`prikj5prj2m$����ok��i��k�P�Y� � j�prm`priqjt� 6 ikn��!²�okx���r���#h�iq��x��n{�
ok����n � l���ikn$±>prlzj�ikm~ok�����rprv�oq���r��prj�m`��prlzl$��m`m$p�jYu���l`prj�v��m`��oqmz����oq��m�iqj��r�>�Hprm`����n$p�xprm`pr�k�
v�ikj�l$m`n$okprjUm`l�� 7H��prm$����nHokn$��x2okjU�zi ��m`����iqm`����nHn$��l`�Y��m$lHv�prm`���5oq��i��q���#oqm}�r��oql`mHj�iqm}prj0m$����prn
�����r��uq��j���n$ok�rprm{�k�6GHi������q��nPm$����n`��okn$�zl`m$pr����l`���q��n`oq����l`�!������v�ikj�l$m`n$okprjUmP��iqx2okprj�l�±Uj�i��Hj5m`i
��o��k�zm$��prlH��n`iq����n`m{�q��prj�v��r����prj�u0m$���zoq��uq����n$oklHi�� � jYp�m$����n$okm$p�iqj�ok�toqj��5prj � j�prm`��m$n`����l��Hprm`�
���U��okm$p�iqj�ok�tv�ikj�l$m`n`oqprj#m$l����H����j+m$����n$�Roqn`��prj � j�prm$���r��xokjU������jYv�m`prikjl`�Ux0��ik�rl6>rÁ=KYÁ���Á �JI:A{�
����okm$��n`�m`n$����l��Hp�m$��prj � j�prm`�����-x2okjU�5l`iqn`m$l�oqj��>����okm$��n`��l >rÁ4ÃBA{����prj���okn�okn$p�m$��x2��m`prv����#�Yo��
m`prikj�l�i��k��n}m$����n`okm$prikj�oq��iqn}n$��ok�tjU��x0����n`l��#oqj��2prj � j�prm`���diUik�r��oqj0ok�ruk���Yn`okl��Hprm`���iql`prm`pr�k�
v�ikj�l$m`n$okprjUm`l >rÁ�â/KBA{�
� < Jyc ?
hH: �  �  �{jAm`��� GH��n$��n`oqj��@v�iqj�l`m$n`okprjUm5��ikxokprj �<7æ�Hprm`�=iqj��r�=m{��i�����jYv�m`prikj
l`�Ux0��iq�rl��}o�v�ikj�l$m`okjUm �Cokj���o���j�oqn`�Å����j�v�m$prikjE�t�fp�m0prl0��oql`pr�r�8l$����j=m$��okm0m$���5��iq�¯�
��i��Hprj�u-l`m`oqm`��x��jUm`l�okn$�+m$n`��� � � 7 o à 2 �tÀ���À�� � àp�tyL�#|�0;T��8à ��0;T��8àp�tyL�#| �
�<7 o àd2 �·À�� �Cà �·y��U|30;T)��à � � � 7 o à 2 �tÀ���À�� �8àd�·y��#| 0kT��Úàd�·y��#|³���H��prl
p�l~okj��!²�okx���r�zi��Pm$���0prj���������j��Y��j�v��>i ��prj����#�Yokm`priqj�lf��ikn�� 70� GHi������k��n��[�H����jC�}�
v�ikj�l$pr����n0m`�Y�2�����r�}v��roql`l0i��Pv�ikj�l$m`n`oqprj#m$l0i�� �<7¸�}�5��o��q�2m`�Y�0��iq���ri��Hprj�u��oqv�m`l��8�H���
l`m`oqm`��x��jUm�� 7 o à 2 �tÀ�� ��à �tyL�#|�0kT��8à � 0nT�2_�n�8à �·y��U|�p�l~j�ikm�m`n$�����}l$prj�v��
���k��n$� � j�prm`�>m$n`��� �8prl0��prm`����n2m`�Y�>v�ikjYl`m`oqjUm��8iqn0��okl0m$���5��iqn`x �·y��U| ��ikn0l$ikx2� � �
j�prm`�>m$n`���i�Y� fj=m$���5ikm`�Y��n2��oqj��t�H��ikm`� � 7 o à 2 �·À�� �@à��·y��U|/0;T��=à �Cokj��
�<7 o à 2 �·À���À�� �°à �·y��#|�0 T�2-�k�=à��·y��U|okn`�5m$n`�����A�H�U��l�����iqn0m`����l$�5����jYv�m`prikj
l`�Ux0��iq�rl���oqj��>prmPprl���oql`�>m$i2l`���0��i��@m`i5�!²�m`��j���m$��prl��!²�okx2�Y����m$i+oqjU� � j�prm`��l`��m�i��
����j�v�m$prikj5l`�Ux0��ik�rl��2m`�Y�Rprj��Y������j�����j�v���i �®jY��ukoqm`���5v�iqj�l`m$n`okprjUm`lf��iU��lPjYikm���ik�r�t�

9PlzprlPv�����oknf��n`iqx > ÃkÃkâBA{�tv�iqj�l`m$n`okprjUm���ikxokprj�l�y�okj��>v�ikj�l$m`n`oqprj#m$lÛ|�oqn`��v��rikl$���r�>n`���roqm`����m`i
m`��� F If� `VM c�J A F ` IiD a D A@: c�D�y�okj��5m`�Y��prnP���r��x��jUm`lÛ|��Yl`�����U� C v�iqm`mfm`i0��n$��l`��jUm���prlH��iqx2okprj
m`����iqn`�q�2�{jU��iqn`xokm`priqj+l$�Ul`m`��x2lzv�iU��p����-j�ikm$p�iqj�l�i��Hv�ikjYl`prl`m$��j�v���oqj�����j#m$okpr�rx2��jUmfokx2iqj�u
���r��x2��jUm$l����H��prv!��v�okj����0prjUm`��n`��n$��m`���Cokl�l`oqm`prl � ok��pr�rprm{�2okjY��prx2�Y��prv�oqm`prikji��}v�ikj�l$m`n`oqprj#m$l
ikj0ozl$p�jYuk�r�}��oqn`prok�Y��� � C oqn`oql`��okm> Ã�Á �q��Ã�Á��BA��!²�m`��j������5m`�Y�Hj�ikm$p�iqj0i��tprjU��ikn$x2oqm`prikj�l`�Ul$m`��x
m`i =�` IBD ALM JyFrI A D a D A@: csD ��� y��H�Yp�v!�5ok�r�ri���x2oqj#�~��okn`proq���r��lÛ|dokj��5l$��i��}���+m$��okm�l`iqx2�fi���m$���x2ikm$pr��okm`prj�u���n$ik����n`m$pr��lPi �®prjU��ikn`xokm$p�iqj�l$�Ul`m`��x2lHv�iqj#m$prj#�Y�Rm$i0��ik�r�t�

�3� �!ù¯� øk��"'!ø ) +�� � , õ��4"$þ�ók���t��%{"`����÷`�³ókþ�ö¯þ���" ók÷�0�úÛ�!ó�ù60�"{ó����!ö ù ýP"{ó��`�



& �

h�ikj�l$m`n`oqprj#mfl`�Ul`m$��x2l�y��}�~�Hp��r�tj�iqmHukpr�k��o���iqn`xok����� � j�prm$p�iqj>����n$�4|Hv�okj>���z�Upr���}���>okl
ok��l$m`n`oqv�m`priqj�l2i �Rv�iqj�l`m$n`okprjUm���ikxokprj�lz�H��prv!�����rprx2prj�okm$��v�ikj�l$p��Y��n`oqm`prikj�i���o��Yokn`m$prv����rokn
l`m`n$��v�m$��n`� ���Hm`���5n$���rokm`priqj � o à � � 0CÄ4Ä�Ä 0k� , W �5okx2iqj�u5v�ikjYl`m`n$okprjUm`l ��À�� � À:�:�=�!À�� ,
p�lok��l$m`n$okv�m$���°m$i8m$����n$���rokm$p�iqj � � À:�=�:�!À�� , � ��y�okjY�=m`����l`oqm`prl � ok��pr�rprm{��n`���rokm$prikj � o à
+2i� � 0�Ä4Ä�Äf0�� , okx2iqj�u�v�ikj�l$m`n$okprjUm`lPv�okj����zoq��l`m$n`oqv�m`����m$i2ol`��m� �¾�¿�i��}oq�r��v�iqj�l`prl`m$��jUm
� j�prm`�l`��m$l0i��Pv�iqj�l`m$n`okprjUm`l . � � À=�:�:�ÛÀ�� , / > ÃkÃqâq�®ÃYÁ �BA�|!� ��okjU��i �Pm`�����l`l$��jUm`prok�Hl$��x2oqjUm`prv
����m`oqpr��l5i ��o8v�iqj�l`m$n`oqp�jUm>�Yikx2oqprj8okn$��l$m`pr�r����n`��l$��jUm>prj=m`�Y��v�ikn$n`��l$��iqj���prj�u�v�ikjYl`m`n$okprjUm
l`�Ul`m$��x>��ok�rm`�Yik��uq�=��n`iq����n`m`pr��l-l`��v!�@okl5l$ik�r��m`priqj=v�ikx��okv�m`j���l$l5okj��=prj��Y������j�����j�v��8i��
j���ukoqm`���Av�iqj�l`m$n`okprjUm`l5v�oqj�j�iqm2�����!²���n$��l`l$��� �Hprm$��ik��mx2iqn`�5����m$okpr�Pm$��okjAo�v�ikjYl`m`n$okprjUm
l`�Ul`m$��xå��n`i��Upr����l��

�·¤��d©���{¬@?��	��
 CD?�¦�§4{¬8=
�H����n`�Hoqn`�Hm{��iPv�iqx2xikjP�riqukprv�ok�ql`��xokjUm`prv�l�i���hHs�w>�Yn`ikuqn`oqx2l�i��q��n�o�v�iqj�l`m$n`oqp�jUm���iqx2okprj
y'�2ÀF5�|³�[�H��� � n`l$mPprjUm`��n$��n`��m`lPo0n$���r�

�·yf+��| U��:��À=�:�=�!À���,

oklHm`�Y�z�rikukprvN��ikn$x0���ro
[ +�tÀg+�x�·yf+��| S�T�� � S-Ä4Ä�ÄfS�T�� ,

�H����n`� +� � +�>prlzm`�Y�2l`��m�i ��oq���®��n`�����okn$p�oq���r��l�prj�m`���0n$���r���>�H���0v�iq���r��v�m`prikj�i ��oq���dl`��v!�
��ikn$x0���rokl[v�iqn`n$��l`��ikj��Yp�jYu2m`i0n$���r��lHi���#)ukpr�k��l�o0m`�Y��ikn$�2ok�rl$i0����j�iqm`���>�U�9#��
�H����l$��v�iqj����rikukprv�oq�tl`��xokjUm`prv�lfokl$l`iUv�prokm$��l�o+�riqukprvf��ikn$x0���ro�m$i2��oqvÛ����n$����prv�okm$��prjnq �

���®m$����l`��mfi��[ok�r��n`���r��lfi���#@�Hprm`� �p�j5m$��������ok�-p�l

�tyV+��| U�� �
�tyV+��| U��6�

�=�:�
�tyV+��| U�� ,

m`����j-m`���f��iqn`x0���rozoql`l`iUv�proqm`���5�Hprm`� �5prl

[3+� �tyV+��| X 2�+���Q���
S 2�+�/�����

Ä�Ä4Ä
S 2�+� , � ,

�H����n`�k+���Hp�lHm$���zl$��mPi �®��oqn`prok�Y����lHp�ji�����!²�v�����mf��iknH��oqn`prok���r��l�prj +�t�H���~�5��iU��lPjYikmPiUv�v���n
p�j5m$��������ok�-i���o�n`�Y���~i��)#Øm`����j>m`���f��iqn`x0���ro�prl

[3+�iT �·yf+��|

�H����v�ik�r�r��v�m`priqj=i���oq�r�Pl`�YvÛ� ��iqn`x0���rokl�prl5v�ok�r�r���=m$���.{ h J M�b=�` c ?'h :�A F ` ICi���#��fokj��=prl����j�iqm`���>�U��#'
��
9]t J h K J A F ` I0p�lHo0xok���Yp�jYuz��n$ikx ��oqn`prok�Y����lHm`i9(��oqj��5m`���~j�okm$��n`oq���!²�m`��j�l`prikj-�H��prvÛ�

x2ok�YlPm`��n`x2l�m$il(¸oqj��>��ikn`x0�Y��oqlHm`i5v��rikl$���!5�
³����ikn`x0�Y��oql��z�����æprl�o+l$��mzi �}��oqv�m`l�m$����j
> � A��¹à . �Yy ��|�o�y �bU �4|sv��5À�� o à ��yL�4|?/´� 9 �~�ßprjUm`��n$��n`��m`okm$prikj8i ��o���ikn$x0���ro2prlzokj



& �

p�jUm$��n`��n$��m`oqm`prikj�i ��m$������iqn`x0���ro��Hp�m$��m$���0l`oqx2����ikxokprj5okl%� okjY��m$���0l`oqx2�zprjUm`��n$��n`�³�
m`okm$prikj-��iknfm`���0l$�#x0��ik�rlHprj;NAokl%�2���{m�v�oqj����0n`����n`��l$��jUm`����oqlRol`���Yl`��mzi � � � �H����n`�
� ��à . �ty +�´|�oV�lvlq À +� vi( � /´� 9 �z�{x2iU�����ti ��o0v��rikl$�����ikn$x0���rozprlHo��~�ßprjUm`��n$��n`��m`okm$prikj
�H��prvÛ�5prlHo0x2iU������i ��m`�Y����ikn$x0���ro��
st��m>7@�Y��j�ikm$�Po�l`oqm`prl{��okv�m$p�iqj�v�ikx2�Y����m`��m`����iqn`�~��iknNy'�2ÀF5�|³���H���H��l$��ok���rikuqp�v�ok�Ul`��xokjU�

m`prv�l�okn$�z��okl$���>iqj+m$��� �z�{x2iU������lHi �3# oqj��5m`����x2iU������l�i��3#'
 ÀF7��H�H���~����okl`m �z�{x2iU�����
i��Ho0��iqn`x0���ro % ��jY����n�m`���0l$����l$��mzikn$����n$p�jYu+prlf����j�iqm`�����U� �r¼-y %�À�� |³��okj��-m`���0uqn`��oqm{�
��l`m�prlz����j�iqm`�����U�i�q¼>y % À�� |³� 9 D `>h K-A F ` I>m`i-o>�U����n`�;& prlzo>��oq���Yokm`priqji��l$��v!�8m$��okm
��y &~|�� �ñ¼>y #�À�� |³�

��¤������
�ª	�d©��¦�§ � 
 CD?�¦�§4{¬8=
�H��� � ²´������iqprj#mfl`��xokjUm`prv�lf�}����n$��l`��jUmzoqn`����okl$���>iqj�iqj��!�{l`m`����v�iqj�l`���#�Y��j�v�� ����j�v�m$prikj�l
j �
 oqj��2ä �
 �#oqj��2m$���Pv���iql`��n$�Piq����n$okm$ikn�> > # A A´uq��j���n$okm$���5�#� j �
 �[�H���H���Yj�v�m`priqj�l3j �
 okj��
> > # A A�xok��i��k��n �z�{prjUm`��n$��n`��m$okm$p�iqj�l��=�H�Y�+l$��m0i��%�z�{p�jUm$��n`��n$��m`oqm`prikjYl���ikn$x2lzo�v�ikx���r��m`�
��oqm`m$p�v��R�Yj�����nfm`���zl$����l$��mPiqn`����n$prj�u���oqj��5m`����l$������jYv�m`prikjYlHokn`�~v�ikjUm`prjU��iq��l}iqj�� � �

j �
 y 	#|�à . �ty +�#|�o �tyV+��|*U|� À�� � À=�:�=�!À�� , prl�o0n`���r��i���#�À � � v 	�À ��à Á À=�:�=�!À!¿�À
�0prlHo0��ok�r��oqm`prikj0iqj � l`��v!�>m$��okm
� o à �Yy��4|³À/��yV+�t|�à +��ÀHokj�����y1� �`|[à ���`À ��à Á À=�:�=�!À!¿ /

> > # A A#prl�m$���}v���iql`��n$�}iq����n`okm$ikn[uq��j���n$okm$�����U��j �
 ���{m�n`����n`��l$��jUm`l�oP��������v�m$p��q�Hv��rikl$��n`����okl$���ikjzm$���[n`�Y����l�i��'#���st��m 	 �����dm`���[pr����j#m$prm{�H����jYv�m`prikj·�4okjY�z��� � jY�Hy �tÂC�U|!y ��|�àE�·y ��| �*��y ��|³�
�H����j > > #�A A�y 	#|tprltm$���[�r��okl$m � ²����Y��iqp�jUmti �_j �
 Â 	 ��ukn$��okm$��n�m$��okj 	���okj���m$���[�r��okl$m � ²����Y��iqp�jUmi���j �
	� � ��H���f����j�v�m$prikj2ä �
 prl}�Y� � j����5iqj2l`��m`lHi�����okv�m`l����H�Yp�v!� ��ikn$x¹o�v�iqx2���r��m$�H��oqm`m$p�v��P��j��Y��n
m`����l`���Yl`��m�ikn$����n$p�jYu�� ! �R�Y��j�ikm$��m$����v��rikl`�Yn`��ik����n`oqm`iknfuk��jY��n`oqm`������n$ikxåä �
 �U�� �L#� �³�
�[iqm`�>m$����l`� ����j�v�m$prikj�lHoqn`��v�ikjUm$p�jU��iq��l��

ä �
 y 	U|[à . �tyV+��|*U|�9o �tyV+��|*U|� ��À��:��À:�=�:�!À���,2p�lHo0n$���r��i��)# À
����U|� �3v 	�À ��à Á À=�:�=�!À!¿�À}m$���zn`�Y����oqj����okv�m$lHn`��jYokx2���2ok�Yokn`m��
� o à �CX|� � 0 � ,� , � � �50�����à � � /

! �}����j�ikm$�Pm`�Y�H����okl`m � ²����Y��iqp�jUm[i ��of����j�v�m`prikj ��#� �r� �·y ��|[oqj���m`���Huqn`��oqm`��l$m � ²����Y��iqp�jUm
�#� �-� �·y ��|!���H����l`� � ²����Y��iqp�jUm$l[�!²�prl`m`ld��iqn[m`���N����j�v�m`prikj�l�i���prjUm`��n`��l$m���l`prj�v��Pm`�Y���0okn$�Px2i �
j�ikm$ikj�prv�����jYv�m`prikjYl[ikj�v�ikx���r��m`�H�roqm`m`prv���l�� 6 iqn[of����j�v�m$prikj9�0xok���Yp�jYu(�z�{prj#m$��n`�Yn`��m$okm`priqj�l
m`i �z�ßprjUm`��n`��n$��m`oqm`prikj�l����}�f��� � jY�Rm$�������U�}oqn`�0oqj��2��i��HjU��okn$�0p�m$��n`oqm`prikj0i ���5okld��iq���ri��Hl��

���Pâ à �
����y��5ÂAÁ4| à �·y �����[|
����� à �������/����� p�����prl�o0�rp�xprm�iqn`��prj�oq�

���Pâ à � �
����y��5ÂAÁ4| à �·y �����[|
����� à  ����� ����� p�����prl�o0�rp�xprm�iqn`��prj�oq�



& �

! �+v�okj8m$ok±q�+oql�l$��x2oqjUm`prv�lE�r� �·yßä �
 |�iqn � � �·y�j �
 |!���H���5m{��i>���Yj�v�m`priqj�l�prjU�kiq�r�k����oqn`�n`���rokm$���8prj�m$������ik�r�ri��Hprj�u2��o���� > ä �
 y 	#| A � àdj �
 y$> 	JA � |!��h�ikjYl`���U����jUm$��� > �r�g�tyßä �
 | A � à
�r� �·y�j �
 |³�4�r�g�ty{ä �
 |�v�iqn`n`��l`��ikj���ldm`iPm$���[l �ßl$��x2oqj#m$prv�l�> @��BAk��ikn��roqj�uk��oquk��lt�Hprm$�Rv�ikj�l$m`n`oqprj#m$l
> ���BA{� 6 p¯²����Y��iqp�jUmHl$��x2oqj#m$prv�lP��oql`���-ikj>l$��m`l�i��[v��roq��l`��l > �JI:A�ok�rl`i�!²�m`��jY����oql`pr�r�2m$i+hHs�w
��oqj�uk�Yokuk��l��
�[oql`�����oqn`uq���r��iqj0m`������oqv�m`l�m`�Yokm[m$���(�z�{x2iU������l�i �$#Aoqn`�Hm`�Y� � ²�������ikprjUm`l�i���> > #�A A�okj��

m`��� �z�{x2iU������lfi��Z# 
zoqn`�0m`�Y� � ²����Y��iqp�jUm$lRi �Zj �
 ���}����o��q��m$���z��ik�r�ri��Hp�jYu0v�ikj�jY��v�m`priqj�l����m{������j�m`�Y�[�rikukprv�oq��okj�� � ²����Y��iqp�jUm�l`��xokjUm`prv�l��ß¡!��l$m�oql�prj�l`m`oqj���oqn`���rikukprv���n$ikukn$okxx2p¯jYu��
� M�`�?B` D�F A F ` I ����� } :�A #�À�# ��À�#�� � : {~}~� ? M�` G M JVcsD�JyI e % JlD :�A ` �/�fJ =�A D ` t :�M J =�` IBOD ALM JyFrI AZeg` c9JVFrI � � F A�^R=�`VMYM�: D ?B` I e FrI G AL^_:�`VM�a 7 ��"^B: I��

" j �
 ���Úà��r� �·y�j �
 |[à > �r�g�tyßä �
 | A � à > > #�A Ary �k|
" �r¼>y1#�À��0|[à�> . � U|�9o #'
�À�� o àØy �zU|��|?/:A � à > . �zU|� oB#'
�ÀF7]o à@y1��U|�4| /:A �
" �r¼>y1#'
�À�� |[à �r¼>y1#�À��0|[à�� � �·y�j �
 |
" �k¼>y1#'
 À�� |dà � �g�tyLj �
 |
" > > # A A�y$> %�A � |�à�> > # �R% A A�y �q|�à��r¼-y # ��%�À�� |
" � �L#� �³y %z|[à � �L# �9%� ��y �k|�à��r�g�tyßä �
	��� |
" � o àE# � X�# � p�� > > # � A A�à > > # � A A

! ���Hpr�r��j�������m$���z��ik�r�ri��Hp�jYu0m`��n$x2prj�ik�riquk�2�roqm`��n���#Óp�l�l$okpr�>m`i5���5y'�2ÀF5H|�O = JVI ` IBF = J h p��� �g�ty�j �
 |�à j �
 �	�H�Rh�oqj�ikjYp�v�ok�t�rikuqp�v���n$ikuqn`okxl������YmPj�iqmPv�iqj�l`m$n`okprjUmP�riqukprvP��n$ikuqn`okxl��
�}��n$� � n$l`mPl$m`���Yp����+�U� >�Á:�/KBA��H��i0l$��i������5m`��oqmH���k��n$�2�rikuqprvP��n$ikukn$okx prlH���U��pr��oq����j#mfy��Hn$m
m`���l`��v�v���l`lokj�� � j�prm`����oqpr���Yn`�0l`��m`lÛ|�m$i>o>v�oqj�ikjYp�v�ok����iqukprv���n`iqukn`oqx>�5�H���2�Yn`iUi��P����n`�
�}oql0j�ikm�v�ikjYl`m`n$��v�m$p��q���H����m0l$����l`���#�Y��jUm`�r�k��> Ã����BAP�Yn`i��Upr�����8oqj8oq��uqikn$p�m$��x m$i�uk��jY��n`oqm`�
m`����v�oqj�ikj�prv�oq���riqukprvH��n`iqukn$okx ��� �[stpr±k�fx2okjU�ziqm`����n}±Uprj���l�i���n$��l`���rm$lHp�j0m$n`oq��prm`prikj�oq���riqukprv
��n`iqukn`oqx2xp�jYu���m`����l`��n`��l$���rm`lPoqn`���rpr±k���r��m`i0�!²�m`��j��>m`i2hHs�wCp�jo0l`m$n`okpruq�#m ��ikn$�}oqn`��}o��q�


·¤��d© ��!ª�©���¦�����
�¬�«�§��©�¦

�H���2���Yn`okl$� �³m`ik�´�ß��i��Hj��!²���v��Ym`prikj ��v�i��q��n`l�o>x0���rm`prm$������i��Hik����n`oqm`prikj�oq�[x2iU������l�� ! �
�Hp��r����n$��l`��jUmzo ��okprn$���uk��jY��n`oq����n`oqx2����ikn$±0��iqnPiq����n$okm$p�iqj�ok��l$��x2oqj#m$prv�lPprj>�H��prv!���}��v�okj
����l`v�n`pr����m`�Y�zik����n`oqm`prikjYok�tl`��x2okjUm$p�v�l}i ��l`iqx2�fx2o4¡!iqn}hHs�wÜl`�Ul`m$��x2l��

! �[�Hpr���q��n`��l`��jUm�m`����ik����n`oqm`prikjYok�kl$��x2oqjUm`prv�l�oql�oPm`n$okj�l$prm`prikjzl$�Ul`m`��x¹iqj D A J A@: D!��m`�Y���r��l�r�zÀ� �À�ä ���H����n`�P�=prl�oRx0�Y��m$prl`��m�i��tokm`iqx2l�okj��0v�iqj�l`m$n`oqp�jUm$l��Uokj��  =oqj��2ä-okn`�Hx0�Y��m$prl`��m$l
i���v�ikj�l$m`n`oqprj#m$l��[�H���fv�ikjYl`m`n$okprjUm`l/ Aoqj��+ä�oqn`�Pn$�!����n$n`���-m`izoql}m$��� =�` IBD A�M JVFrI A D A\`VM�: okjY�t�p�jAprx2���r��x0��j#m$okm$p�iqj�l���okn$��oqv�m`���@�Y��iqj=�U�=o8v�iqj�l`m$n`oqp�jUm5l`iq�r�k��n�� �{jUm`��prm$p��q���r�k��� prl2o
v�ik�r�r��v�m$p�iqj2i ��okl{�{�k��m{�{��j�l`����j>okm$ikxl[okj��v�ikjYl`m`n$okprjUm`l��' @prl[m`�Y�Rv�ik�r�r��v�m`priqj2i���v�ikj�l$m`n`oqprj#m$l
�H��prvÛ�okn$�R�Y��o��Uprj�uzoqj J =�A Frt : n$ik�r�zy�ikn�okn$��J � J � : |!��okjY�+ä�prl�o�v�ik�r�r��v�m`priqj2i���v�ikj�l$m`n`oqprj#m$l���ro��#prj�u�o ? JVD�D�Frt : n`ik�r��y�ikn�okn`� JVD hH:�:@? |³�[�H����n`�fprl[ikj��fikm$����n�l`m`oqm`�����Y��j�ikm$���5�U��� � �2������i�!²���n`��l$l�xikn$�R�Y��m`oqp��rlfi��}oqj>ik����n`oqm`prikjYok��l$��x2oqjUm`prv�l��tprmPv�okj>����jY��v���l$l`okn$��m$i2n$����n`��l`��jUm
m`���v�ik�r�r��v�m$p�iqj�lzi �Pokm`iqx2l�okjY��v�ikj�l$m`n$okprjUm`lzxikn`�0�Yn`��v�prl$���r�k� 6 iknz�³²´oqx2���r����m`i>�!²���n$��l`l
m`������³��m{�{m`i �ßn$p�uq�UmRw�n$ik�riku5�!²���v��Ym`prikjCikn`�Y��nz���0x2pruk�UmP�Yl`�0o>l$���U����j�v��5i ��oqm`ikxlPn$okm`�Y��n
m`��oqj+o0x0�Y��m$prl`��m�� GNi��}���q��nH���R�Hpr�r��j�ikmH���zv�iqj�v���n$j������Hp�m$�2l$��v!�>����m$okpr�rl}����n`���

��. ü�ø�ö¯þt �%{����� 
���þt U"{%L���!%�ýP"`õ®ö ó � øk"týP�³%ß"��" ók"{%{�!ù�÷ ù¯��þ�þt���Uù¯��!ö¯÷t �%{��!%{�!ýPþ/
�ö¯��øfók"8�����ö¯�!ó��



& �

! �R�Hpr�r�tokl$l`��x��oklHukpr�q��j5o =�` c ? K-A J A F ` I MYK_h : �H��prvÛ�5l$���r��v�m`l�o0m$n`okjYl`prm`prikj5m{�U���zokj��okj5ok���Yn`ik�Yn`prokm$�z���r��x2��j#m�i����^y�p¯�[j���v���l`l$okn$�´|N��iqnH��okv!�>l$m`oqm`� � � �}�H����m`n$okj�l$prm`prikj5l`�Ul$m`��x
p�ldok�rl`i���oqn`okx��m`��n`p �����0�U�zoz�Yn`����prv�oqm`�P��¾�¿�ºH�{º³½\m4¿�½}oqj���o�����j�v�m`prikj ��¿~� mV!U���H��prvÛ�����H�Hp��r�
��prl`v���l$l���oqm`��n�� 9Pj5prj�prm`prok��ukiqok� &Ø��ikn��!²���v���m$prikj>prlHn`����n`��l$��jUm`����oklHo0l$m`oqm`�z�U� ��& À �´À � �!�
�H���zm`n$okj�l$prm`prikj�l�prj5m`����m`n$okj�l$prm`prikj5l`�Ul$m`��x okn$���

� � ����À� �À�ä ��W
�
�r� �R� À� À³ä �>y ��à ��| �

p¯� �zprl�l$���r��v�m$���2�U�zm$���Hv�ikx����m$okm`priqjRn$���r��� �zprl�okj�okm$ikx-�y��U �=prl�o�n`���r��i��~#���n`��j�oqx2���
m`i�j���� ��oqn`prok���r��l��[okj��b�Coqj��	����o��k�m`���l`oqx2�0��n$����prv�okm$�5l`�Ux0��iq���+�H���5�!²���n$��l`l$prikj
��à]��prl�okj�ok����n$���Uprokm`priqj>��iqn�m`���0v�iqj4¡!��jYv�m`prikj�i��H���U��oqm`prikj�l�����m{������j8v�ikn`n$��l`��ikjY��prj�u
okn`uq��x2��j#m$lHi�� �2okjY�R�·� ! �Rl$o�� �2prl M�: � M F A�A\: Izprj5m`�Yp�l�m`n$okj�l$prm`prikjt�

�r� ����À� �À�ä ��W
�
� � ���

p¯� �2prlHl`������v�m`�����U�0m`���~v�ikx����m`oqm`prikj0n$���r��� �2prlHoqj2okm$ikx oqj��t�U��iqnH���k��n`�2n$���r���zU��)i��
#��'�5okjY� �0�Yo��k����p�����n`��jUmP�Yn`����prv�oqm`�zl$�Ux0��iq��l��

� � �z��À� �À�ä �"W����r�~À� À³ä �9� �
p¯����p�lHl$���r��v�m$�����U�0m$���zv�iqx2����m$okm$p�iqj0n`���r��okjY�R��prl�o0v�ikj�l$m`n$okprjUm��

� �zÀ� �À�ä ��W � � �zÀ� � À�ä � �
p¯��y  � À�ä � |dà ��¿~� mV!Uy  �À�ä�|!�

�r�~À� À³ä ��W�� � �zÀ� �À�ä �
p¯����¾�¿�º �ßº³½\m4¿�½�y1 z|!�

�r�zÀ� �À�ä ��W�� � �����
p¯��T���¾�¿�º �ßº³½\m�¿�½�y  z|³�
�H���9W

�
m$n`okjYl`prm`prikjYlRoqn`prl`�~��n$ikx n$��l`iq�r��m`prikj·��W � m$n`oqj�l`prm`priqj�l�p�jUm$n`iU����v��0v�ikj�l$m`n`oqprj#m$l

p�jUm$i>m`���v�ikjYl`m`n$okprjUmzl`iq�r�k��n��3W��~m`n$okj�l$prm`prikj�l~m`��l$m��H����m`����n0m$���0okv�m`pr�k�v�ikj�l$m`n$okprjUm`lzoqn`�
v�ikj�l$prl`m`��j#m��[okj��;W �Pm`n$okj�l$p�m$prikj�l�prjU����n�xikn`�~okv�m$p��q�0v�ikjYl`m`n$okprjUm`l0y�okj�������n`��oq��lzxi#�Yp¯���
m`������okl$l`pr�k�~v�ikj�l$m`n$okprjUm`lÛ|���n`iqx m$���zv��Yn`n`��j#m�v�iq�r����v�m`prikj-i��[v�ikjYl`m`n$okprjUm`l�� ! ���Hn`prm`��W m`i
n`�!����nPm`i0o0m$n`oqj�l`prm`priqj2i���okn$��prm`n`oqn`�m{�#�����
�H���2��n$����prv�oqm`����¾�¿�º �ßº³½\m4¿�½�y1 z|~�!²���n`��l$l`��lo>m`��l`m���iqnzv�ikjYl`prl`m$��j�v��Ci��/ �� �Nl`��oq���r�>prm

p�l0�Y� � j���� �#������¾�¿�º �ßº³½\m4¿�½�y1 z|0p�� � o à +2b ���m`��oqm0p�l��}o�v�ikx���r��m`�v�ikjYl`prl`m$��j�v���m`��l`m��
GHi������k��n0l$�Ul`m`��x2l�x2o��5��x2�Y��i��-o�v�iqj�l`��n`��okm$pr�k�2�Y��m�prj�v�ikx2�Y����m`�5y�iqn��Yokn`m$prok��|�m`��l`m��5p��
� o à +2i m`����jk��¾�¿�º �ßº³½\m�¿�½�y  z|��Yik�r��l��t���YmRl$ikx��m`prx2��l���¾�¿�ºH�{º³½\m4¿�½�y1 z|���iq���YlPok�rm$��ik��uq�
� o à T +2; � fj��0�!²�oqx2���r��i��Pl`�YvÛ��o-l`�Ul`m$��x prl�h 9Rs > I:A��H��prvÛ��v�ikx2�Y��m`��l~i��k��nzm$���
��ikxokprj�i���n$��ok��jU��x0����n$l��k���Ym�m$��l`m$l[v�iqj�l`prl`m$��j�v��0i��q��n�m`������iqx2okprj�i���v�ikx���r�!²zj#�Yx0����n$l��
�H���[����j�v�m$p�iqj<��¿~� mf!Uy1 �À�ä�|�v�iqx2���Ym`��l���n$ikx@m`�Y�}v��Yn`n`��j#mdl`��m$l[i���v�ikj�l$m`n`oqprj#m$l�oRjY���8l$��m

i���oqv�m`pr�q�Pv�iqj�l`m$n`okprjUm`l� +��okj����okl$l`pr�k�fv�ikjYl`m`n$okprjUm`lPä���� ����j���n`ok�r�r��p�m�v�oqj2���R�Yj�����n$l`m`iUiU�
oklzoq��l`m$n`okv�m`prj�u��n`iqx ä@y�iknzn$���ro�²�prj�u+ä�|�prj�m`������n$��l`��jYv��5i��/ ^m`i5ik�Ym`okprj�x2iqn`�zoqv�m`pr�k�
v�ikj�l$m`n$okprjUm`l��[�H�Y��l`��okn$�Hok���Y���0m`i� m`i ��ikn$xx � �#oqj��2ä>prl[l$prx2���rp � ���zm$i�ä � � ! �Hn$���U��prn`�

�L� �C÷`�!ýH 7"k����� ö¯�`ó�%�"�ù¯"[ö¯þd�R÷$�!ó7��"{ó�ö¯" ó��/$k÷`� ö¯�!óz��øk������ kþ�� %ß��÷$��þ�þ��!ýP"�������øk"* #" øk����ö¯�!%������z
��U�
þ�0�þ���"{ýz��üU�� U"[%{"`�³ù ö¯þ�� ö¯÷�ú���÷`�!ýH 7"k����� ö �³óP%�"�ù¯"[þ�øk�-"�ù¯õz�!ù¯þ��Hõ�"{ #" ókõ��!ó�����÷`���!%ßþ���� øk"{%[��øk�³ó � øk"�þ�������"
� �r�!%�"`ò��!ýH �ù¯"�ú!� øk"�ø�ö¯þ����!% 0������ øk"�÷$�!ýH 7"k������ö �!ó ���qÿz"�ö�!ók�!%{"�� øk"`þ�"t U��þ�þ�ö# �ö ù ö¯� ö¯"`þ-�r�!%�þ ö ýH �ù ö¯÷{ö¯�'0��



& �

m`��oqm � o àØy  ;00ä�| X y1 +� 00ä ��|!��l`i�m`�Yokm�p�j´��ikn$x2okm$prikjzprl[j���p�m$����nH�rikl$m}jYikn��!uk�Y��l`l$��� �0�U�
��¿~� mf!U� �H�Y�Rn$ik�r�Pm$��okmK��¿~�BmV!0���ro��Ul}��oqn`pr��l��Hp��Y���r����n`iqx l`�Ul`m$��x m`i�l`�Ul`m$��x>�[�{j5w�n`iq��iqu��
m`����n$�5okn`�j�i>��oql`l$p��q�2v�iqj�l`m$n`oqp�jUm$l�oqj����}�v�okjC��� � jY� ��¿~�BmV!Uy  À³ä�|0à¸y  ��ä�À �q|!���{j
hHs�w�y�+|��qj�ikjU�{�rprj���okn�v�ikjYl`m`n$okprjUm`l[oqn`����okl$l`pr�k� �kokj�� ��¿~�BmV!�l`prx2���r�f��okl$l`��lHy�m`���H�rprj���oqn`p �����
�k��n$l`prikjCi��³| o>v�ikjYl`m`n$okprjUm���n$ikx äAm`in 0�[�H����jCm`���v�ikj�l$m`n$okprjUmz����v�ikx��l��rprj���oqn�p�j�m$���
v�ikjUm`�³²´mi��� ��HokjY� �Y���r��m`��lm`���-v�ikj�l$m`n$okprjUm���n`iqx äd� 6 iqn��³²´oqx2���r����p�� ä)prl �-� �°à
��0 ���P��à Ã-okj��  p�l ��à I�0i� �åâ>m$����j ��¿~�BmV!Uy  À³ä�|2à y  +� À³ä���|~�H����n`�k +�}prl
�2à IZ0z� �=â�0 I ��à �0okj��5ä���prl � � ��àAÃU�
�{j2oz�rokjYuk��oquk�H�rpr±k�PhGH�`w�� ��¿~�BmV!�����n ��ikn$x2l[�r��l$l}iq�#�Uprik�Yl[prjU����n$��j�v���l�� 6 ikn��!²�okx���r���kp��

ä�prl �0à �}Â�ÁHoqj��9 Aprl}Ã�� � � ��0�â�� � ��� m`����j ��¿~� mV!Uy  �À�ä�|}à y  +��À�ä ��|��H�Y��n`�� +�
p�lPÃ�� � � I/0-Á��b� ���~okjY�+ä���àAäd�Py(7Hikm$��m`��oqmH�}��v�iq���r�+oq�rl`i~��ikn$x0���rokm`��m`�Y� � j�prm`�
��ikxokprj�v�ikj�l$m`n`oqprj#m�l`iq�r�#prj�u�i �®hGH�`wÅokl[�Yo��#prj�u~j�iz��oql`l`pr�q�Pv�iqj�l`m$n`okprjUm`l������Ym[��o��Uprj�uzokj
p�jYv�ikx���r��m`�zm$��l`mf��iqnPv�iqj�l`prl$m`��j�v��k� GHi������k��n�m$���z��ikn`x0�Y��oqm`prikj�}�~ukpr�k�zl$����xlRm$i2n$�!µ���v�m
m`���5l`�Ul$m`��xl�xikn`�0v���iql`���r�q�¯| C prx2pr�rokn$�r����prj��rokj�uq��okuq��lz��x���ri��#prj�u5prjUm`��n$��ok��okn$p�m$��x2��m`prv
i��k��n�m`���n`��oq�}jU��x0����n$l0y�l$��v!�8okl � 7 =��`w�n`iq��iqu#|�prjUm`��n`��ok�rlzoqn`�okv�m$p��q�0v�ikjYl`m`n$okprjUm`l�okj��
ikm`�Y��n�v�ikj�l$m`n$okprjUm`l�okn$����oql`l$p��q���z�{j>m$��prlPv�oql`���#��¿~� mV!2n`������oqm`���Y����v�iqx2����m$��lPl$x2oq���r��n�prjU�
m`��n$��ok�rlf��iknf��okv!��i���m`������okn$p�oq���r��l��t��oql`����ikj-m`���0v�iqj�l`m$n`oqp�jUm$lRprj�äd��m$��n`xprj�okm$p�jYu0�H����j
j�i5l`x2oq�r����n}prjUm`��n$��ok��v�oqj������Y��n`pr�k���8y�x2iU�����ri�m`������n`��v�prl`prikj�i��}m$����okn`prm$��x2��m$prv4|!� F ²´�³�
v���m`priqj>i��[�rokj�uq��okuq�Pv�iqj�l`m$n`��v�m`lzl$��v!�>oklfm`���zv�okn`�Yp�jYok�rprm{�0ik����n`oqm`ikn�>rÁkÁ4ÃBA{� �!v�iqj�l`m$n`��v�m$pr�k�
��prl�¡!��jYv�m`prikj � >�ÁqÁ=KBA�oqj��5l`����v�prok���{����n`��ikl$�zv�iqj�l`m$n`��v�m$l�y���iqnH�!²�okx2�Y��� ��p�j >#���q��ÃBA�|�v�oqj5ok�rl`i
���z�Yj�����n$l`m`iUiU��oklQW � m`n$okj�l$prm`prikj�l����H����n`��m`����l$��v�ikj�l$m`n`�Yv�m`l�okn$�z�Upr���}���+oqlP��oqn`mHi �®m$���
��oqj�uk�Yokuk�fi��[v�iqj�l`m$n`okprjUm`l��
����j���n$ok�r�r�k�tm$����oqv�m`pr�q�zv�ikjYl`m`n$okprjUm`lzoqn`�z�Y��m`��n$x2prj�����l`�UjUm`oqv�m`prv�oq�r���q��9Pl��!²�okx���r��l���p�j

w�n`iq��iqu0ok�r�t���U��oqm`prikj�lHoqn`��okv�m`pr�k����prj�hHs�w�y'�+|Nok�r����prj���oknHv�iqj�l`m$n`okprjUm`lfokn$�zokv�m$pr�k����iqj+m$���
� j�prm`�z�Yikx2oqprj�l[i��[hGH�`w�oq�r����jYokn`�v�ikjYl`m`n$okprjUm`l~y�p�� ���[v�ikjYl`m`n$okprjUm`lfikjz¡!��l$mHikj�����okn$prok���r���
l`��v!��okl�� � �0iqn � 
à âk|foqn`��okv�m$p��q���tokj��-p�j-m`���0prjUm`��n$��ok��okn`prm$��x2��m$prvzi���� 7�=�� w®n`ik�riqu
ikj��r�2prjUm`��n`��ok�rl�okn$�Roqv�m`pr�q���
�H���0l`m$n`ikjYuk��n�m`���0v�ik�r�r��v�m`priqj�i��Hokv�m$p��q��v�ikj�l$m`n`oqprj#m$l��[m$���0��okn$�rp���n���okpr�r��n$���Hpr�r�����0���³�

m`��v�m$���t��okj��0m$���P�r��l$l}l$��okn$vÛ�Yp�jYuzprl[j���v���l`l`oqn`�q� ! prm$�0m`��prl[prj0x2prj��·�����Pxpruk�Um��Hprl`�E��¿~� mf!
m`i2���zoqlPl`m$n`iqj�u2oqlP��ikl`l$pr���r������iknH���q��n`�-okv�m$p��q�zv�iqj�l`m$n`okprjUm/� ��p��>��¿~� mf!Uy1 �À�ä�|Hà)y  +��À�ä ��|
okj�� ��o à y  0>ä�|/W ���tm$����j ��o àu 0�~W ��� GHi������q��n���m$��prlPprlPjYikmPoq�r�}o��UlH��ikl`l$pr���r� � G��
F �k��j-p¯�[prmH����n`�z��ikl$l`pr���r����p�mHprlHuq��j���n$ok�r�r�2j�iqmH��n`�!����n`n$���t��l$p�jYv��zm`�Y�zv�ikx����m$okm`priqj�ok��v�ikl$m
i��}o0��i��}��n{�����#��¿~�BmV!0����j�v�m$p�iqj>v�oqj>���~ukn`��okm`��nRm$��okj-m`����l`o��Uprj�uklHoqv!��pr���k���-�#�5�rprx2prm`prj�u
l`��oqn`v!�t�

9x{~}"�;D a D A\: c=prl��Y��m`��n$x2prj������U��m`����v�ikjYl`m`n$okprjUm���ikxokprjPoqj��zoP�Y��m`oqp��r����ik����n$okm`priqj�ok�l`��xokjUm`prv�l��>�H���2�rokm$m`��n~p�jU�qik�r�k��l�o>v�ikx2�Y��m`oqm`prikj�n`���r�0oqj������ � jYp�m$prikj�l~��iknC��¾�¿�º �{º!½\m�¿�½
okj�� ��¿~�BmV!U� ! �RjYi��°��� � j��zl$ikx2�fl`prukjYp � v�okjUmH��n$ik����n`m$p���lPi��}hHs�w8l$�Ul`m`��x2l�� ! �P��prl$m`prjU�
uk��prl`�-m`���zv���oql`lHi �®l$�Ul`m`��x2lPprj�H��prvÛ�-��okl$l`pr�k��v�iqj�l`m$n`okprjUm`lf���ro��2j�i0n$ik�r��okj��5m$���zuk�riq��ok�
v�ikj�l$prl`m`��j�v���m`��l`m�prlRv�ikx2�Y����m`�����H����l$�0l`�Ul`m$��x2l�v�iqn`n`��l`��ikj���m$i2m`�Y�0l`�Ul`m$��x2lfm`n`��okm`����p�j
>�Á�Ã/@q��Á4Ã��BA{�
� : � IBF A F ` I �� �� st��m9W

�
� �ÛàCW

�
W �1W�� okj�� W � � �!àCW � W �1W���� ! �l`o��8m$��okm�o8hHs�w

l`�Ul`m$��x prl3� K F = � O =�^B:�= � FrI G�p��#prm$l�ik����n$okm`priqj�ok�ql`��xokjUm`prv�ltv�oqjz���[����l$v�n`pr�����0�U�QW � � ��okj��W � � ��� 9°hHs�w�l`�Ul`m$��x prl ?BM�` G M�: D�D�Frt : p��`����iqn[���k��n`�0l`m$okm$�P�Hprm`�0ozjYikj���x��m{�zv�iq�r����v�m`prikji��[okm$ikx2l������k��n`�5����n$p���oqm`prikj ��n`iqx m$��okmHl$m`oqm`����prm`����nN��okpr�rl���v�ikjUm`oqp�jYlHo9W
�
m$n`okjYl`prm`prikj

� I ���³%®"$ò4�³ýH �ù¯"�ú!ö ó�
��U� ��� �{ú 
�øk"{%{"�ù ö ók"`�!%�÷$�!ókþ���%{�!ö ó���þ��!%{"[��÷`� ö6��"��!ókõfók�!ó�ù ö ók"$�!%�÷$�!ókþ���%{�!ö ó���þ��!%{"
 k��þ�þ ö6��"�ú�ö ��� ö¯þ���6��
	�����øk" ó 
�"H÷$�!ó������4"�����  #"���� +���� 9�� . ú �r�!%[�!ó 0��q�}ü�øk" %ß"dö¯þ�ók�($�ó�ö¯��"
÷`�!ù ù¯"$÷`� ö¯�!ó���q������÷$��ö6��"t÷$�!ókþ���%{�!ö ó���þ 
�ø�ö¯÷�øPö ýH �ù ö¯"$þ��!ù ùk� øk"`þ�"�÷$�!ókþ�� %{�!ö ó���þU�!ókõ�ö¯þ�ók����þ�� %{�!ó'�"{%���øk�!ó����



� �

ikn5v�ikjUm$okprj�l5o W � m`n$okj�l$p�m$prikjt� 9 hHs�w l$�Ul`m`��x prlkF e : J h p���prm+prl�#�Yp�v!±q�{vÛ�Y��v!±#prj�uY���n`iqukn`��l`l`pr�q��� ��¿~� mf!�prl���� � jY���=�U�D��¿~� mV!Uy  �À�ä�|5à y  ��ä�À �k|³�}oqj��b��¾�¿�º �{º!½\m�¿�½�y  z|
��ik�r��lHp�� � o à +2z ��

�{j+o0�U��prv!±q�ßv!����vÛ±Uprj�u0l$�#l$m`��x-��prjU����n`��j�v��zi���j����@okv�m`pr�k��v�iqj�l`m$n`okprjUm`lfprlH����n ��ikn$x2���okj��5o
m`��l$m[��iqn[v�iqj�l`prl`m$��j�v��prl�xok������oqvÛ�m`prx2�dm`���fv�ik�r�r��v�m$p�iqj�i ��v�ikjYl`m`n$okprjUm`l[prj0m$���Hv�ikjYl`m`n$okprjUm
l`ik�r�q��nPprlPv!��oqj�uk���t�P�H�U��l����Hprm`��prj5m`�����rprx2prm`l[i ����¾�¿�ºH�{º³½\m4¿�½�okj��	��¿~� mf!U��prm � jY��lPprj�v�iqjU�
l`prl`m$��j�v���okl�l`iUiqj�oqlR��ikl$l`pr���r��� 9¹�Yn`ikuqn`��l$l`pr�k�0l$�Ul`m`��x �Hpr�r��jY���k��n~p�j � j�prm`���r�5prukj�iqn`�zm$���
v�ik�r�r��v�m$p�iqj2i ��oqm`ikxl�okj��v�ikj�l$m`n$okprjUm`l�p�j0m$��� � n`l`m���oqn`m�i���ozl$m`okm$�P���Yn`prj�uz�!²���v���m`prikj·� 9P�r�
x2o4¡!iqn[prx2���r��x0��j#m$���0hHs�wCl`�Ul`m$��x2l�okn$�P�U��prv!±q�ßv!����v!±Uprj�u�okj����n`iqukn`��l`l`pr�q��������mHxikl`m�oqn`�
j�ikmHpr����oq���

9 eg:�M F t>J A F ` I�prl[o�l`���U����j�v��zi ��m`n`oqj�l`prm$p�iqj�l �r����À� ���À�ä
� ��W Ä4Ä�Ä W �r� �ÛÀ� �`À�ä � ��W Ä4Ä�Ä �
9 l`m$okm`��H��prv!��v�okj�jYikmz���0n`���Hn$prm`m`��j�����n$m`����n�prl�v�ok�r�r����o � I5J h D A J A@: � 9 ����n`pr��okm$p�iqj�prl
D K'=�=�: D�Dr� KBh p��Pprm0p�l � j�prm$�+oqj��8m$��� � j�oq�Hl`m`oqm`�5��oql0m`�����iqn`x ���UÀ� �À�ä �³� st��m9& ���5o
ukikoq�[�Hprm`�-��n`���0��okn`proq���r��l9+�����H�Yp�v!��prj�prm`prokm$��l�o+�Y��n`pr��okm$prikj�okj�����n`iU���Yv���l�o � j�ok�[l$m`oqm`�
���UÀ� �À�ä �!�[�H����jl2 4�67  02äCprlHv�ok�r�r���m`���RJyIBD � :�M�=�` IBD ALM JVF I A i���m$���z����n`pr��okm$p�iqjt�

9°����n`pr��okm$p�iqj2prl��fJVF h :�e p���prm[prl � j�prm`�fokj��m`��� � jYok��l`m`oqm`��prlZ� � �2�ß� 9A����n`pr��oqm`prikjp�l��fJyF Mp¯��prm}prld��okpr�r���0ikn��U��ikn����q��n`� �[okj�����k��n`����vR� � � �0prlHn`���Hn`prm`m$��j5p�jo��roqm`��n�m`n$okj�l$p�m$prikjt� 9
v�ikx����m`oqm`prikjn`���r��prl��fJVF M p���prmHukpr�q��lHn`prl`�~ikj��r�0m`i���okprn}�Y��n`pr��okm$prikj�l�� 9@ukikoq�~&)p�l � IBF A\:�h a�fJVF h :�e p��`� ��ikn[oqjU�zikj��d��oqp�n�v�iqx2���Ym`okm$prikjzn$���r���#���k��n$������n`pr��okm$p�iqjz��n`ikx�&=prj�okj0pr����oq��hHs�w
l`�Ul`m$��x prl~��okpr�r���t���{m�v�okjC���5l$��i��Hj8m$��okm�p��Po�uqikok��prl � j�prm$���r����okpr�r����m`�Y��j����k��n$����oqprn
����n`pr��oqm`prikj0prj�okj0pr����oq��hHs�w�l`�Ul`m$��x prl���oqp��r���·� 9=����n$pr��okm`priqj � `yK I e :�M D[p���prm[prl � jYp�m$�Hokj��m`��� � j�ok�tl$m`okm$�z��oqlHm`���f��iqn`x �r�zÀ� �À�ä �[�H�Y��n`��� 
à �U�
�H��� =�` c ?BK-A J A F ` I A�M�:�: i��Po5ukiqok�3&Ó��iqn�o>��n`iqukn$okx�# prj�o�hHs�wAl$�Ul`m`��x prlzo>m`n$���

�Hp�m$�>j�iU����lf�rok�����r�����+�U�l`m`oqm`��lfokj��-����uk��lP�rok�����r�r���5�#��W
�
�5W��!� W � ikn/W � l`��v!�>m$��okm��

m`���0n$i#iqm�p�l��rok�����r�r���>�U� �L&�À �´À � � ����iqnR���k��n$�>j�iU������ok�r��ik��m$ukiqp�jYu0����uk��lz��o��k��m`�Y�0l`okx�
��oq�����C�tp��[o2j�iU�����rok�����r�r���>�U�2ol`m`oqm`���°�YoklPoqj>ik�Ym`ukiqprj�u0����uq���rok�����r�r���5�U�lW��³�$W � ikn
W � m`����j�m`�Y�zj�iU������oklf�!²�okv�m$���-ikj��zv!��pr�r�t�tokjY�>m`���~l`m`oqm`���rok�����r��prj�u0m$��okmfv!��pr���-v�okj>���
ik��m$okprj����5��n`ikx��=�Up�o�o0m`n$okj�l$prm`prikjiW��!� W � ikn/W � n`��l$����v�m`pr�k���r� �tp��®o0jYi#�Y�R�roq�����r�r���5�U�
o2l`m$okm$���=�YoklPoqj5ik��m$ukikprj�u0����uk�z�roq�����r�r���>�U��W

�
m`����j-m`����j�iU���z��oqlPovÛ�Yp��r���iqnH��okv!�

n`���r�2prj;#���okj���m`���l`m$okm`��rok�����r��prj�u��okv!��v!��pr�r��prlRm$���2l$m`oqm`�2iq��m`oqprj����-��n`iqx�� �U�>m$���
W
�
m`n$okj�l$p�m$prikj~��ikn[m$��okmdn`���r� �U��iqn[��oqvÛ��W

�
okj��9W � ���Yuk����m$���Pv�iqn`n$��l`��ikj��Yp�jYu�m$n`okjYl`prm`prikj

��l`��l�m$����okm`iqx iknHv�ikj�l$m`n`oqprj#mHl$���r��v�m$�����U�m`����v�iqx2����m$okm$p�iqj0n`���r���
F �k��n$���Yn`okjYvÛ�Ci��Ho5v�ikx����m`oqm`prikj-m`n`���2prl�o+�Y��n`pr��okm$prikjt��oqj��t��ukpr�k��j�o>v�ikx2�Y��m`oqm`prikj

n`���r�������q��n`������n$pr��okm`priqjz��iq�r��i��Hprj�ufm`��oqm[n`�Y���Hprl�oz��n$okj�v!�0i ��m`���Hv�iqn`n$��l`��ikj��Yp�jYu�v�iqx2���Ym`o��
m`prikjzm$n`��� � ;fp�����n$��jUm�v�ikx����m`oqm`prikj�n$���r��l�v�okj�ukpr�k�dn`prl`��m`ifv�ikx����m`oqm`prikj�m$n`����ldi���n$ok��prv�oq���r�
��p�����n$��jUmPl$p	����l�� F ²�prl`m$prj�u hHs�w��rokjYuk��oquk��l���l`��v�iqx2���Ym`okm$prikj�n`���r��lH��oql`���5iqj2m`�Y� w®n`ik�riqu
���³��m{�{m`i �ßn$p�uq�Um�v�ikx2�Y��m`oqm`prikjzn$���r��y��H��prv!�0prl[j�iqm���okprn!|!� ! �H�Hpr�r�U��prl`v���l$l}�rprj�uq��prl`m`prvd����oqm`��n$��l
p�jUm$��j������-m`i0prx2��n$i��k�Hiqj2m`�Yp�lHn$���r�zprj C ��v�m`prikj��´�ñÁ �
�H���P��n$ik���r��x^i � � j���prj�uzoqj�l`����n$l}m$izoz�U����n$�0v�okj���fl`����j5oql[m`���f��n`iq���r��x^i���l$��okn$vÛ�´�

p�jYu�o�v�ikx����m`oqm`prikj�m$n`��� � �5ikl$m2hHs�w)�rokj�uq��okuq��l0��x���ri���o�������m`�U� � n$l`m5l`��oqn`v!�=�Hprm`�
vÛ�Yn`ikjYik�rikuqp�v�ok���Yokv!±Um`n`oqv!±#prj�uY�toklPprj�w®n`ik�riqu5y�ok�rm$��ik��uq�5m`����n$�0��o��k�~������j�l$��ukuq��l`m$p�iqj�l�m`i
��l`����������j�����j�v��q�ß�Yp�n$��v�m$���8��oqv!±#m$n`oqvÛ±Uprj�u >#��Á1A�|³� C p�jYv��z�����Ym`�U� � n`l$m�l`��oqn`v!�>prlPprj�v�iqx2���r��m$�
ikj0prj � j�prm$�}m$n`����l���j�ikmdok�r�Uokj�l$�}��n$l}oqn`�Hv�iqx2���Ym`���t���H���H������m$�U� � n`l$m}l$��okn$vÛ�v�okj0���Hprj�v�iqn{�
��iqn`okm$����p�j-m`���zl$��x2oqjUm`prv�lPprj>m$���zl$okx2�~�}o��oklPprlf��ikj�� ��ikn�w�n`iq��iqu>y�l`�����·��iknf�!²�okx2�Y��� �
>�Á:@q��Á �BA�|!�U����m����P�Hpr�r��j�ikm�uki~p�jUm$iz����m$okpr�rl[����n$���}�{j C ��v�m$p�iqj @����P�Hpr�r����prl$v���l`lHo~v��rokl`l�i��
hHs�w��rokjYuk��oquk��l��H��prv!�+�Yl`�zo�m`iq�U�ß�Yi��Hj+�³²´��v���m`priqj>l`prx2pr�rokn�m$i0m`���ziqj���ik��m$�rp�jY���5ok��i��k���
����mP�Yi�j�iqmH��l`�~��okv!±Um`n$okv!±Up�jYu��



� &

h�ikj�l$p��Y��nPm$����m`n`oqj�l`prm$p�iqj
� �zÀ� �À�ä ��W � �r�~À� � À � �

�H����n`�9 0��prl�o2l$��mzi �}���U��okm$prikj�l�prj	5	
�l`��v!��m`��oqm���o àx 0��W y1 E0>ä�|�oqj��t�t��iqnP���q��n`�
��okn`proq���r���2iUv�v���n`n$p�jYu0p�j9 ØiknHäd�5 +��v�ikjUm$okprj�l�okj2���#�Yokm`priqj �0à �z��iqn}l$ikx�Hv�ikj�l$m`oqj#m ���
�H�#�Yl3W � uqn`ik�Yj���l[oq���U��oqn`prok���r��l�prjzm`���Hv�ikj�l$m`n`oqprj#m�l$ik�r�k��n�� ! ��ok�rl$iP��o��q�}m$���Hm`n$okj�l$p�m$prikj�l

� �zÀ� �À�ä ��W � � � �2�
p¯�PjYi�l$��v!�  +���!²�prl`m`ly�p�� ���; 0�äAprl���j�l`oqm`prl � ok���r�2prj � |³� 9 G M�`VK I e;eg:�M F t>J A F ` I�prlzo����n`pr��oqm`prikjv�ikx��iql`���5i���W

�
W � okj���W���W � �! �+jYi�� ��� � jY�>m`��n$���>l$��m`lm`��oqm�v�n$�Ul`m`oq�r��p ���5m$��n`���-okl`����v�m$l5i��Rm$���5ik����n`oqm`prikjYok�Hl`�³�

x2okjUm$p�v�l����H���5l`��v�v���l`l5l`��m+ä�ädy #z| v�ik�r�r��v�m$l0m`���5okjYl`����n2v�iqj�l`m$n`oqp�jUm$l0m`i�l`prx2���r�ukikoq�rl
�tyV+��|!�[�H�Y� � j�prm$�H��oqp��r��n$�Hl`��m 
 
�y1#z|�v�iq�r����v�m`l�m`���fl`��mHi ��l`prx2�Y����ukiqok�rl[�H��prv!�0okn$� � jYp�m$���r�
��okpr�r���t�0�H����ukn$ik��j�� � j�prm`�~��okpr�r��n`��l`��m�& 
 
�y1#z|�v�iq���r��v�m`lzm$���0l`��m~i��Hukn`iq��j�������okm`iqx2l��
ok�r�ti����H��ikl$����okprn�ukn$ik��j��5����n`pr��okm$p�iqj�l�okn`�f��oqpr�����t�
ä�ädy1#z|}à . �·yf+��|*U|�9o � �tyV+��|³À �´À � ��W 
 ���UÀ�� ��À�� � � �³À(� o à �PX�2
4�67 � � 0z� � � /´�

 
�y #~|�à . �tyV+��|*U|�9o#��ikn����k��n`���okprn�����n$p���oqm`prikj·��� �tyV+��|!À���À � ��W 
�� � ��� /U�
& 
 
�y1#z|�à . �·y +�#|�o ��iqnH���k��n$���okprn�ukn`iq��j������n`pr��oqm`prikjt�	� �ty +�´|³À �´À � �~W 
 � ����� /´�

�·¤ �t©�«�¦[ª�¦ 
 = = ?�¦[ª ;R©�C� � 
U§ 
U¦ 
 = =�� 
 =�« ��§ =
! �RjYi��°��n$��l`��j#m�m$���zx2oqprj2n`����oqm`prikjYl`��pr��lH����m{������j�m`���z�Y��v��rokn$okm`pr�q�Rl$��x2oqjUm`prv�lHokjY�+m$���
m`ik�´�ß��i��Hj�ik����n$okm`priqj�ok�Ul`��x2okjUm$p�v�l�����i�±k������m$��prj�ukl�l`prx���r���4���Hv�ikjYl`pr����n�ikjY����pr����oq��hHs�w
l`�Ul`m$��x2l�� GNi��}���k��n�x2oqjU�2i��Hm`�Y��n$��l`���rm$lz��ik�r��x0��v!�5x2ikn$�zuk��j���n`oq�r���q���H�Y��l$ik��j��Yj���l`l
n`��l$���rm`l���ik�r�~��ikn�okjU��hHs�w�l`�Ul`m$��x>�q����v�ok��l$�Pi��tn`��l`m`n$prv�m`prikjYl}���}�Y��oqv��Hikjs��¾�¿�º �ßº³½\m�¿�½}okj��
��¿~� mf!U�>h�ikx���r��m`��j���l`l�n$��l`���rm$l���ikn�l$��v�v���l$l{���Y�H����n`pr��oqm`prikj�l�n$���U��prn`�0ikjY���-m`��oqmRm$���2hHs�w
l`�Ul`m$��xå���~��n`iqukn`��l`l`pr�q���
�"^_:�`yM�: c �E��� { ` I D�F e :�M J ? M�` G M JVcx# FrI AL^_: {~}~� h JVI G K J�G :�eg:�A\:�M c�FrI :�e � a J�I O A�K ?
hH:y NfÀ��2À65fÀ�jP| � ^_:�M�: � JyI e 7 =�`VMYM�: D ?B` I e;` I 5�� JyI e;:�<>:�=�K A FrI G ` I.JVI F e : J h {~}~�D a D A\: c  �"^_: I �

Á �°ä�ädy1#z|}à��r�g�ty{ä �
 |�oqj�� > ä�ädy1#z| A � à��r¼-y #�À�� |!�
Ã´�=����m`����ukiqok�C& ��oklo8l$��v�v���l$l{���Y�0����n`pr��oqm`prikj��Hprm`�=oqj�l`����n5v�iqj�l`m$n`okprjUm����Pm$����j

#�À67]o à �/W�& �
�´� C ������ikl$��j8prl�l`okm$prl{��oqv�m`prikj�v�iqx2���r��m$�}�Hn$m 5f�����$& ��okl�o � j�prm$�Hv�ikx����m`oqm`prikj�m$n`�����

�Hp�m$�5okj�l$�}��nHv�ikj�l$m`n`oqprj#m$l/�J��À=�:�=�!À���,t��m`����jn#'
�ÀF7 o àE& X|�J��S-Ä�Ä4ÄfSz��,t�
IY�=��� #�À67 o àp�nW &¸m`����j�m$����n`��okn$�5����n`pr��oqm`prikj�l���ikn�m`���>uqikoq�/&å�Hprm`��okjYl`����n

v�ikj�l$m`n$okprjUm`ls�J��À:�=�:�!À���,�l`�YvÛ��m$��okm 7 o à��9W � ,� , � � �`�5���`��prj�ok���Yp�m$prikjt�[y�2ÀF5�|
��okl�prj���������j�����j�v��zi ��j���ukoqm`���v�ikjYl`m`n$okprjUm`lHm$����j2m$����n`��l$���rm}�Yik�r��ld��ikn[¿5à Á~y�p�� ���
�Hp�m$��ik�Ym}��prlr¡!��j�v�m$prikj�|³�

�´� C ������ikl$�/j=prl[l$okm`prl ��okv�m$prikj2v�ikx2�Y����m`�H�Hn`m 5P�[����# 
 À67 o àE& X|�J�'SÄ�Ä�Ä@Ss��, m$����j
&^��oklfo0v�ikx����m$okm`priqj+m$n`�����Hprm`�>oqj�l`����nfv�ikj�l$m`n$okprjUm`lC� � � À:�=�:�!À�� �� y�oqj��>��ikl$l`pr���r�
ikm`�Y��n`l!|Hl`�YvÛ�-m`��oqm 7 o à � � S-Ä4Ä�ÄfSz� , X � � � S�Ä4Ä�ÄfSz� �� �

K´� C ������ikl$��j°prl�l`oqm`prl{��oqv�m`priqj+v�ikx2�Y����m`�P�Hn$m 5P�
�H����ukikoq�~&@prl � j�prm$���r�0��oqp��r��� ��ikn�#@p�� # 
�À67 o à T�&��



�:�

�´�E�k¼>y1#'
 À�� |dà � � �;& 
 
�y1#z|!�
@´� C ������ikl$�0y'�2ÀF5H|[prlHl`iq�r��m`prikjv�ikx��okv�m���j �
 � �Åà � � � > 
 
 y #z| A � �
�´� C ������ikl$�0y'�2ÀF5H|[prlHl`iq�r��m`prikjv�ikx��okv�m��

#@prl�y'�2ÀF5H|��{v�okj�iqj�prv�ok�tp��)> 
 
�y1#z| A���à > . �zU|�9o-#'
�À�� o àET�y1��0z�4|?/3A��H�
�5ikl$m�i ��m`�Y��l`�fn`��l$���rm`l�okn$����n`iqx >rÁ4Ã @q��Á4Ã��3A{���Y��m�m`����n$�Hokn$�}oq��l$iPl$ikx2�®��n`iqx > ���q��Á �/�q��Á ���BA{�
=H��l$���rm`l�@0oqj�� � i��[m`�Y��oq��i��q��m$����ikn$��x y��H��prv!�>okn$�����U��pr��oq����j#m!|Hoqn`��m`����ikj��r�n`��l$���rm`l��
i��Hm`��iql`�0�rprl`m`����oq��i��q���t�H��prvÛ��n`���#�Yp�n$�0l`iq���Ym`prikj>v�ikx2�Yokv�m$j���l`l��0�{j>��oqv�m���m`������n`iq����n`m`pr��l
l`��i��Hj�okn$�����U��pr��oq����j#mfm`i>ä� ����m`����l`��v�ikj���v�iqj���prm`priqj>i��}l$ik�r��m$p�iqj>v�iqx2��oqv�m`j���l`l >rÁ ���BA;�
oklPx��jUm`prikjY���2��oqn`�rpr��n���ä� ��PprlHj�iqmPj����������t�P�{j5l$ik��j��Yj���l`l�n$��l`���rm$l�y{ÃU����okj��5��oq�¯�[i � Kk|³�
7 v�oqj����n`�����roqv����8�U� �2�5���P�}�0iqx2prm�ik��nzoql`l$��x2��m$prikj>i �Po � n`l$m{�{ikn$����n���oqj�uk�Yokuk��i��
v�ikj�l$m`n$okprjUm`lzy�l`��� C ��v�m`prikj�Ãq|�m`����j>ikj��r�0n$��l`���rm$l�Á��tÃU���U� �U��@U� ��oqj��5m`���zl$ik��jY��j���l$lR�Yok���
i�� K0y�n`���Y��oqv�prj�uE7^�U� � �H����n$�zj���v���l`l`oqn`��|fv�ikjUm$p�jU����m$i0��ik�r�t�
�H���}l$m`n$ikj�uN��ikn$x°i ��v�ikx���r��m`��j���l`l�i �´l$��v�v���l`l{�������Y��n`pr��okm$prikj�l�y�n`��l$���rm�IU|�>rÁ � �BA���n`i��Upr����l

okj2prjUm`��n`��l$m`prj�u�������oqn`m`�Yn`�f��n`iqx m$����v�ikjU�k��j#m$prikj�oq���rikukprv���n`iqukn$okx2xprj�uHm`����ikn`�q�[�{m[l$��i��Hl
m`��oqmPprj�hHs�wÜp�mHprlfj���v���l$l`oqn`�q��prj+uq��j���n$ok���tm`iv�ikj�l$pr����nPoqj��>v�iqx0��prj���l`���q��n`oq��l`��v�v���l`l �����
����n`pr��oqm`prikj�l0oqj���m`����p�nokj�l$�}��n`l2m$i���l`m$ok���rprl`� m`��oqm �nW & �Yik�r��l��H�H����n`��oql2ikjY���Cikj��
l`��v�v���l`l �������Y��n`pr��okm$prikj�p�ldj���v���l$l`oqn`�2prj0l$m`okjY��okn$�0��iqukprv���n`iqukn`oqx2xp¯j�uY���H�Y�Hikm`�Y��n}n$��l`�Y��m$l
p�j5m$��prlHm`����iqn`��x okn$��x2ikn$�P��prn$��v�mH�rp���m`prj�uql}i ��n`��l`���rm`lfprj2m`�Y�R�riqukprvP��n$ikuqn`okxx2prj�ufm`����iqn`�q�
�H��� hHs�w C v!����x���Yn`i��Upr����lPo ��n`oqx2����ikn$±2prj>�H��prv!�>m$�����rp���m$p�jYu�i �}n`��l$���rm`lf��n$ikx s�w

m`i2hHs�wCprlHok�rxikl`mdm`n`pr�Uprok���
�[�n`�����roqv�prj�u�m$��� GN��n`��n$okj��-��j�pr�k��n$l`�z�U�0oqj+oqn`��prm$n`okn$�2v�iqjU�
l`m`n$okprjUm0��ikxokprj �2����j�p � ok�Yp��rprm{���#��v�ikj�l$m`n`oqprj#m0l$okm$p�l ��okv�m`prikjt�Hh��rokn`± � l����U��ok�rprm{��m`����ikn`�
�#�o0v�ikn$n`��l$��iqj���prj�ul`okm$prl{��oqv�m`prikj´�ßv�iqx2���r��m$�Pm$����ikn$�k����m`v ����x2iql`m�n`��l$���rm`lzy�okj��-���k��j5m$����prn
��n`iUi���lÛ|��rp���m���n$ikx s�wCm`i0hHs�w��U�H�����rp���m`prj�u�prlH��prl`v��Yl`l`���+prjukn`��okm`��nH����m`oqpr�tp�j >rÁ ���BA{� 6 �Yn{�
m`����n$x2iqn`���Ux2iql`m�iq����n`okm$prikj�oq�#oql`����v�m$l}i ��s�wCy�okj��0w�n`iq�riku#|·v�okj0����p�jUm$��n`��n$��m`���2okld��iqukprv�oq�
ik����n`oqm`prikj�l��kokjY�zv�ikjYl`���U����jUm$����m$����l`�Hiq����n`okm$prikj�ldy�ok�rm$��ik��uq��j�ikm�m`����prn�p�x���r��x2��j#m$okm$p�i�jYlÛ|
ok�rl`i��p���mHm$i+hHs�w�� fj�����okn$���5�!²�oqx2���r��prlPx2oqm`v!��prj�uY���H��prvÛ�-p�lf��l`����prj>��oqn`prik��lPs�w�l`�Ul �
m`��xl5y���� u�� ��Gfhf� 7����`w�n$ik�rikuU|zoql0o���okl$p�l~��iqn0o��t��v�m`prj�u�m$���5v�ikx����m$okm`priqj�n`���r� �Pm$���
v�ikn$n`��l$��iqj���prj�u2iq����n`okm$prikj5prj+hHs�wCprlHv�iqj�l`m$n`okprjUmH��jUm`oqpr��x��jUm >rÁ��/� Aß�
�H���z����pr�rikl$ik���U�0i ��m`�Y��hHs�w C v!����x� >�Á�Ã��BA�uqp��q��lH��n$p�xokv��0m$i0m`����l$m`n`�Yv�m`��n$� � i��k��n

�H��prvÛ��v�ikx2�Y��m`oqm`prikj5prl�����n ��ikn$x2���·��okj����r��l`l~��n`iqx2prj���j�v���m$i+m$���0m`�Y��ikn$� 70� ! ����o��k�
��ik�r�ri��}���8m`�Yp�l0oq����n$ikokv!�t� GNi��}���k��n���prm0prl0ok�rl$i���ikl$l`pr���r�5m`i�l`m$okn$m2�Hprm`��o�l`okm$prl{��oqv�m`prikj
v�ikx���r��m`��m`����ikn`�D7¸y�l$�����d��ikn��!²�okx���r� >rÁ � �BA |f�Hprm`�Yik��mzn$�!����n$��j�v��5m$i+o-l`m`n$��v�m$��n`��� ! �
v�okj�oqn`��prm`n$okn$p��r�>v!��iUiql`�0o>xi#�Y����i�� 7 oqlzm`���0l$m`n$��v�m`�Yn`� � okj���m`�Y�2l`oqx2�zn$��l`�Y��m$l�oq�U�
���r�k� 9Pj�iqm`����n+��oqn`prokm$prikj >rÁqÁ=@BAzv�ikjYl`pr����n$l+oCv�ik�r�r��v�m$prikj A i���l`m`n$��v�m$��n`��l-okj��=�Y� � j���l
��¾�¿�ºH�{º³½\m4¿�½�y1 z|�m`i>�Yik�r��p��8��iqnzl`iqx2��l`m`n$��v�m$��n`� � v A �}���o��k� � o à +2; �� ! ��oq±k��n
��ikn$x2l�i ��m`�Y�}l$ik��j��Yj���l`ldokj��zv�ikx2�Y����m`��j���l`l�i���l$��v�v���l`l{�����t����n$p���oqm`prikjYl�ok�Y���r�Rprjzm$��prl�v�oql`���

� ¤��~©�§�§�© C �� ������
�¬�«�§��©�¦
�[iqm`m`iqx0�{���2�³²´��v���m`priqj���oqlHprm`lHx2oqprj0��l`��prj2��oqm`ok�Yokl`�~ok�����rprv�oqm`prikj�l��[�H���zl$��m{�{okm �ßo �ßm$p�x�
��n`iUv���l$l`prj�u��rprx2prm`lzm$���>jU��x0����n�i��zokv�v���l`l$��l>m`i�l$��v�iqj���okn$��l`m`iqn`oquk�>prj�v�ikx��okn$prl`ikjCm`i
m`�����r�!�{okm �ßo �ßm$prx2�0��n$i#v���l`l$p�jYu�y�okl0prj�m$ik�U�{��i��Hj8�³²´��v���m`priqj�|!�HokjY�8m`�Y�+l$prx2���r��l`��xokjUm`prv�l
ukpr�k��lHuqn`��oqmHl`v�iq��� ��iknH�U����n$�2iq��m`prx2p ��oqm`prikj·�
�[iqm`m`iqx0�{���2�³²´��v���m`priqj>prlHok�rl`i���iqn`xok�rp �����0oklHo0m$n`oqj�l`prm`priqj+l$�Ul`m`��x>� 6 iknH���k��n$�2n`�Y��� !

i��[m`���f��iqn`x �lU|��À�� � À:�=�:�`À�� , p�ji#Øokj��5���q��n`�l`��mP�@i�����okv�m$lPm`�Y��n`�zprl�o0m`n$okj�l$p�m$prikj

����� � . �zU|� � o � � U|� � ÀF��à Á À=�:�=�!À!¿>okn$�����r��x2��jUm$lHi����~À�� o à � � X|�f0
,
�
� , �
� � 0*� � à � � /



���

�{j8��n$p��³�`�}m$����jt���}���o��k�z� � � ��ä �
�
y���|!�[��ikn����k��n$�8l$��m�� okjY�8���q��n`�Cn`���r�9!-p�jb#

yßä �
 ��okl���� � j�����prj C ��v�m`prikj I#|³� 9Pj��!²���v���m`prikj�prl�o�l$���U����j�v��-i��Rm$n`oqj�l`prm`priqj�l����{m�prl
�fJVF M p��H��okv!�Cn`���r�2prlzoq�����rpr����p�j � j�prm`���r��i���m$��jt�>�H����rp�xprmPi��Hukn$ik��jY��p�jYl`m`oqj�v���l0i ��l$��m`luk��j���n`okm$�����U�>��oqprnR�³²´��v���m`priqj�l�prlzprj��Y������j�����jUm�i��Pm`�Y�0ikn`�Y��n�prj��H��prv!��m`n`oqj�l`prm$p�iqj�lzoqn`�
ok�����rpr���t�UokjY�2prl}n$��ukoqn`�����+oql}m$���Pn$��l`�Y��mHi ��m`���f��iqm`m$ikx0�{���0�!²���v���m`prikj·�[���)%Aprl}oqj2prj�prm`proq�
l`��m�i�����oqv�m`lfokj��k# prlHo0��n$ikuqn`okx-��okj�� �@p�lfm`���~n`��l$���rmRi �[o���okprnH��ikm`m$ikx �ß����!²���v���m$prikj
m`����j �°à=ä�ädy # �R%~|�à � ��#� �!y %~|�okj�� > > #�A A�y$> %�A��[|[à > �A��H�

9Pj2�³²´��v���m`priqjR%@à�� � � � � � Ä4Ä�Ä � � � Ä4Ä�Ä A\:�M c�FrI J A\: D�p��`�q��iqn[l`iqx2�H¼ okj��0���q��n`�
���=¼>� � �}à � �0� ! �~l`o��i#)p�l � IBF A J MYa p¯����iqnH���k��n`� � jYp�m$�zprj�prm`prok�tl$��m�i�����oqv�m`lC%^okj��
���k��n$�5��oqp�nH�³²´��v���m`priqjt��m`�Y��n`��prlPo ��l`��v!��m`��oqm > � � A � à > � � A � ��iknHok�r���� ����GHi������k��n��
�!²���v���m$p�iqj2v�oqj����Hj�iqjU�ßm$��n`xprj�okm$p�jYu������k��j0�H����j�m`���H��n$ikuqn`okx)prl � j�prm`okn$��oqj���m`���Hprj�prm`proq�
l`��mfp�l � j�prm`���
� < Jyc ?
hH: � ��� h�iqj�l`pr����nHm$������iq�r��i��Hprj�u���n$ikuqn`okxd# iqj2m$���zv�iqj�l`m$n`okprjUmH��iqx2okprj������ ,t�

� Ë�����×UÎ U � Ë���Î
� Ë��tÎ U � ���

� Ë��tÎ U � ���
C m`n$okpruk�Um{��ikn`��okn$�=��ikm`m$ikx �ß����v�iqx2���Ym`okm$prikj�ukpr�k��l . �ty ��|kU � � �UÀ1�ty ��|kU � �
KUÀ1�ty ��|CU ��� �UÀ:�:�=� / � . �·y ��|CU � � �UÀ1�ty ��|CU ��� KUÀ1�ty ��|PU � � �UÀ:�:�=� /´��okj��
��iU��lPj�iqmHm`��n$x2prj�oqm`��� ! ��ok�rl`i���o��k� �r�g�ty�j �
 |dàEj �
 ��ÁHà . �·y ��|Qo���v��	/U�

9°j���v���l`l$okn$�+m$��v!��j�pr�U����prl}m$i�m$��l`mH�H����m`����nHo�j����Ü��okv�m�prl}l$����l$��x2����U�0m`���fv���n`n$��jUmPl$��m
i��[��oqv�m`l���okjY�>okv�v���x0���rokm$�Riqj��r�5��j�l`�Y��l`��x���5��oqv�m`l�� 9)��okv�m �tyV+��|PU���prl�D K � D K c :�e �U�m`���~��okv�m`l3�·yf+��|�U � �!À6�[à^Á À=�:�=�!À!¿8y��Hprm`�5n`��l$����v�mzm`i-y'�2ÀF5H|`|�p�� � o à �QW � ,� , � � �!�H�H���
m`n`oqj�l`prm$p�iqj�lHprj5m`����x2iU��p � ���2��ikm`m$ikx �ß���0�³²´��v���m`priqj>x2iU������okn$�

��� � �9! m �U»'�Ymky{ä �
 yL�R|³À���|
�H����n`��! m �U»'��mqy �5À���|�����prxp�jYokm`��lH��n$ikx �ãoq�r�[���r��x2��j#m$lzl`�Y��l`��x�����#�	�� �Nj�����n�m`��prl
�!²���v���m$p�iqj>x2iU���������q��n`� � jYp�m$okn$�2��n$ikukn$okx m$��n`xprj�okm$��lHikj���k��n$� � j�prm`��prj�prm`prok��l`��mQ%��
�HjU��iqn`m$��j�okm$���r�k��vÛ�Y��v!±#prj�u-l`����l$��x2�Ym`prikj>prl�v�iqx2����m$okm$p�iqj�ok�r�r�2�³²´����j�l$pr�k����prj�uq��j���n$ok���

���}m`���~v�ikj�l$m`n$okprjUmP��iqx2okprj5y�2À65H|���iU��l�j�iqmHl`okm$prl{���m`����prj���������j�����j�v��0i���j���uqokm`����v�iqjU�
l`m`n$okprjUm`lzm$����j�m$���0��n`iq���r��x i ��l$��i��Hprj�u5m`��oqm�o+jY���)��okv�m�prlzj�iqm�l`����l$��x2����prl�okmz�r��oql`m
7Pw��{��okn$��y�l$��� > Ã/� KBAt��iknHm$���z��n$iUi���prj5ikjY�Rv�ikj�l$m`n`oqprj#mH�Yikx2oqprj�|!���{j5v�iqj�l`m$n`oqp�jUmf��ikxokprj�l
�Hp�m$�>prj���������j��Y��j�v���i��[j���uqokm$���>v�iqj�l`m$n`okprjUm`lfm`���~��n`iq���r��xåprlHj�ikmHl$i2��oq�t�}m$���zj����A��okv�m
ikj��r�8jY������l5m`iC���-vÛ�Y��v!±k���Aokuqokprj�l`m0iqj��5��oqv�m2oqm2o�m$p�x� >�Á���� A{�¹y{h��rokl`l$prv�ok�f��okm$ok��oql`�
ik��m$p�xp ��okm$p�iqj�lHokn$��oq�rl`i2xikn$�z��p�¶2v����rmP�Hprm$��ik��mfprj���������j�����j�v��2i �}j���uqokm$����v�ikj�l$m`n`oqprj#m$l
>�ÁBI �q��Á����BA{�¯| 9A��n`oqukxokm`prvHoq����n`iqokv!�2m$i0m`���f��n`iq���r��x i���l`�Y��l`��x��m`priqj2prj-����� ,2prl�ukpr�k��j
p�j > Ã/� KBAß� C ikx2�~�}iqn`±>o��qikpr��lPm$������n`iq���r��x i �}l`���Yl`��x��m`prikj-�#�-ok�r�ri��Hp�jYu0ikj��r�5ukn$ik��j��
��okv�m$lPprj2m$���z��oqm`oq��okl$�Roqj��5prj#m$��n`x����prokm$�Pv�iqx2���Ym`okm$prikj�l��

F �k��jA�Hprm`�=l$����l$��x2��m$prikjt�Pm$����n$��prl5l`m$p��r�fm`������n`iq���r��xãm`�Yokm2�³²´��v���m`priqj@x2pruk�Um�j�ikm
m`��n$x2prj�okm$�2y ��ikn��!²�oqx2���r���tp�� #Óprl�j�ikm � j�prm$okn`��|³� �H�Y�0ok����n$ikoqvÛ��i���>rÁ I I:A}prlRm$i5n`��l$m`n`prv�m
m`���0v�iqj�l`m$n`oqp�jUm���iqx2okprj�l �Sm$i5m`��iql`���H��prvÛ��ikjY���-����n$x2prmPm$����v�ikx����m`oqm`prikj-i�� � jYp�m$���r�
n`����n$��l`��j#m$ok���r�n`���rokm$prikj�lf��n$ikx � j�prm$���r�>n`���Yn`��l$��jUm`ok�Y���0n$���rokm$p�iqj�l��<�H�Yp�l�n$���U��prn`��x��jUmRprl
l`�rpruk�Um`�r�z����ok±q��n�m`��oqj0n`���U��prn`prj�u~m`��oqm[ok�r����n$ikuqn`okxl�okn`� � j�prm`okn$�k�q����m�p�m�prl[j�iqm[v��r��oqn}m$��okm
m`����n$��p�ldoR�Yn`okv�m`prv�ok����p��t��n`��jYv�����=H��uqn`��m$m`oq���r�k�k�q��n`�~������v�iqj�l`m$n`oqp�jUm���ikxokprj�l�l`okm$prl{����m`��prl
v�ikj��Yp�m$prikjt��oqj��5m`��iql`���H��prv!�+�Yi0��o��k���rprx2prm`�����!²���n$��l`l$p��q����i�����n��
�H���5ok�rm`��n$j�okm$pr�k�5prl�m$i�m`ok±q�5ok����oqj#m$okuq�2i���#åoqj��8o�l$����v�p � v>�U����n`� y�iqn0o�v��roql`l0i��

�#�Y��n`pr��l!|!� 9åm$n`oqj�l{��iqn`xokm`priqj�m`��v!��j�pr�U���>l$��v!�=okl�x2oqukprv0m`��x2���rokm$��l > Ãkâ K�A���n`iU����v���l2o



� �

��n`iqukn`oqx # � � m`��oqm2prl2���U��pr��oq����j#mm`i #¸��iknm`����l`����v�p � v��U����n`�q� fm`�Y��n5m`��v!��j�pr�U����l
>�ÁBI Kq�PÁ��/�q�[Ã/���´��ÁBI �BAPoqm`m`��x2��mzm$i>����n`m$����n0�rprx2prmP�!²���v���m`prikj��U�����rokv�prj�u>v�ikj�l$m`n`oqprj#m$l0okm
ok����n$ik��n$prokm`����ikprjUm`lPprj5m`�Y����n$ikuqn`okx-��9PjYok�r�Ul`��lfv�okj�������l$����m$i2v!����v!±>m$��okmf�!²���v���m$prikj
i���m`�Y�Pn`��l`���rm`prj�u���n$ikukn$okx^m`��n`x2prj�oqm`��l�>�Á���Á���Ã�ÁqÁ�� ���:A{�kok�rm$��ik��uq�0x2iql`m��}iqn`±���okl�prukj�iqn`���
m`���zv�ok��oq��pr��prm{��i��[��l$p�jYu�v�iqj�l`m$n`oqp�jUm$lPprj2m$���zokjYl`����n`l��
h�ikx2�Yokn`oqm`pr�k�����~��prm$m`�r�P��ikn$±0��oklH������j5��iqj���ikj2m$���zjU��m$lHokj����iq��m$l}i ��prx2�Y����x2��jUm`prj�u

��iqm`m`iqx0�{���z�!²���v���m`prikj~��iqn�hHs�w-��n$ikukn$okxl����Hprm`�zoq���qm`���H��ikn$±�ok����n$��l`l$prj�u�m`����v�ikjYl`m`n$okprjUm
��ikxokprj������ ,t�6>�ÁBI/IBA�l`��uquk��l$m`���-m`������l$�zi���p�jUm$��n`��oq��l��#v�ikx2�Y��m`���oklHm$������n`i4¡³��v�m`priqj+i ��o
v�ik�r�r��v�m$p�iqj2i ��v�ikj�l$m`n$okprjUm`l���oql}m$���P�Yokl`prld��ikndp�jY���!²�prj�uzikj0v�ikj�l$m`n`oqprj����5��okn$p�oq���r��l�� C ���q��n`oq�
��p�����n$��jUm2��oqm`o�l$m`n`�Yv�m`��n$��l���ikn$prukprj�ok�r�r�>�����k���rik��������ikn�l`��oqm`prok�H��oqm`oq��okl$��l0ikn0v�iqx2���Ym`o��
m`prikj�oq��uq��ikx��m`n$�k����o��q��������j���n$ik��ikl$����oqlHok���Yn`ik�Yn`prokm$����iknHprj��Y�!²�p�jYu >�ÁBI/IU�tÃ/�/Kq���/K3Aß� 9
j����^��okm$o5l`m`n$��v�m$��n`��}oqlR�Yn`��l$��jUm`���Cp�j >�ÁBI �BA[�H��prv!��xprj�prx2p6����lHokv�v���l`l$��l0m`i5l`��v�ikj��Yokn`�
l`m`iqn`oquk��� 9 l`iqn`m{�¯¡!iqp�j�oq�rukikn$prm`��x ��ikn}¡³ikprj�l�ikj�v�iqj�l`m$n`oqp�jY���8��oqn`prok���r��l~p�l~ukpr�k��j�prj > �/KBA{�
�H��okm[�Yok����n[ok�rl$iR�Yn`i��Upr����l[oz�U����n`��ik��m$p�xp ��okm$p�iqj�x2��m$��iU��ik�rikuq�H��iqn[v�iqj4¡!��j�v�m`pr�k�H�U����n$pr��l
m`��oqm}v�oqj2��oq�rokj�v��fm`���fv�ikl$mHi���v�iqj�l`m$n`oqp�jUm�x2oqj�pr�����rokm$p�iqj�okukoqprj�l`m[m$����v�ikl$m}i ��m`n$ok��prm`priqj�ok�
��okm$ok��oql`�ziq����n$okm$p�iqj�l��

�·¤<;�©�¦[¬ «�¨�¨ 
U¦�§<;�©�¦4=�§�¨@?��¦�§ �[© ��{¬�� ¨�©���¨@? CDC��¦ �
h�ikj�v��Yn`n`��j#m0�Yn`ikuqn`oqx2x2p�j�u0�rokj�uq��okuq��lzoqn`�0�rokj�uq��okuq��lz�H��prv!��ok�r�ri��@m`�Y�2����l$v�n`pr��m$prikj�i��
v�ik�r�r��v�m$p�iqj�l0i��P�Yn`iUv���l$l`��l5�H��prv!��x2o��>prjUm`��n$okv�m0�Hprm$�8��oqvÛ��iqm`����n��8�{j�v�ikjYv���n`n$��jUm2v�iqjU�
l`m`n$okprjUm}�riqukprvH��n`iqukn$okx2xprj�u�yßhHhHs�w[|��rokj�uq��okuq��l��Uv�ikxx0��j�prv�oqm`p¯iqjzokjY�2l`�Uj�v!��n$ikj�p ��oqm`prikj
okn`�~����n ��ikn$x2���-�#�okl$l`��n$m`prj�u5okj��5m$��l`m$p�jYu0��iqnHv�ikj�l$m`n$okprjUm`l��f�H���zik����n$okm`priqj�ok��l`��xokjUm`prv�l
i��Pm`�Y��l`�5�rokj�uq��okuq��lzoqn`�2�U��prm$�2l`prxp��roqnPm`i-m`���m`ik�´�ß��i��Hj��³²´��v���m`priqj �Y��l`v�n$pr������prj C ��v³�
m`prikj �´� GHi������q��n���m`�����p�����n$��jUm�v�ikjUm`�!²�m�prj8�H��prv!��m`������okn`���l`���8n`��l`���rm`l0prj�o>�r��l$l`��n
p�x��iqn`m$okj�v��fi��[m`�Y�Rv�ikn`n$��l`��ikjY��prj�u2�rikuqprv�ok��l`��xokjUm`prv�l��

6 iqn[m`��prl[�Yp�l$v���l$l`prikj�}�H�Hpr�r��v�iqj�l`pr����n�ikjY���~m`���Nµ�okm[oql`±q�{m`���r��hHhHs�w���oqj�uk�Yokuk��l��U�H��prvÛ�
�}��n$�z��� � j����5prj?> Ã�Á:�q��Ã�Á I:A��Yokl`���+iqj2pr����oql[��n`ikx >�Á��/�BA{� ! �H����n$m`����nHn`��l$m`n`prv�mfik��n�okm$m`��j´�
m`prikj�m$i>�rokj�uq��okuq��lz�Hprm`��iqj��r�>v�ikxx2prm`m$���U�{v!��ikprv��zjYikj�����m`��n$x2prj�prl`x y�l`iqx2��m$prx2��l�v�oq���r���
��ikj � m �ßv�oqn`�fj�ikj��Y��m`��n$x2prj�prl`x5| �kxikn$�Huk��j���n`ok���rokj�uq��okuq��l��Hp��r�����P�Yp�l$v���l$l`���5prj C ��v�m`prikj �U�
6 iqnHx2ikn$�P����m`okpr�rlHi��[hHhHs�wC�rokj�uq��okuq��l���l$��� > Ã�Á:@q� �kâBA{�
	k��l$m[okl[w�n$ik�rikufv�okjz���H�Upr���}����oql�o�±Up�jY�zi���hHs�w>�roqj�uk��oquk����iq��m`oqp�jY���z�U�zoP�Yokn`m$prv����rokn

vÛ�Yikprv���i��}v�iqj�l`m$n`oqp�jUm���iqx2okprjt��l$i2xikl`mHv�ikj�v��Yn`n`��j#m~��iqukprvz�rokjYuk��oquk��lfv�okj>�����#pr��������okl
v�ikj�v���n`n$��jUm hHs�wC��oqj�uk�Yokuk��l � ���

9@��n`iqukn`oqx n`�Y���~m`ok±q��lHm`�Y�P��ikn`x

��U ��º �å�~½\m � �/o-�
�H����n`����prlRoqj�oqm`iqx>�5� prl�o5v�ik�r�r��v�m$prikj>i ��oqm`ikxl��tokjY����º �>oqj��>½\m@� ��oqn`�0v�iqj�l`m$n`okprjUm`l��
�5okjU�0m`n$��okm$x2��jUm$l[i���v�iqj�v���n$n`��jUmfv�ikj�l$m`n$okprjUm}�rokjYuk��oquk��l[��x2���ri���o��roqj�uk��oquk����okl$���5ikj0o
��n`iUv���l$lPoq��uq����n$oRprjU�kiq�r�#prj�ufokl$±0okj��0m$���r����n$prx2prm`pr�k��l > Ã�ÁBI:Aß�U����md�}�f��l`�fm`���fl`�UjUm`o�²0ok��i��k�
m`i0��x����okl$p ����m`����l`prxp��roqn`prm`pr��l[m$i�iqm`����nRhHs�wC�rokjYuk��oquk��l��

6 iqn�m$����l`ok±q�}i ����n$���Up�m{�q�k���}�Yn`��l$��jUm[o�l`prx2���r��n�m`n$okj�l$p�m$prikjzl$�#l$m`��x^m$iP����l$v�n`pr���Pm$���}iq�U�
��n`oqm`prikj�oq�tl`��xokjUm`prv�l�m`�Yokj2m$����m`n$okj�l$p�m$prikj0l`�Ul$m`��x prj C ��v�m`prikj��U��GHi������q��nHprx2���r��x��jUm`���
��oqj�uk�Yokuk��lPv�oqj>x2oq±k�Pm$���zl$okx2����n$okuqx2okm$prvPv�iqx2��n$ikx2prl$��l}iqj5m`��l$m`prj�u5v�ikjYl`prl`m$��j�v���y�okj��

�A4 
��!ók÷ "�%�%{"{ó����Y%ß�!ù¯��() + +�� , ö¯þ�ók�����!ó���þ � &���"{ù ù�ù¯�!ó'�"k���"�ú� 7"k�1) +���� , þ�øk��
tþ�øk��
ö¯�t÷`�!ó( U" $k�Yö ókþ ö¯õ�"
��øk"[
t
��U�z�¯%{�!ýP"8
��!%	�#�



���

p�x���rprv�okm$p�iqj�|fokl�n`�!µ���v�m`���=prj8m`�Yokm�m`n`oqj�l`prm$p�iqj�l`�Ul`m$��x>�C�H���2l$m`okm$��l0prj8m$��prl�m$n`okjYl`prm`prikj
l`�Ul`m$��xå��o��k�fm`���f��iqn`x � �zÀ� �d�H����n`�C�@prl�o�v�iq�r����v�m`prikji���okm`iqx2l[oqj��i @prl�o�v�iq�r����v�m`prikj
i��}v�iqj�l`m$n`oqp�jUm$l���9fj#�l`m$okm`��v�oqj>���~okj>prj�prm`proq��l$m`okm$�����H���zm`n$okj�l$prm`prikj�lfprj+m$���zm$n`okjYl`prm`prikj
l`�Ul`m$��xåokn$���

� � ����À� �"W
�
�r� ����À� �-y � àE��| ����º � � ½\m@� � �

p¯�3�lU ��º �¸��½\m@� �/oB�)prlHo0n`�Y���~i��)#)n$��j�okx���5m`i0j����°��oqn`prok���r��ls+���5�5oqj����2��o��q�Rm$���
l`okx�H��n`����prv�okm$�Pl`�Ux0��ik����� o àE W�2)+� �0à ��0 ��º �zoqj�� � o à +29 0 ��à ��0 �´º ��0 ½\m � ���
=Hik�Yuk���r�Pl$����ok±Uprj�u��kofm`n$okj�l$p�m$prikjzv�oqj�iUv�v���n��Hp�m$�zl`�YvÛ�0ofn`���r�[�Yn`i��Upr������m`����okv�v���x0���rokm$���
v�ikj�l$m`n$okprjUm`l[prx2�Y���fm`����okl$±zv�iqj�l`m$n`okprjUm�okj�����i�j�iqm�v�iqj#m$n`oq��prv�m[m`�Y�}m$���r��v�ikjYl`m`n$okprjUm�� C ikx�
��oqj�uk�Yokuk��lH��l`��ikj��r�m`���zoql`±v�ikj�l$m`n$okprjUmH��iqnHl`�Uj�v!��n`iqj�p ��okm$prikjt�H�{mPprlHl$��i��Hj>prj > Ã��BA�m$��okm
l`��v!�>�rokjYuk��oquk��l�okn$�zl`m$n`prv�m`�r�����l`lH�!²���n$��l`l$p��q��m$��okj5oql`±q�ßm$���r�t�rokj�uq��okuq��l��

9Pj>iq����n$okm$p�iqj�ok��l$��x2oqj#m$prv�lHl`��v!��oklfm`����ok��i��k��prlPj�iqmPv�iqx2���r��m$���r�0��oqprm`�U���Y�tm`i2on`��oq�
�!²���v���m$p�iqj=i���m`���-��oqj�uk�Yokuk� �[l`prj�v��>prm0prl���iql`l`pr���r���iqn0m{�}i�okm$ikx2l�m`i����5n`���Hn$prm`m`��j=l`p��
x0���rm`okjY��ik��l$�r��prj0okj�!²���v���m$prikj5��jU�Up�n$ikj�x��jUm[�Hprm`�v�ikj�v���n`n$��j�v��q�}�H���fok��i��k�fl`��xokjUm`prv�l
ikj��r��ok�r�ri��Hl[n`���Hn$prm`prj�ukldm`i����fp�jUm$��n`�r��o��q���t� 9 �³m`n`�Y�Pv�iqj�v���n$n`��j�v�� �l`��xokjUm`prv�l��#�Yokl`���2ikj
ukn`oq���U�{n`���Hn$prm`prj�u���prl}uqp��q��j5prj?>rÁ �YÁ1Aß�

9P�r�Uokl`±q�{m`���r�UhHhHs�w-��n`iqukn`oqx2l���o��k�dm`���d��ik�r�ri��Hprj�uPc ` I `VA\` IBF = F ALa > Ã�Á:KBA´iqn�D A J � F h F ALa > � KBA
��n`iq����n$m{���}����� �zÀ� ��W

�
� � ��À� 0� �dokj�� � o àE +� �'W� 0��m$����j�r�~À� +� � ��W

�
� � ��À� +� � �!�[�H��prl

��n`iq����n$m{�>��n$i��#pr����lH��iqnPl`prx���r�Pl`iq�r��m`prikjYlHm`i2l$ikx�R�Yn`ik�Y����x2lHprj5��prl`m`n$pr����m`���>v�ikx����m$p�jYu
n`���rokm$����m`i5n$���rp�oq��pr�rp�m{�q� ! ����j��riUik±q���>okm�prj�o2x2iqn`�zuq��j���n$ok�d��n`oqx2����ikn$±?>#�/KBA{��l$m`oq��pr��prm{�
l`����xl�m`i�����ikjY�}oq����okjUm`oquk�[i ��hHhHs�w-�rokj�uq��okuq��l�i��q��n�ikm$����n[�rokjYuk��oquk��l ��xikl$m���n$ikukn$okxl
p�j-v�ikjU�k��j#m$prikj�oq���roqj�uk��oquk��lN��iknfv�ikjYv���n`n$��j�v���okn$��jYikmPl$m`oq���r���z�{m�p�lfprj#m$��n`��l`m`prj�u5m$i2j�iqm`�
m`��oqm�oHjYikm`priqjzi���uk�riq��ok� ��okpr�r��n`��y�okl�n`���Yn`��l$��jUm`���p�j C ��v�m`prikj �H�U��m`�Y�[l`m$okm`��� ������|��Y��l`m$n`i��Ul
l`m`oq��pr�rp�m{�q� H�zv�iq��n`l$����m`����n$�>okn$�5ok�rl`i���n$okuqx2okm$prv0n`��oql`ikjYl0��iqn0�}oqj#m$prj�u�m$i�o��kiqp��Cm`��prl
j�ikm$p�iqjzprjzo�v�ikjYv���n`n$��jUm[�rokj�uq��okuq��� 9C��n$okx2���}iqn`±P�H�Yp�v!�z����n$x2prm`l�j�ikjU�{x2iqj�ikm$ikj�prv[hHhHs�w
��oqj�uk�Yokuk��lHp�lH�Yp�l$v���l$l`���>prj > Ã��BA{�

9 ��n$ikukn$okx prl eg:�A\:�M c�FrI J A\: p������q��n`�5n`��okv!��ok�Y���~l`m`oqm`�zprlH����m`��n$x2prj�okm$�����H�Y��n`�zo0l$m`oqm`�p�l�����m$��n`xprj�okm$�Pp������k��n`�2l$���r��v�m$���>okm$ikx^ukpr�q��l}n$prl`��m`i�okm�x2iql`m[iqj��QW
�
m$n`oqj�l`prm`priqjt�®h�iqjU�

l`���U����jUm$���q�f��ikn���k��n$�°prj�prm$p�oq�Hl`m$okm`� �R���q��n`� ��oqp�n0�Y��n`pr��okm$prikj=n$���Hn`prm`��l>m`����l`oqx2�5okm$ikxl
�Hp�m$��m$���0l`oqx2�zn$���r��l���ikn����q��n`������n$pr��okm`priqj>��oqpr��l����H�U��l�j�iqjU����okpr�r���>����n$pr��okm`priqj�l��#�5���³�
m`��n$x2prj�okm$���Yn`ikuqn`oqx2lH��n`ikx¸okj�prj�prm`prok��l`m`oqm`�0��p��t��n���n$ikx¸��okv!��ikm$����nziqj��r�5p�j�m`�Y�0ikn`�Y��n
i��}n$���Hn`prm`prj�u-y�oqj��>m`�Y��n$��j�okxprj�u�i �}n`�Y����lÛ|!� C ���Yl`m`oqjUm`prok����okn$m`l�i��[x2oqjU�2��n$ikukn$okxl}oqn`�
����m`��n`x2prj�oqm`� � #q���H�Y�Hp�jUm$��n`��l$m[prj��Y��m`��n$x2prj�oqm`�H��n$ikukn$okxl�okn$prl`��l���n`ikx)okj����r��ukoqjUm[l`��xokjU�
m`prv�l~��ikn�l`�YvÛ�C��n`iqukn$okx2lf��okl$���8�Y��iqj�v��rikl`�Yn`�0ik����n$okm`iqn`l > Ã�Á �BA{� 6 iknz���k��n$��v�iq�r����v�m`prikj
i��Pokm$ikxl/�z��m`�Y�0l`��xokjUm`prv�l�i��/�^prlzuqp��q��j��#��m`�Y������j�v�m$prikj ��� y  ~|zà]2 4�67  +�[�H����n`��r�zÀ� �CW 


�
� � ��À� +� �³�/+��prl�m`������n`���0��oqn`prok���r��l�i ��� �zÀ� �!��oqj�� �r� ��À� +� �fprl�o � j�oq��l`m`oqm`���

�H��prl}l$��x2oqj#m$prv�l[prl[�!²�m`��j������>prj > Ã�Á���Atm`i�ozv�iqx2��ikl$p�m$prikj�oq�#oqj��0�����r���~ok��l$m`n`oqv�m�l`��xokjUm`prv�l
i��[okn$��prm`n`oqn`�0��n$ikuqn`okxl���9@l`��xokjUm`prv�lH�Yokl`���+iqj5m`n`oqv���lfp�lHuqpr�k��jp�j > Ã/@BA{�

6 iqn��Y��m`��n$x2prj�oqm`����n`iqukn`oqx2l��}�Hoq��l$iP��o��q�}o�v��r��oqj�oq�����rprv�okm$prikjzi ��m$���Hv��rokl$l`prv�ok�Y��iqukprv�oq�
l`��xokjUm`prv�li���o���n$ikukn$okx >rÁ � ��A{� ��� � �zÀ� �iW 


�
� � ��À� +� �m`�Y��j # 
�À�� o à �u0  X

2
4�67 ���f0s +���H����n$�9+� p�ldm`���N��n`���f��okn$p�oq���r��l�i�� � �zÀ� �!���{j0v�okl$��lH�H����n$�P�!²���v���m`prikjv�okj0���

�A8 ���!%���øk"f �%{��!%{�!ýPþ 
�"z÷`�!ókþ ö¯õ�"{%!ú�õ�"$��" %�ýHö ók����"d �%ß��!%ß�³ýPþ}÷$�!ó  #"z÷�øk�³%ß��÷$��" %�ö��{"$õ�þ�0�ó�����÷`� ö¯÷`�³ù ù60
 0���øk" �r�!ù ù¯��
�ö ó'�÷`�!ókõ�ö¯� ö¯�!ó������³%}"���" % 0  k�!ö %}����%�"�ù¯"$þ
�r%{"{ók�³ýP"`õz�! k�³%ß�$ú#"$ò4÷$"{ k�"���³%}ö¯õ�" ó�� ö¯÷`�!ùYøk"`��õ�þ �
���	��
 � � �������� ����� � �³ókõ����	��
 � . ��������� .���� . ö ó[� øk"U �%ß��!%ß�³ýzú1
�"�øk� ��"�5 � 6�� ����
 � � � ��
 � .!� ������� � ��!% 5 � 6"� ���#
 � �$� ��
 � .� ������� . �{��	ñóHù¯�!ó'�"k���"$þ 
�øk"{%{"t �%{��÷`"`õ�"�%{"`þU÷$�!ó( #"�ø�ö¯õ�õ�"{ó � ��þ�ö óHýP�!ó70[ �%{�4÷$"`þ�þ�!ù��"3 �%{�
���³%�ý!"�ù¯��� ö¯�`ókþ ���!%���øk" %ß"Uö¯þU�·%ß"$þ�� %�ö¯÷$��ö¯�³ó��!ó}� øk"Uö ó�ö¯� ö¯�!ù�þ�������"`þq��øk"�÷ ù¯��þ�þ#����õ�"$��" %�ýHö ók��� "� �%{��!%{�!ýPþ
ö¯þtù¯�!%(�"{%!ú� 7"k�Yö¯þtók���tþ��}"$��þ ö ù60}÷�øk�!%{��÷$��" %�ö��$"`õq�



� �

uk��oqn`okjUm$������j�ikmHm$i2l`�Yl`����j���okjU�2oqm`ikx prj���� � j�prm`���r�q��m`����l`iq��j���j���l`l�okj��5v�iqx2���r��m$��j���l$l
n`��l$���rm`lH��iknHl`�Yv�v���l$lRoqj����okpr�r��n$�P��iq���-y�l$��� C ��v�m`priqj Kq|!�

�·¤��d�¦ ��«�2=�§�{¬�� �t§ 
U¦>=��©�¦4=
! �+�Yp�l$v���l$l0p�jCm`��prl0l$��v�m`priqj l$ikx�2ok�Y��prm`prikj�oq�[�rprj�uk��prl$m`prv0����okm`�Yn`��l ��ikn�m`iq�U�ß�Yi��Hj hHs�w
��oqj�uk�Yokuk��l��

�
&'%�&	���-0 4'+�� 4'+�7 .���9)(�*��	��8-.�2�.�4�*�+d�-0 9J9
�H���zokprx i �3W �[m$n`okjYl`prm`prikjYlHp�lfm`i0�!²�m$n`okv�mPoklHx0�YvÛ�prjU��ikn$x2oqm`prikj0oqlHp�lHn$��okl$ikj�oq���r����n$ikx
m`���z�Yokl`l$pr�k�zv�iqj�l`m$n`oqp�jUm$l��tl`im`��oqmHm`���z�Yn`okjYvÛ�Yp�jYu0i��3W

�
m$n`oqj�l`prm`priqj�lPprlHn`������v����·�R�H����n`�

okn`�~l`���q��n`oq��ikm$����nfm`��v!��j�pr�U����l�����l$���>iqnH��n`iq��iql`���t�Y��iknHoqv!��pr���Up�jYu�m$��prlHn`��l$���rm��
�{j?> ÃkâqÃBA�prm[prl[l$��ukuq��l`m$���5m`��oqm}prjU��iqn`xokm`priqjzv�okjok�rl`i~���f�!²�m`n`oqv�m`���2��n`ikx^m$���Poqm`ikxl�p�j

o�l$m`okm$���[�H���fv�ikj�l$m`n$okprjUm}�!²�m$n`okv�m`���>��ik�Y�������Roqj0ok���Yn`i�²�prx2okm$prikjzi ��m`���fokj�l$�}��n$lHm`izm$���
okm`iqx>���H��prl}iq����n`okm$prikj5v�okj5���z�!²���n$��l`l$�����U�okj2oq����prm`priqj�ok��m`n$okj�l$p�m$prikj5n`���r���

�r� ����À� �À�ä �~W 7 �r� ����À� �À�ä �z� �

�H����n`�Pm �´½\! �-�!½�y ��À� z|�àE� � GN��n`�Pm �´½\! �-�!½�prl[of����jYv�m`prikj�l`oqm`prl{���#prj�u�#'
�À�� o à@y ��0� z|~W ���
�H��������ok�r��oqm`prikj0i �~m �´½\! �-�!½�������n{��iqn`x2���2okmdn`��jU�{m`prx���#prjU�kiq�r�k��l[oqj2oq��l`m$n`okv�m�y�ikn�ok�Y��n`i�²U�
p�xokm$�4|[�³²´��v���m`priqj+i ��� ��À� �À � �³� 6 ikn��!²�okx2�Y��� �#p��)#Ø��� � jY��l3��Hprm`�2m$���f��okv�m`l��ty!Á�À�Ãk|dokj��
�ty �´À$IU|[m$����j>m$����v�ikjYl`m`n$okprjUmP�!²�m$n`okv�m`���>�U�zm �´½\! �-�!½�yH�·y �·À��U|!À �k|dx2pruk�Um[���C� à �zÂ=Á �

9=x2iqn`���Hp��Y��l`��n$��ok�0m$��v!��j�pr�U���Pprl�m`i~x2iU��p����Pm$���Hikn$����n[prj0�H��prv!��okm`iqx2l�okn`�Hl$���r��v�m$���t�
�5ikl$m®hHs�w>l$�Ul`m`��x2l���x2�Y��i��fm`���Hw�n$ik�rikuf���³��m{�{m`i �ßn$p�uq�Um�v�iqx2����m$okm$p�iqjPn$���r���[�H��prl�prx2�Yn`i��k��l
m`�����!��n$ikuqn`okxx2o���pr��p�m{� ���U�5��n`i��Upr��prj�u�o2��n$����prv�m`oq���r��µ�i��@i �®v�ikjUm`n$ik���6GHi������k��n��t�H����j
okj>oq����n`iq��n`proqm`��µ�i��Ai��[v�iqjUm`n`iq��prlP�Yokm`o �ß�Y������j�����jUm�iknH�q��n`�5v�iqx2���r�!²�y���iqnH�!²�okx2�Y��� ��p�j
v�ikx0��prj�oqm`iqn`prok��l$��okn$v!�>��n`iq���r��x2l!|[uqn`��oqm`��nNµ��!²�pr��pr�rp�m{�0prl�n`���U��prn$���t�
PjY�2l`iq�r��m`prikj�m$i>m`�Yp�l���n$ik���r��x prlzm`i�prj�v�iqn`��ikn`oqm`�o>��okm$o��{��������j�����j#m0v�ikx2�Y��m`oqm`prikj

n`���r�2prj�m$���2�rokjYuk��oquk���5�H��� 9fj���iqn`n`o-��n`prj�v�pr���r� > Ã/KqÃBA�prjU�kiq�r�k��l�l`������v�m`prj�u�����m$��n`xp�jYokm`�
okm`iqx2l��4p�����iql`l`pr���r����y19�����m`��n$x2prj�okm$��okm`iqx@prltokjzoqm`ikxA�H��prv!�zikjY���fukpr�k��l�n`prl$�}m$iHikj���W

�
� �

m`n`oqj�l`prm$p�iqjt�¯|�9=l$��v�ikjY�2ok�Y��n`iqokv!�0prl�m$izok�r�ri���m`�Y�H��n`iqukn`oqx2x��n�m$iRoqj�j�iqm`okm$�H��okn$m`l[i ��m$���
��n`iqukn`oqxæy�okm$ikxl�����n`���Yp�v�okm`��l��}v���oq��l`��l��H�r�r� | m`i-��n`i��Upr���0o>xikn`�~µ��!²�pr���r�2v�ikx2�Y��m`oqm`prikj
n`���r�>m$��okmp�l��Hj�ikj���m`�����r��l$l��z��n$ikuqn`okxx2���·� �H��prlok����n$ikoqvÛ����okl��prikj�����n`���=prj°w®n`ik�riqu
�`� >#���BA[okj�� ����� w�n$ik�riku >rÁ ���BA{���H���0ok��m$ikxokm`prv�okjYj�ikm$okm`priqj>i��H��n`iqukn$okx2l�>rÁ��JI:A}��n$prj�ukl
m`��prlPoq����n$ikokv!�5v��rikl$��nPm$i0m`��� � n`l$m���9@m$��prn`�5ok���Yn`ikoqv!�>prlHm`i0prjUm`n`iU���Yv��zv�iqj�l`m$n`��v�m$l���n$ikx
v�ikj�v���n`n$��jUmR�riqukprvP��n$ikuqn`okxx2prj�u�prjUm`i�m`���z�roqj�uk��oquk���[�H�Y��n`�zoqn`�z�Yokl`prv�oq�r���0m{��i0��okn$pr��m`pr��l
i���m$��prl+oq����n$ikokv!�t�Cuk��oqn`�����An`�Y����l>okj�� uk��oqn`�����Aokm$ikxl��^�H���>��ikn`x��n0prjUm`n`iU���Yv���l>o
v�ikxx2prm`m$���U�{vÛ�Yikprv��zoql`����v�m�p�jUm$i2m`�Y�0��oqj�uk�Yokuk� ���H����n$��okl�m`���0�roqm`m`��nzprlRo5��oqn`prokjUmPi ��m$���
l`��v�iqj��>oq����n`iqokv!�t� 9P�r�tm`����l`�zoq����n`iqokv!����lfikn$p�uqprj�okm$���0��iqnHv�ikjU�q��jUm`prikj�oq�t�rikukprvH��n$ikuqn`okxl��
����mHm`�Y�Rpr����okl���p���mdm`i�v�ikj�l$m`n$okprjUm}�rikuqprvP��n$ikukn$okxl��koqj��2m$����n`�~okn`�fj�i��=l$���k��n$ok����n`iq��iql`ok�rl
��okl$���>ikj5m$����l`�~p��Y��okl�>rÁ=���q��Ã/� IU��ÁkÁ���ÁkÁ:�q��ÁkÁ=K3A{�
PjY�z��iqm`��jUm$p�oq�t��n`iq���r��x �Hp�m$�2��l$prj�u0uk��oqn`�����+n$���r��lPprlHm$��okmHm$����v�ikx���r��m`��jY��l`lfi���m$���

ik����n`oqm`prikj�oq��l$��x2oqj#m$prv�lH�Hprm`�5n`��l$����v�mzm`im`���~��iqukprv�oq��l$��x2oqj#m$prv�lHi��[m`�Y����n$ikuqn`okxÓv�okj>���
��iql`m����H��prl�prj�v�iqx2���r��m$��j���l$l���okl�l`��i��Hj~m`i�����o��kiqpr������prj 9Rs�w C >rÁ��/�BAty�xi#�Y���riHp�j � j�prm`���r�
�����ro��k����oqm`iqx2lÛ|³������m~m`��oqmz�}iqn`±��}oql�����o��Upr���-n`���rprokjUmziqj�����m`��n$x2prj�okv��k� C x2ik�r±�o > Ã �JIBA
��prl`v���l$l`��l~o��rokjYuk��oquk��i���uk��oqn`�����-n`���r��lH�H��prv!�5�!²�m`��jY��l�9Rs�w C oqj��5o0x2��m$��iU��ik�riquk�~��ikn
�!²�m`��j��Yp�jYuzo���n`���Yp�v�okm`�H�Y� � j�prm`priqj��Hprm`��j�����uq��okn$������n`���r��l[l$��v!�0m`��oqm[v�iqx2���r��m$��j���l$l[v�okj



�V�

����n`��m`okprj����t�����k��j2m`�Yik��uq�0�!²���v���m$p�iqj2��ik���r�0prjU�kiq���q�}prj��Y��m`��n$x2prj�oqm`�Hv�iqx2x2prm$m`���U�{v!��ikprv�� �
�H��� 9fj���ikn$n`o D ��n$j����Ps·okj�uq��okuq�5y19 D s�| >rÁ=���BA}ok�rl$i>v�ikx0�Yp�jY��l�m`��� 9Pj���iqn`n$o>��n`prj�v�p��Y���
�Hp�m$�>uk�Yokn`�Y���>n`�Y����l��P�H����n`��m`���zprjUm`��n`��l$mRprlfp�j5��n$i��Up��Yp�jYu0o0��oqj�uk�Yokuk���H��prv!�5l`���Yl`��x��l
m`���z�³²´�Yn`��l$l`pr�k�z��i�����nPi �®hHhHs�wC�rokjYuk��oquk��l�okj��>hHs�w8�roqj�uk��oquk��l��
����okn$�����okm`iqx2l�okj��t�Ux2iqn`�Huq��j���n$ok�r�r�k�kuq��okn$�����0uqikok�rl[m$ok±q�Hm`���N��ikn$xu�/W�&A�H����n`�/�

p�ldozv�ikjYl`m`n$okprjUm � (�okjY��&Aprl�ozukiqok����& prl[o���okpr�rok���r����ikn��!²���v���m$prikj0ikjY���~�H����j9��prl[prx2���rpr���
�#�0m$����v���n$n`��jUmHokv�m`pr�k�fv�ikj�l$m`n$okprjUm`l�� ! �fv�ok�r�
�Pm$���QG K J M�e =�` IBD A�M JVFrI A oqj��9&@m$��� eg:�h J a :�eG ` J h ��9f�rm`��iq��uk��m$���2��jY����n`�r�Uprj�u>x��v!��okj�prl$x2l�okn$�2�k��n`��l`prxp��roqn���uq��okn$�����8oqm`iqx2l�okj��
uk��oqn`�����n`���r��l���p��t��n}l$����l$m`okjUm$p�oq�r����okld��prj�uq��prl`m$p�v�����okm$��n`��l���l`prj�v���uq��okn$�����0okm$ikxl�v�okj2���
v�ikx0��prj����Rv�ikj4¡!�Yj�v�m`pr�q���r�R�H�Y��n`��oql�uk��oqn`��l�prj�uk��oqn`�����~n`���r��l�okn$�[v�iqx0��prj�������prl�¡!�Yj�v�m`pr�q���r�k�

�
&���&)(�*��	��	 9 � (�*�+
,/.�0J2�4'+�.',
C ���k��n`ok���rokj�uq��okuq�}v�ikj�l$m`n`�Yv�m`lHm$��okm[v�okj0���Pl`oqpr��l$p�x���r��m`i����fv�ikx���r�!²zv�ikjYl`m`n$okprjUm`l���o��k�
������j�ok��������m`i+hHs�w=�roqj�uk��oquk��l�� ! �zv�okj�v��rokl$l`p����5m`�Y��x oqlP��ik�r�ri��Hl��Hm`��iql`�0�H��prv!��p�x �
���r��x2��jUm��diUik�r��oqj�v�ikx0��prj�oqm`prikjYlRi �zy�uq��j���n$ok�r�r��l$p�x���r�4|fv�ikjYl`m`n$okprjUm`l�okj��Cm`��iql`��H��prvÛ�
����l`v�n`pr���okj>oq�>��iUv���i ��m`��j>ok���Y��prv�oqm`prikj´�ßl$����v�p � v��tn`���rokm$prikjt� 6 oq�r��prj�u�prjUm`i2m$��� � n`l$mRv�okm`�³�
ukikn$�zokn$�Hl`iqx2�[prx2�Y����x2��jUm`oqm`p�ikj�lti ��v�ikjYl`m`n$okprjUm[��prl�¡³��j�v�m$p�iqj >rÁkÁ:Kq� �kÃBA�y�l`iqx2��m$p�x��ltv�oq���r���
�!v�iqj�l`m$n`��v�m$pr�k����prl�¡!�Yj�v�m`priqj �#|�oqj��0m`�Y�Pv�oqn`��prj�oq��prm{�ziq����n`okm$ikn�>rÁkÁ4Ã A{���{jUm$izm`���fl`��v�ikj��5v�oqm{�
��ukiqn`����oq����m`�Y�/m@� m4¼zm4¿�½Pv�ikj�l$m`n`oqprj#m�>#���BA{�Uokj��m`���C��»�¼2» � �q½ ���gmzv�iqj�l`m$n`okprjUm�i�� > Ã:A{�Uokx2iqj�u
ikm`�Y��n`l��>�H����l`�v�ikjYl`m`n$okprjUm`l�okn$�0ok�rn`��oq���>oqv�v�ik�Yj#m$������iknzprj�m`���0iq����n$okm$p�iqj�ok�dl`��xokjUm`prv�l
i�� C ��v�m`prikj �U��l`prj�v��+m$������v�oqj8���2v�iqj�l`pr����n`������oql`l`pr�q�2v�iqj�l`m$n`okprjUm`l�prj 5f� GNi��}���q��n��[prm
ok�rl`i0v�oqj>���z��l`�³������m$i2�Upr���Am`����x oklfok���Yp�m$prikj�lHm$i0o0����m$m`��n �ß±Uj�i��Hj-v�ikj�l$m`n$okprjUmP��iqx2okprj
y�prj��������t�tm`��prlHprl}�Yi��°m$�����2oqn`iql`�4|³�
�H���5v�okn$��prj�ok�rprm{��ik����n`oqm`iqn0v�okj����>��l`��� m$i��!²���n`��l`l2oqjU���di#iq�r��okjCv�ikx0��prj�oqm`prikj�i��

v�ikj�l$m`n$okprjUm`l�� 9@��l`�~i���m$��prlHv�ikx0�Yp�jYokm`iqn[��oqlHm`���f��iqn`x��y � À3> �J��À=�:�=�!À���,�A{À��R|³�#�H�Y��n`�zm$���
� ��oqn`�zv�ikj�l$m`n`oqprj#m$l�okj�� � okj���� oqn`�z��oqn`prok���r��l��H�H��prlP��l$���!²���n$��l`l$��lzm$��okmfm`����jU��x0����n
i���v�iqj�l`m$n`okprjUm`l�� ��m`�Yokm�okn`�fm`n$���P�rpr��l�����m{������j5m$���P��oq���Y�Hi�� � oqj��0m`�Y�R��oq�r���Hi����@y���i�����n
okj��>�Y������nz��iq��j��>n$��l`����v�m$pr�k���r��|!���d�>v�iqj�l`m$n`okprj�prj�u � �^Ázm`�Y��v�iqx0��prj�okm$ikn�n`���Yn`��l$��jUm`l
m`���f��prl�¡!��jYv�m`prikj�i���m$���Hv�iqj�l`m$n`okprjUm`l ���U�zv�ikjYl`m`n$okprj�prj�u��=àAâ�m`���Hv�ikx0��prj�oqm`ikn�n`���Yn`��l$��jUm`l
m`���5v�iqj4¡!��j�v�m`prikjCi��Rm$���2jY��ukoqm`prikj�l�i���m`���5v�iqj�l`m$n`oqp�jUm$l��8�H���5v�oqn`��prj�oq�rp�m{��v�iqx0��prj�okm$ikn
p�l�prx2�Y����x2��jUm`���+�U�>m$��l`m$prj�u5�H����m`�Y��n�m$����v�ikj�l$m`n$okprjUm`lzoqn`����jUm`okpr�r�����U�>ikn�prj�v�iqj�l`prl`m$��jUm
�Hp�m$�5m`����v�iqj�l`m$n`okprjUmPl$m`iqn`����okj��5v�iqx2��oqn`prj�uzm$����j#�Yx0����n$lHi�����jUm`okpr�r���okj��5prj�v�iqj�l`prl`m$��jUm
v�ikj�l$m`n$okprjUm`l>�Hprm`� m`������ok�r����l5i � � oqj����z� ! ����j � oqj���� okn`��j�iqm2ukn$ik��jY�t�Rm$���
v�okn$��prj�ok�rprm{�5v�ikj�l$m`n$okprjUmRv�okj���n$i#�Y��v��0o2v�ikj�l$m`n`oqprj#m�iqj�m$����l`���okn$p�oq���r��l��0y 6 iqn��!²�okx2�Y��� �
o���m$��n[ikjY�Hv�ikj�l$m`n$okprjUm[prl���ik��j��0m$i����Hprj�v�iqj�l`prl$m`��jUm	� v�oqj0���Hv�ikj�l$m`n`oqprj����0�U�
� ��¿���Á �¯|
�{jzv�ikjYl`m`n$okprjUm���oqj�uk�Yokuk��l��Hprm`��iq��mt��prl�¡³��j�v�m$p�iqjt�koqjzprj#m$��j������z��prl�¡!�Yj�v�m`priqj�� � yf+��|�S � � yV+��|

x0��l`m����~n`����n$��l`��j#m$�����#�o0��okprn�i���v��rok��l$��l
�tyV+��| U|� �4yV+��|
�tyV+��| U|� � yV+��|

�{j+o0l$prx2���r�PhHs�wC�rokjYuk��oquk�Pm$��prlHn`���Yn`��l$��jUm`okm$prikj-��ikn$v���lHo0v!��ikprv���m$i0���zxok����y�����m{�}����j
m`���fm{�}iz�Yp�lr¡!��j�v�m`lÛ|³�}h�ikj�l$m`n$��v�m`pr�q�P��prl�¡³��j�v�m$p�iqj�n$�!����n$lHm`i�m`�Y�P��prn`��v�m}�Yl`�Pi ��o~��prl�¡!��jYv�m`pr�k�
v�ikj�l$m`n$okprjUm��Hprm`�Yik��mzprxx2����pro�m$���r�+xok±Uprj�u0o>v!��iqp�v������{j�l$m`��oq�8oqj�okv�m$p��q�0v�ikjYl`m`n$okprjUm�prl
v�ikx����m`�����H��prvÛ��prlzo5l$o����ok����n$i�²�p�xokm$p�iqj5m`i>m$���0��prl�¡!�Yj�v�m`priqj�p�j�m`�Y�2v�iqj#m$�!²�m�i ��m$���
v���n`n$��jUm�v�ikj�l$m`n$okprjUm�l`m$ikn$�3 ����{jzm$���[v�iqj�l`m$n`oqp�jUmt��iqx2oqp�j%���� >rÁkÁ:KBA#l`�Yukuk��l`m`l�m{��iH��iql`l$p��Y���

� = ÿz"[�³ù¯þ��d #" %�ýHö¯��� øk"�÷`�!ókþ�� %ß�!ö ó��������������� � � �



� �

ok����n$i�²�p�xokm$p�iqj�l���iqj�����okl$���ziqjRoq����n$i�²´prxokm`prj�u���oqv!�zv�ikjYl`m`n$okprjUm� �0)� ����l`prj�uHm$���[��iqx2okprj
i��t��okv!����okn`proq���r�[okj���m`�Y�Hikm`�Y��n�y��r��l`ldokv�v��Yn`okm$���r��|�ok���Yn`i�²�prx2okm$prj�u}��okv!�0v�ikjYl`m`n$okprjUm���l`prj�u
m`���fp�jUm$��n`��oq��v�iqj�l`m$n`oqp�jUm$l���iknd��okv!�2��oqn`prok�Y��� ���H���P�Yp�lr¡!��j�v�m`prikj�ldi���m`�Y��l`�fok����n$i�²�p�xokm$p�iqj�l
p�l���okl$pr�����!²���n$��l`l$���0okl�okjzoqv�m`pr�q�[v�ikjYl`m`n$okprjUm�� 6 iqnt�rp�jY��okn�okn`prm$��x2��m$prv >#�qÃBA#l`�Yukuk��l`m`l�m$���}�Yl`�
i���m`���dv�ikjU�k�³² �U���r�qi���m`���dn`��uqp�iqj�lt��� � j������#�fm`���dm{�}iHv�iqj�l`m$n`oqp�jUm$l�oqltm`���dok����n$i�²�p�xokm$p�iqjt�
7Hikm$�Pm$��okm�m`���fv�ikjYl`m`n$��v�m$p��q����prl�¡!��jYv�m`prikj0������o��Uprikndv�ik���r�0���Piq��m`oqp�jY������n`iqx^m`���fv��rok��l$��l
��ikn��5��l$prj�u�m$���zx��m`��iU��l�i��6> ÃkâqÃ�A{�
�{j>m`����l`��v�ikj���v�oqm`��uqikn`�q�����zx��jUm`prikj5m{��i0v�ikj�l$m`n$��v�m`l~��l`�����Hprm`�5m`�Y� � jYp�m$�z��iqx2okprj

l`ik�r�q��n�i���hGN�`w��5m@� m�¼9m�¿�½�y �5À � À�jP|��!²���n`��l`l`��l�m$��okmPj prlPm$��� � � m`�����r��x��jUmPprj>m`�Y���rprl`m
� ��f����n$okm$p�iqj�ok�r�r�q��prmPoq���ri��Hlfv�ikj�l$m`n$okprjUm`l�ikj>��p�m$����n�m`�Y��prj����³² � iknf���r��x2��j#mPj@i��}m$���
��prl$mRm$i>���0n`�!µ���v�m`���C�U�>v�ikjYl`m`n$okprjUm`l�ikj�m`���0iqm`����n�� 6 ikn��!²�okx���r���tp�� �æprlRv�ikj�l$m`n`oqprj����
l`i�m`�Yokm � v . Á À �´À �E/0m`�Y��j m � m�¼9m�¿�½�y �5ÀJ>rÁ�À�Á�À�ÃUÀ �UÀ �UÀ @:A{À\jP|Nv�okj�v�iqj�l`m$n`okprj j l`i�m$��okm
j v . Á�À�ÃUÀ � /5oqj��t��l`prx2pr�rokn$���q��p��Qj prl�v�ikj�l$m`n`oqprj����=l$i�m`��oqm j|v . Á�À �UÀ � /m`�Y��j � prl
v�ikj�l$m`n$okprj�����l`i�m`�Yokm � v . Á À³Ã´À$IYÀ �E/U� ;f��v���oqn`oqm`pr�k���r�q��m$���9��»�¼» � �q½ �L� m>v�ikj�l$m`n`oqprj#m�i��
> Ã3A��!²���n$��l`l$��l�o2v�iq���r��v�m`prikj>i �[��prj���oknPprj����#�Yok�rprm`pr��lHikj-p�m$lPoqn`uk�Yx2��jUm`l�� C ���q��n`oq�[��n$ik���r��xl
m`��oqm2v�oqj=���-�!²���n`��l$l`���@oql2prjUm`��uq��n2�Yn`ikuqn`oqx2x2prj�u5��n$ik���r��xl0v�okj ���>�³²´�Yn`��l$l`���@�Hprm`�
��»�¼» � �k½ �L� mq� f����n$okm$p�iqj�ok�r�r�q��prmz������o��q��l0l`iqx2���H��oqm���p�����n$��jUm`�r����n$ikx m`����}o���hGH�`w
�}iq���r�+�Yl`��oq���r�0m$n`��oqmHm`���zprj����#�Yok�rprm`pr��l��

�
&��
& � ,E9J0���� 9���+�9f� (�*�+
,/.�0J2�4'+�. ,

h�ikx2�Y���³²2v�ikj�l$m`n$okprjUm`lPoqn`��uk��j���n`oq�r��� �!���Yp��rm�prj ��m$i0m`���~��oqj�uk�Yokuk� �[�H����n`�~okn`�~��n`iq��iql`ok�rl
m`i��!²�m`��j��5hHs�w��rokjYuk��oquk��l[m$izok�r�ri��8m$���P�Yl`��nHm$iz��� � jY�Pj���� v�ikj�l$m`n$okprjUm`l���m$ikuq��m`����n}�Hprm`�
p�j´����n`��j�v���n`���r��lHl$����v�p¯���#prj�u0�Yi��=m`���~j����Av�ikj�l$m`n$okprjUm`lPn$��okv�mP�Hprm`�m`���zv�ikj�l$m`n`oqprj#mHl$m`iqn`���

9å��okl$p�vok���Yn`ikoqv!� prl�m`i���l$�5uk��oqn`������v��roq��l`��l��=�H���5j���� v�ikj�l$m`n`oqprj#m0�Yn`����prv�oqm`�>prl
��� � j����>�Hprm`�2uq��okn$�����5v��rok�Yl`��l����H����n$��m`����uk�Yokn`�YlHl`����v�p����2m$����v�okl$��lPprj0�H��prv!�5m`����v�iqjU�
l`m`n$okprjUm}prl[m$iz���Pl`prx���rp � ���t��okj��0m$���P��iU����p�ldokj0���U��pr��ok�r��jUm[v�ikj4¡!�Yj�v�m`priqj0i���v�iqj�l`m$n`okprjUm`l��
�Hl`prj�uk� !�¾�»�¿ ��y ��|�y�iqnzo>l$p�xpr��oqnPv�iqj�l`m$n`��v�mÛ|�okl�o>uq��okn$��v�ikj�l$m`n$okprjUm��[prmzprlzl`m$n`oqp�uq�Um{��iqn{�
�}oqn`�5m`i0prx2�Y����x2��jUm[�riUv�ok�t�Yn`ik�Yokukoqm`prikj-y�p�� ���[��n$ik��oqukokm$prikj2i ��uqn`ik�Yj��5��ok�r����l!|!� ! �fukpr�k�
okj��!²�okx2�Y����i �®m$��prl���l`��prj C ��v�m$prikj8ÁqÁ���Á���okj��)> ÃYÁ4ÃBA[��oklfikm$����n��!²�okx���r��l�� C ikx��x2ikn$�
uk��j���n`ok����iqn`xl[i�����n`iq��okuqokm`priqj2v�oqj+oq�rl`i����z�³²´�Yn`��l$l`�����Hprm`�5uk��oqn`�����+v���oq��l`��l��
�H���z��ikn`± >#� �BA�v�oqj+����l`����j�oqlHokj2�³²´m$��j�l$p�iqj>i���m`��prlHx��m`��iU�t���H���zjY���°v�ikj�l$m`n`oqprj#m$l

i#v�v���n�oklz��n$����prv�oqm`��l��[okj���uq��okn$������n`���r��ly�v�oq�r������v�iqj�l`m$n`oqp�jUmzl$prx2���rp � v�oqm`prikj5n`�Y����lÛ|�oqn`�
��l`���5m$izl`prx2�Y��p����fm`���fj����=v�ikj�l$m`n`oqprj#m$l�� GNi��}���q��n���m$���Puq��okn$�����0n$���r��l}xo��z��o��q�Hm{�}i0y�ikn
x2ikn$�4|�okm$ikxl�prjzm$���[����oq�t� F ²���v���m$p�iqjzx2oqm`v!����ltm$��������ok���Hprm`�~oHv�ik�r�r��v�m$p�iqj�i���v�ikjYl`m`n$okprjUm
okm`iqx2l�prj�m`���ukiqok��okj���n$������v���l0m`i�okj����U��pr��ok�r��jUm�v�iqj4¡!��j�v�m`prikjCi��Pv�iqj�l`m$n`okprjUm`l����H��prl
x2��m$��iU�>ok������oqn`l�ok���r��m`i�!²���n`��l`lzxikn`����i��}��n{������l$ik�r�Up�jYu0x2��m$��iU��lPm$��okj>m$���zuq��okn$�����
v��rok��l$��l�� 6 iqn��³²´oqx2���r����m$n`okjYl`prm`pr�Uprm{�zi��tm`���H�Yl`��n �ß��� � j����5v�iqj�l`m$n`okprjUm � mV��v�okj0���Hl`����v�p � ���
�#�m`���~n`���r�

� ����Ë �[Í	�tÎtÍ � ����Ë
�[Í���Î8ÖUÖUÕ�É�qÇ ��� � ����Ë��®Í	��Î�Ï
�H����n`��okl�prm}prlHj�iqmHv��r��oknf��i��=m`i0�³²´�Yn`��l$lRm$��prlHprj2o0ikjY�!�ßoqm`iqx0�{����n �ß�Y��ok�uk��oqn`�����-v��rok��l$���
9¹�Yn`o��H��oqvÛ±5i �}��o��Uprj�u0x0���rm`pr���r��okm$ikx2l�����i������q��n��tprl�p�jY�!¶2v�pr��j�v��q���{j���oqn`m$p�v����rokn��tprmPprl
j�ikmzv�����oknz�H����m`����n0v�ikj�l$m`n`oqprj#m~l`prx2���rp � v�oqm`prikj5n$���r��l�v�okj���n$i#�Y��v��2prj�v�n`��x��jUm`ok�Ny�prj�m$���
l`��j�l$���Y� � j����-p�j C ��v�m$prikj8Á�âU��Á4|�v�ikj�l$m`n`oqprj#mfl`iq���q��n`lH�³²´v�����mPprj5l`prx���r�Hv�okl$��l��

9@��p�����n$��jUmHok���Yn`ikoqv!�?>rÁkÁ��BA���n`iq��iql`��lfm`����prjUm`n`iU���Yv�m`prikji����!prj����!²�prv�oq�	�~m`��n$x2l��H��prvÛ�
n`�!����nRm$i�oql`����v�m$lRi �[m`���sD A J A@: i���m$���zv�iqj�l`m$n`oqp�jUmHl$ik�r�k��n~y�m$�#�YlH��n`i��Upr��prj�u�o0��prxp�m$������iqn`x



� �

i���n`�³µ���v�m$p�iqj�| � �q�®h�iqj�l`m$n`oqp�jUm$l[v�ikjUm$okprj�prj�u�m`����l`�Pm$��n`xl[okn$�Hv�ok�r�r���0prj����³²´prv�oq��v�iqj�l`m$n`okprjUm`l��
okj�����n$ikx^m`�Y��l`�fp�jY���!²�prv�ok��v�ikjYl`m`n$okprjUm`l���l`��n{�{��� � j����+v�ikj�l$m`n`oqprj#m$l}oqn`�H���Yp��rm�� C ����v�p � v�ok�r�r�k�
>�ÁqÁ �BA���prl$v���l`l$��lHo���oqj�uk�Yokuk�Hi��q��n � j�prm`�f��ikxokprj�l��H��prv!�2v�oqj2okv�v���l`lHm$����v���n$n`��jUmH��iqx2okprj
okj�����������nzoqj����ri�����n���iq��j���l~ikj�m`������ok�r����i��}o5��oqn`prok���r�z�Yl`prj�u5m`���0prj��Y�!²�p�v�ok��m`��n$x2l
�#¾�¼-y �>|!��¼�� �·y �>|�oqj��>¼ ��¿�y �>|�n$��l`����v�m$pr�k���r�q���{j����³²´prv�oq�[v�iqj�l`m$n`okprjUm`l���o��q�zokj�ik����n$o��
m`prikj�oq�[l`��x2okjUm$p�v�l�����okv!��v�iqj�l`m$n`okprjUmz��� � j���l�o5x2��m$��iU�>i��H��n`iq��okuqokm$p�iqjt� 6 iqn��!²�okx2�Y��� �
m`���v�ikj�l$m`n$okprjUm � ��¿=â�� � ¼�� �ty �>|Pv�ikjUm`prjU��ok�r�r�>��j´��ikn$v���l�m`�����������n���ik�Yj���i����åm`i>���
����l`l�m`��oqj>iknf���U��ok��m$i2m`�Y�z��������n���iq��j��>i �����P�H��prlPl$okx�R������o��Upriknfv�okj-����ik��m$okprj����
p�j0o � j�prm`�H��iqx2oqp�j~l`ik�r�q��n[�Hprm`��m`���fv�ikjYl`m`n$okprjUm �������U����mdm`���fok����oqj#m$okuq�}i ��p�jY���!²�prv�ok�
v�ikj�l$m`n$okprjUm`l�prlPm`�Yokm�m`����n`��p�lfukn$��okm$��nzv�iqj#m$n`iq��i��k��nR�Yn`ik�Yokukoqm`prikj·�}�Hprm`� � � � �}�~ok�rl`i
��n`iq��okuqokm`�~vÛ�Yokj�uq��l�p�j-m`���z�ri�����nP��ik�Yj��>i�� � m`i �����H����n`��oqlR���zv�oqj>o��kiqpr�+m$��prlP�Hprm`�
p�jY���!²�prv�ok��v�ikjYl`m`n$okprjUm`l�� 9 �Yp�l$v���l$l`prikjCi��Hokj�p�x���r��x2��j#m$okm$p�iqj5i��Hp�jY���!²�prv�ok�[v�ikj�l$m`n`oqprj#m$l
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l`prm`prikjYok�tn`�Y����l�y�l`��������iknH�!²�oqx2���r����>rÁ �/KBA�|³�
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��j�p � v�oqm`prikjt�z�H�Y��iqm`����n�xokprj5x2iU��p � v�oqm`prikjp�l�m$��okm�ukn$ik��jY��j���l$lzx0��l`mH����n`�����roqv������U�
m`���zv�ikj�v�����m�i��[o0��okn$p�oq���r�P����prj�u0����m$��n`xprj����5�U�2m`�Y�zv���n$n`��jUm�v�ikjYl`m`n$okprjUm`l~y�l`��� C ��v�m$prikj
Ãk|!� 6 iqnR�³²´oqx2���r����o+l$o����0v�ikx2�Y��m`oqm`prikj>n$���r� >rÁ:K/@BA}xo��+l$���r��v�m�o5j�ikjU�{ukn$ik��jY��j���ukokm$���
okm`iqxå��n`i��Upr�����-ok�r��m$������oqn`prok�Y����lHp�j-m`����okm$ikx okn`������m$��n`xprj����>�U�5m`����v���n$n`��jUmzv�ik�r�r��v!�
m`prikj�i���v�ikjYl`m`n$okprjUm`l�� C prx2pr�rokn$�r����m$���5��� � jYp�m$prikj�i���okj�ok�r�ri��}����n`���r� >rÁ=K/@BAf��ikn�o8hHs�w
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PjY�zok���Yn`ikoqv!�+prl�m`i0oq��ok��m�m`�Y�zok���Yn`ikoqv!�+i ��xokm`�Y��x2oqm`prv�ok�U��n$ikuqn`okxx2prj�u~y�ik����n$okm`priqj�l
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� � X�2 � ���=�:� ��� � �U��iqnH���k��n`� �`�
�H���Pl$��n`�q��� >#�kÃBA�v�iqjUm`okprj�l®����n`m$����n�����n`l`����v�m$pr�k��lfikj0m`�Y� 6 ik��n$p���n[��okn$p�oq���r�}����prxp�jYokm`priqj

m`��v!��pr�U�������{m[oq�rl`izv�iqjUm`okprj�ldoz��prl`v��Yl`l`priqj2ikj0�Yi��8m`�Y�P��l$l`��jUm`proq�tm`��v!��j�pr�U���fi�� 6 iq��n`pr��n�v�okj
����ok��oq��m`����m$iP����n{��iqn`x)��n`i4¡³��v�m`priqj�prj�ikm$����n���ikxokprj�ltl$��v!��oql��rprj���okn�prj#m$��uk��n�v�ikj�l$m`n`oqprj#m$l
okj��5m`�Y�z��iUiq����okj2�Yikx2oqprjt�

! � � j�prl`�5����n`���#�5x��jUm`prikj�prj�u~m`���zjYikjU� 6 iq��n`pr��nfok�rukiqn`prm`�Yx2l[i ��>rÁ�Ã/�q��Á��/@BA{���{j-l`ikx�
v�prn`v���xl`m$okj�v���l��U��l`����v�prok�r�r�z�H����j0m`���Hxokm`n$p�²Rn`����n`��l$��jUm`prj�u�m`���Hv�ikj�l$m`n`oqprj#m$l[prl�����j�l$���#m$���
ok�rukiqn`prm`��xAi���>�Á�Ã/�BA�v�oqj����[��okn�x2iqn`���!¶2v�pr��jUm��q�{m�prl����Yi��}���q��n��������rpr���k����m`�Yokm�m{�U��prv�ok��hHs�w
��n`iqukn`oqx2lz�Yn`iU����v��-l`��oqn`l`�5xokm`n$prv���l����H���ok�rukiqn`prm`��x i � >�Á��/@BAP��oql�m$���2oq����okjUm$okuk��ik��l
��n`iq����n$m{�>m`�YokmPprmfv�okj>�Yn`iU����v���okj-ok����n$i�²�p�xokm$p�iqj0i��[m`�Y����n$i4¡!��v�m`prikj>p��[m`�Y��l$p	����i �®m$���
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%���&���&�� 2 � �E.�0J2 � � 4'+�7
�H���2prl`l$���2�Y��n`�p�l~m`i>n$��l`m$ikn`�m`���l`m$okm`�i��Hm`���v�ikjYl`m`n$okprjUmzl`iq�r�k��nzm$i>o>��n$���Uprik��lzl$m`oqm`�
y�ikn��#oqm�����okl`m��#oqj����#�Yp���oq�r��jUm�l$m`oqm`�4|³���H���Hx2iql`m�v�ikx2xikj�m`��vÛ�Yj�pr�#�Y���k��ik�r�ri��Hp�jYuPw�n`iq��iqu��kprl
m`���zm$n`oqp��rprj�uzi ��v�iqj�l`m$n`oqp�jUm$lH�H����j>m$�����2oqn`��x2iU��p � ���0�#�m`����v�iqj�l`m$n`oqp�jUmHl$ik�r�k��nHoqj��2m$���
n`��l$m`ikn$okm$p�iqj0i��tm`����l`�Hv�iqj�l`m$n`okprjUm`ld����iqj��Yokv!±Um`n`oqv!±#prj�uY�P�{j2w�n$ik�rikuY�4v�iqj�l`m$n`okprjUm`ldokn`�H���#�Yo��
m`prikj�ld����m{������j5m$��n`xl��kn$����n`��l`��jUm`���>prj#m$��n`jYok�r�r��oql[��prj���prj�uql�i ����okn$p�oq���r��l�� C prj�v��P��oqn`prok�Y����l
okn`�5prx2�Y����x0��jUm`����okl���iqprj#m$��n`l0m$i>m`�Y��prn���ik��jY�8��ok�r����l � � �[��oqvÛ±Um$n`okv!±Uprj�u>v�oqj8�����okv�pr�rp��
m`okm$���5�U�0m`����l`prx���r�Hx2��v!��oqj�prl`x^i���okj2�Yj#m$okuquk���m`n`oqpr��> Ã/KYÁ�� K:A{�U�H��prl}pr����jUm$p � ��lHm`����l$��m
i�����okn$prok���r��l[�H�Yp�v!���o��k�H������j5��ik��j��0l$prj�v���m`���f�rokl`mdvÛ�Yikprv��P��ikprjUm�� �H��ikj��okv!±Um`n$okv!±Uprj�u��
m`����l$�0��okn$p�oq���r��lPoqn`��l`prx2�Y���n`��l$��mzm$i2����v�ikx���Yj#��ik�Yj��t�t�H�U��l�p�j�w�n`iq��iqu���m`���0iqj��r�2prjU�
��ikn$x2okm$prikj2m$i0���~m`n`oqpr�����>prlH�H��prvÛ�-��okn`proq���r��lH��o��k�[¡!�Yl`mP����v�iqx2�z��ik�Yj��t��oqj��5��jUm`n$okpr�rp�jYu
l`prx2���r����jU��prj���lHm$����l`�~��okn`proq���r��l��

6 iqn�hHs�wAprj�uk��j���n`oq����prmzprlzj���v���l`l`oqn`�Cm`i>n$��v�ikn$� =�^ JyI G : Dzm`i-v�ikj�l$m`n$okprjUm`l�� ! ��pr�r��p�j
w�n`iq��iqu2o0��oqn`prok���r� � lH�!²���n$��l`l$prikj�l`prx2���r�0����v�iqx2��lfx2ikn$��okj��>xikn$�Pprj�l`m$okjUm`proqm`���>�Y��n`prj�u
y���iqn`��okn`��|z�!²���v���m`prikj·�[p�j8hHs�w���oqj8�!²���n$��l`l$prikj�x2o��>���2v�ikx2�Y����m`���r��vÛ�Yokj�uq������n$ikx prm`l
ikn`pruqp�jYok����iqn`x-���{j ����� ,�1�2L,t����iknz�!²�oqx2���r����o-��okn`proq���r� �Åx2o��>��o��q�0okjCikn`pruqp�jYok���rp�jY��okn
��ikn$xåokj��>l$����l$���U����jUm`�r��okj�iqm`����n���9Pl`l$��x2prj�um`��oqmPovÛ�Yikprv�����iqp�jUmfp�lf��j�v�iq��jUm`��n$���+¡³��l`m
���!��ikn`�~m`����v!��okjYuk��prj �·��m`����ikn$prukprj�ok���rprj���oknd��iqn`x j�������lPm$i0����m$n`okpr�r���p�jv�okl$�zi�����okv!±q�
m`n`oqv!±#prj�uY�[�H��prlz±Uprj��8i �Pn`���U��prn`��x2��jUm�p�jÅ��okv�m���iq�r��lzprj8oq���dik��n�l`oqx2���r�0��iqx2okprj�l��Hprm`�
m`�����!²�v�����m$prikj�i�� � 7 okjY� � 72���H�U��l��}�z�Yo��k�ziq��n � n`l$mRn$���U��prn`��x��jUmPiqj>ik��nfm`n$okpr�rp�jYu
x2��v!��oqj�prl`x>��m$���zm$n`okpr��p�lfoit J h K : ALM JyF h ��m$��okmfprl�����okv!����oqn`prok�Y����prlPm$n`oqp��r���5m$ikuk��m`����n��Hprm`�p�m$l2oql`l`iUv�proqm`���A�!²���n`��l`l`priqjt��y C m$n`prv�m`�r��l`����oq±#prj�uY�}���>j������°m$i8m`n$okpr�Hv�iqj�l`m$n`okprjUm`l5n$okm`�Y��n
m`��oqj�m$�����³²´�Yn`��l$l`prikj�o��okn`proq���r�zprlPokl$l`iUv�prokm$����m`i��-GNi��}���q��n���v�ikj�l$m`n$okprjUm`l�okn$��m{�U��prv�oq���r�
n`����n$��l`��j#m$����prjUm`��n$j�ok�r�r�0oklHoqj+oql`l$i#v�p�oqm`prikj����m{�}����j>o0��okn$p�oq���r�Poqj��5okj2�³²´�Yn`��l$l`prikjt��|

7Hi�����m`�Y�Rm$n`oqp��rprj�u�i����!²���n`��l`l`priqj�lPprl�p�juk��jY��n`oq����okn�x2iqn`�Hv�iql`m`�r�m`��oqj2m`�Y�Rm$n`oqp��rprj�u�i��
m`������okn$prok���r��l�ok�riqj���� 6 iqn[m`��prl[n$��okl$ikjt��prm[prl�i���m$��j0��l$�!�����tm$izo��kiqp���m`n$okpr�rprj�u��H����j2m$����n$�Rprl
j�i2v!��iqp�v�����ikprjUmP����m{������j�m`����m`prx2��o��okn`proq���r�Rv!��oqj�uk��lP��ok�r��� ��n`iqx iqj����³²´�Yn`��l$l`prikj�m`i
okj�iqm`����n�� 9^l`m$okj���oqn`��m$��v!��j�pr�U������okv�p��rprm`oqm`prj�u�m`��prl�prjU�kik�r�q��lPm$���0��l`�0i � A Frc : D A Jyc ? DÛ�to��okn`proq���r�}prl�ok�r�}o��Ul�m`prx�[l`m$okx2�����0�Hprm`�0m$���Pm$prx2��m`��oqm[prm[�rokl`m�v!��oqj�uk�����ok�r�����qokj��0���q��n`�
vÛ�Yikprv��z��ikprjUm}prl�ok�rl`i�m`prx�Pl`m$okx������H����j5v�n$��okm$���t� 7Hi���¡³��l`mH���!��iqn`�zo���okn$p�oq���r� � l[��ok�r���
p�l�m`i����Rv!��oqj�uk���t��prm`l�m`prx2��l`m$okx2�0¿-p�l�v�iqx2��oqn`���0�Hprm`�m`���fm`prx2�Hl$m`oqx2�0¼ i���m`�Y�Rxikl$m
n`��v���j#m�v!��iqp�v��R��ikprjUm���oqj��5p���¿ ��¼>��v��r��okn$�r�2j�i�m`n$okpr�rp�jYu�prlHj���������� � � �

7H�!²�m�v�ikjYl`pr����nzm$������l`��i��}o =�M�` D�D�O M�: � :�M�: I =�: m`oq���r����iknfl`iq���q���-��ikn$x2l���l$��v!��oklfm`��iql`���prl`v���l$l`���C��iqnzm`�Y�2okn$prm`��x��m`prv0��iqx2okprj�l��t�H��prvÛ���Yl`�2�Yokn`oqx2��m$n`prv���okn`proq���r��l����H��prlzprlzokj
p�jY���!²+l$m`n$��v�m`�Yn`���H��prvÛ�5xok��l���okv!�5��oqn`okx��m`n$prvP��okn$prok���r�Pm$i0o0�rp�l$m}i ��prm`lHiUv�v���n`n$��j�v���l~p�j
m`���5l`iq�r�k������iqn`x-� C ��v!�8o�l`m$n`��v�m`��n$�>prlz��okn$m`prv����roqn`�r���Yl`�!���Y����okjY�8v�oqj8���q��j8���5v�n`��v�p�oq�
��ikn��!¶2v�pr��jYv��k�tprj�m`������n`iUv���l`lzi ��l$����l`m$prm`��m$p�jYu2ik�YmRo5��oqn`oqx2��m$n`prv���okn`proq���r�0y�l$m`����y�v4|fp�j
ok�rukiqn`prm`��xãÁ�âU��Á4|³��GHi������k��n��[prm`l���l`�5oq����l�m`i�m`���5��oqvÛ±Um$n`okv!±Uprj�u���n`iq���r��x>� 9 l`m$n`oqp�uq�Um{�
��ikn$�}oqn`�=oq����n`iqokv!��prl2m`i�l$prx2���r��m`n$okpr�Pm$���>��jUm$n`pr��l5prj m$��prl2m$ok���r��y�okv�v�iqn`��prj�uCm`i�m$p�x�
l`m`oqx2��l!|!�EGHi������k��n���l`prj�v��Pm`�Y��l`����jUm`n$pr��lHokn$�Pprj2uq��j���n$ok�t�U��prm`�H�rokn$uk���UokjY�2l`prj�v��Pm`�Y�Rv�n`ikl$l
n`�!����n`��j�v��>m`oq���r�2prlzn`������j���oqjUmz��n$ikx o>l$��x2oqj#m$prv0��iqp�jUmzi �P�Up�������o>�Yl`�!���Y�}oq����n`iqokv!�8prl
m`i M�:�=�` IBD A�MYK =�A m$����m$ok���r������ikj>�Yokv!±Um`n`oqv!±#prj�uY���H���~����m`oqpr��lfi��[l`�YvÛ��n`��v�ikj�l$m`n$��v�m`priqj�oqn`�
��� ��"$÷`�!ù ùU��øk����� ø�ö¯þ�ýP"`�!ókþ�� øk���t"{ù ö ýHö ók�� �ù¯"2�!�!%�ö¯�� �ù¯"$þ��!%{"�ók���t"`ò� �ù ö¯÷{ö¯� ù60[õ�"{%{"1�r"{%{"{ók÷`"{õdö óR� øk"�%Û� ø�� þ$�

����� øk"�"�45"k��� ö¯�!ókþUö óz� øk"�þ��!ù6��"`õ �r�!%�ýz��3. 	ró���%{�!ù¯���ú��³ók"�÷$�!óR� ø�ö ó �H������øk"�þ�����÷	�� #��þ�ö¯� ö¯�!óP�����!�Û�³%�ö¯�� �ù¯"���þt� øk"�� ö ýP"�þ����!ýH ��
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l`m`n$okpruk�Um ��ikn$�}oqn`������m�m`���Yp�iq��l���okj�������j�v��0okn`��ikxprm`m`���>����n$� ��l$��� >rÁ=� �BA���ikn�m`����v�oql`�0i��
m`���5hHs�w�y�+|�l`�Ul`m$��x>� 9 � j�oq�[n`��xokn$±��tm$��prlzn`��v�ikj�l$m`n`�Yv�m`prikj�oq����n`iqokv!����oklzm$���0ok�Y�����
ok����oqj#m$okuq�Pi��[prj�v��Yn`n`prj�u0v�ikl`mHiqj��r�0�H����j>�Yokv!±Um`n`oqv!±#prj�u�okv�m`��oq���r�0m$ok±k��lH���rokv����
�{j2l`�Yx2x2oqn`�q�4��oqv!±#m$n`oqvÛ±Uprj�uzprj2hHs�w�p�l�l`�Y��l`m$okjUm`prok�r�r�zxikn`��v�iqx2���r�!²0m`��oqj0prj2w�n`iq��iqu��

C ikx�R�Yl`�!���Y��v�ikj�v�����m`lzm$i2���zok�Y������m`i2m$����w�n$ik�riku0xokv!��prj���n$�2oqn`��oklH��ik�r�ri��Hl���o0��ok�r���
m`n`oqpr��y�okj��·�4prjz��n$okv�m$p�v�����oPm`oqukuq���zm`n$okpr�koql������r�U����v�ok��l$�}xikl`mtl$�Ul`m`��x2l��Hpr�r�koqv�v�iqx2x2iU��oqm`�
��okn`proq���r��l�i �R��p��t��n`��j#m0m{�U����l��d��ikn~�!²�okx2�Y��� ��m$�������j�v�m$ikn�okj���oqn`prm`��x��m`prv0��oqn`prok���r��l~p�j
hHs�w�y�+|Û| �#m$prx2�Hl`m$okx��l��Um`izo��qikpr�0n`������oqm`���5m$n`okpr�rprj�uf��ikn�oz��oqn`prok���r�H���Yn`prj�u�m`���f��p�����m`prx2�
i���m`�Y�Pl`oqx2��v!��ikprv��f��iqp�jUm �kokj�� � j�ok�r�r�k��n$��v�ikjYl`m`n$��v�m$p�iqj5i���v�n$ikl`l �ßn$�!����n$��j�v���l��tn$okm`�Y��n}m$��okj
m`n`oqpr��prj�uY�
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�H��prlPl`��v�m`prikj-����ok�rlH�Hprm`�5�!²�m$��j�l`priqj�l�m`i0m`�Y�z��okl$prvzprjU����n$��j�v��z��j�ukprj�����iknH�rikuqp�v���n$ikuqn`okx �
x2prj�u2jY��������������v�oq��l`�i��Hv�ikjYl`m`n$okprjUm`l�� ! ��oqmP��ik�r�ri��HlPv�iqj#m$okprj�l�m{��i+xokprj5l`��v�m`prikj�l����{j
m`��� � n$l`m��[���0v�iqj�l`pr����n0m$���2�Yn`ik�Y����x i �PokjCp�jYv�n`��x��jUm`oq�}oq��uqikn$p�m$��x m$i>x2oqj�okuq��o-v�ik���
����v�m`prikj-i��[�����ro��k���+uqikoq��lHoqj��5v�ikjYl`m`n$okprjUm`l����H�Yp�lH�Yn`ik�Y����x>����prl`v���l`l$����prj��Y������j�����jUm`�r�5i��
m`���0��oqn`m$p�v����rokn�v�ikjYl`m`n$okprjUmz��iqx2okprj5okm���oqj��t��n$������v���l�m$i5m`���0��n$ik���r��x¸i��H����m$��n`xp�jYp�jYu
�H��prvÛ��i���o+uqpr�k��j>l$��m�i��Huk��oqn`�>v�ikj�l$m`n`oqprj#m$l0y�v³� C ��v�m`prikj �k|Nokn$��o ����v�m`���CoklPo5n$��l`���rm�i��
vÛ�Yokj�uq�Rm$i�m$����v�ikjYl`m`n$okprjUmHl`m$ikn`� ���H����j��!²�mHl$��v�m`priqj+�Yp�l$v���l$l`��lf�!²�m`��j�l$prikj�lfm`i�m`��� ! 9����
p�j��iqm`�m`���f����l`pruqj+i ��prj�l`m$n`��v�m$prikj2l$��mHokl������r��oql}m$i�m$���Pxokprj�������x2��jUm`l�i���m$����n`��jUm$p�x�
l`m`n$��v�m$��n`��� 6 prj�oq�r���q�k����ukpr�k��o���n`pr�!�[��prl`v���l`l$p�iqj>i����}iqn`±0iqj+�Yokn`oq�r�����tp�x���r��x2��j#m$okm$p�i�jYl��
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�H���z��n$ik���r��x okmH��oqj��>prlHm`i0�Y��m`��n$x2prj����H����j-o0�����ro��k���5uqikok�tprlfm`i0���z�}iq±k��j5iqnH�H����j
o8��oql`l`pr�q�>v�ikjYl`m`n$okprjUm5����v�ikx2��l2okv�m`pr�k���H�H���-v�n`prm`��n`proC��ikn0l$��v!�°oqj=���k��j#m5prl0ukpr�q��j=�U�
o�uq��okn$��v�ikj�l$m`n$okprjUm��[m`�Yokmzprl���o���ok±k��j�m`���5ukiqok�[iqn�oqv�m`pr��oqm`�0m`�Y�2v�iqj�l`m$n`okprjUm��H����j8m$���
uk��oqn`��v�iqj�l`m$n`okprjUm�p�l���jUm$okpr�r�����U��m$���2l$m`ikn$� ��� ���{j��H��okm���ik�r�ri��Hl��t�}�0�Yl`�2l$��ok�r�[�Yl`�2m$���
m`��n$x¹�Y���ro��k����v�ikjYl`m`n$okprjUm[m`i����Hl`�Uj�iqj#�Uxik��l��Hp�m$���Yokl`l$pr�k��v�ikj�l$m`n$okprjUm[m`i���x����okl$p ���}m$���
l`prx2pr�rokn$p�m$pr��l[�Hprm`������ro��k���5uqikok�rl��
�H���}�Yj�����n$���Uprj�ufp�x���r��x2��j#m$okm$p�iqjHprl`l`�Y���kokl·��okn�okl�m`�Y�}v�iqj�l`m$n`oqp�jUm�l`iq�r�k��n�p�l�v�ikjYv���n`jY���t�

p�l��i��åm`iC�!¶2v�pr��jUm`�r����n$i#v���l`l�¡³��l`mm`��iql`�>uq��okn$�=v�ikjYl`m`n$okprjUm`l5m`�Yokm2oqn`��o��t��v�m$���°oql2o
n`��l$���rm}i ��ozj�����prj�����mdv�ikj�l$m`n$okprjUm � G C ����v�p � v�ok�r�r�k�km$izokv!��pr���q�Hprj�v�n`��x2��jUm`oq�rp�m{�q��m`���fv�ikl$m[i��
��n`iUv���l$l`prj�u0ozv!��oqj�uk�fm`izm$���Pv���n`n$��jUmHv�ik�r�r��v�m$p�iqj0i���uq��okn$�0v�ikj�l$m`n$okprjUm`l�l`��iq���r�0���fn`���rokm$���
m`i�m`����uk�Yokn`�~v�ikj�l$m`n$okprjUm`l�o��t��v�m$���0�U�Rm$����vÛ�Yokj�uq����okj��zjYikm�m$iPoq���qm`����uk�Yokn`��v�iqj�l`m$n`okprjUm`l��
�H������iq���ri��Hprj�u�m{��i�prm`��x2l�l`����xåjY��v���l$l`okn$�>m`i0oqv!��pr���k��m`�Yp�lH��j��t�

6 prn$l`m�prlPo0n`����n`��l$��jUm`oqm`prikj�i �®�H�YokmH����n`m$����n�v�ikjYl`m`n$okprjUm`l�okn$��jY����������l`im`��oqm�o0ukpr�k��j
uk��oqn`�5v�ikjYl`m`n$okprjUm}prlH��jUm$okpr�r���t� 6 iqn}�!²�oqx2���r���Uv�ikjYl`pr����nHm$���������ro��k���5hHs�w�y�+|�v�ikjYl`m`n$okprjUm
��¾ zy �tÀ���À��#|y�x2��oqj�prj�u �°à ���k|��H��prv!� prj�uk��j���n`oq�Po���okprm`l0m$���>uqn`ik�Yj���prj�u�i��zm{�}i�i��
m`���zm$��n`���z��okn$p�oq���r��l��·À��YÀ��Y���{j+v�ikj�l$m`n`oql`m���m$����v�ikjYl`m`n$okprjUm3�Y¾ zyÛÁ À��YÀ��U|!��iqj��r�0o��}oqp�m$l}m$���
ukn`iq��j���prj�u�i �5�y�m$iRo~j�ikj ����n`izjU��x0����n!|�iqn���y�m$i2Á4|³�k�{j0uk��jY��n`oq���qoR�Y���ro��k���0v�iqj�l`m$n`oqp�jUm[prl
o��}iq±k��j0�U�zj�iqm[ikjY�H����m[ozv�ikj4¡!�Yj�v�m`priqj0i��tl`���q��n`oq�tp�jY����m�v�ikjYl`m`n$okprjUm`l�� ! �Y��j0ozl`�Y��l`��m�i��

�1� ���!% �"k�³%ßõ�"$õH÷{ù¯��"kþ�"`þ$ú���øk"· �%ß�- �ù¯"{ý�ö¯þt"`ò���"{ókõ�"`õ����}õ�"$��" %�ýHö ó�ö ó' 
�ø�ö¯÷�øR÷{ù¯�-"kþ�"·ö¯þ����  U"�÷�øk��þ�" ó����I ����
�"���"{%!ú�þ�ö�!ó�ö#$k÷$�!ó���÷�øk�!ó'�"`þt���H��øk"�ö ó �r"{%{"{ók÷$"�"{ó'³ö ók"�ö¯þ·ók"`"$õ�"`õP����øk�!ókõ�ù¯"�õ�"{ù¯��0�"$õ�����!ù¯þt�!ókõ
�"k�!%{õ�"`õ�÷{ù¯��"kþ�"`þ$�kû "k�[� øk"`þ�"dö¯þ�þ"k"`þ��!%{"H��øk"�þ��!ýP"H��þ[� øk��þ�"��r��÷`"$õ  0�"$ò4��"{ókõ�ö ó'�ù¯��³ö¯÷[ �%{��!%{�!ýHýHö ó 
þ�0�þ���"{ýPþ�����ö ýH �ù¯"{ýP"{ó���õ�"{ù¯��0�"$õ ����!ù¯þt�!ókõ��!�!%/�"k�!%{õ�"`õH÷{ù¯�-"kþ�"$þ � þ�"$"�ú��r�!%�"`ò��!ýH �ù¯"�ú�) + ����, � �



� �

woken

pow($1,$2,$3)

pow(#,$2,$3) pow($1,#,$3) pow($1,$2,#)

$1=#

$2=
# $3=#

$1=
#

$3=
#

$3=#

$2=# $2=#
$1=#

#<>0,#<>1

$1
=

0

$2
=

1

$3=
0

$3=
1

#<>0

#<
>

1
m 9�n D-'�� � r��q��c��
MJ>[#�Z�#����
@ X�IV���(u����
	

l`��v!�5prj�����m�v�ikjYl`m`n$okprjUm`lH��oqlHok�rn`��ok���0������j5��j�v�ik��jUm`��n`���t�tm$����n`��jUm`prx�Hl`m`n$��v�m$��n`�zl$��ik�Y���
n`���rokm$�5m`���5�����ro��q����v�ikj�l$m`n$okprjUm�m$i�y�m`�Y�+�Yp�lr¡!��j�v�m`prikjCi��³|�¡!��l$m0m`���5n$��x2oqp�jYp�jYu+±Uprj���l�i��
v�ikj�l$m`n$okprjUm`lP�H�Yp�v!�5�Hpr�r��o���ok±q��j2prm��

C ��v�iqj��t�t�}��n`���#�Yp�n$�zl`iqx2��prj����!²>l$m`n`�Yv�m`��n$�0�H��prv!�>ok�r�ri��Hl}prxx2����proqm`�Hokv�v���l`l~m`iR¡³��l`m
m`���uk��oqn`��v�iqj�l`m$n`okprjUm`l�o��t��v�m$����oklzm$���2n$��l`�Y��m~i��Po>j����¹prj��Y��mzv�iqj�l`m$n`okprjUm����H���x2okprj
vÛ�Yok�r�r��j�uk�~p�lH�Yi��°m$i0x2okprjUm`oqprj0l`��v!�>o0l$m`n`�Yv�m`��n$��prj5m`�Y�z��n`��l`��j�v��0i��[��okv!±Um`n$okv!±Uprj�u�� 6 ikn
�!²�okx2�Y��� ��p��[vÛ�Yokj�uq��lPm$i2m`�Y��l$m`n`�Yv�m`��n$�0�}��n`��m`n`oqpr�����+�Yl`prj�u2l$ikx�Roq��ok�Ym`okm$prikj5i���w®n`ik�riqu
m`��v!��j�pr�U����l�> Ã/K�Á1A{�Um`����j+o�v�iql`m���n`iq��iqn`m`priqj�ok�tm$i�m$���PjU��x0����n�i�����jUm`n$pr��lPv�oqj2����p�jYv���n`n$���
���k��j-m`��iq��uk�5j�i�uk��oqn`�5v�iqj�l`m$n`okprjUm`lfokn$�Ro ����v�m`���·�
�H������iq���ri��Hprj�u�x2oqm`��n$prok��p�l�o0v�iqj�����j�l$okm$p�iqj5i��6>rÁ=�JIBA{�

� �� ����$�� J � :�Ky?� a D A\: c�D 6 ikn�m`�������n$��iql`��l0i ��m$��prlzl`��v�m`prikjt�����2�Hpr�r���Y��l`v�n$pr���5okj
p�jYl`m`oqj�v��fi���o�v�iqj�l`m$n`okprjUm[prj�m`������iqn`xE�·y�����À�Ä4Ä�Ä`À��V,�| 0C =�H�Y��n`����prl[m`�Y�H¿��ßoqn`��v�ikjYl`m`n$okprjUm
l`�Ux0��iq�}oqm��Yokj��t��� ��À�Ä4Ä�Ä!À��Y,�okn`���prl`m$p�jYuk��prl`�Y������okn`proq���r��lz��l$����okl0m`��x2���rokm$��l���iqn�m$���
okn`uq��x2��j#m$lHi�� �t��okjY�l ØprlHo0v�ikj�l$m`n$okprjUm�y��H��prv!�5����m`��n`x2prj���lHm`������ok�r����lHi���� �4À�Ä�Ä4Ä!À��Y,Y|³�

9 � J �>:�K ? e : G M�:�: n$����n$��l`��jUm$l�o0l$����l`��mzi��}m$���/�-v�ikj�l$m`n$okprjUm`l���okj��>o � J � :�K ? D a D A@: cv�ikj�l$prl`m`l�i���o+l$��m�i��}��ok±q����������ukn$����l��[okj��-����n$m`����n���m$����l$�0����ukn$����l�okn$�0ikn`uqokj�p ������prjUm`i
okj5ok��m$ikxokm`iqj0�H����n$�zm`n$okj�l$p�m$prikj�lH����m{������j>����ukn`����lPoqn`�z�rok�����r�r���2�U�v�ikj�l$m`n$okprjUm`lHv�oq���r���
� J � :�K ? =�` I e F A F ` IBD � � ���{jUm$��prm`pr�k���r�q��o2m$n`okjYl`prm`prikj-i#v�v���n`l��H����j�o�}oq±k�����-v�ikj��Yp�m$prikj5���³�v�ikx��l���j#m$okpr�r���8�U��m$���2l$m`ikn$���}�H�Y��n`�5prl�o-��prl`m`prj�uq��prl`�����8����uqn`���-v�ok�r�r��� � ` � : I��H��prvÛ�n`����n$��l`��j#m$lzokv�m`pr�k���5v�iqj�l`m$n`okprjUm`l�� ! �f��n`iUv�������j�i�� �Hp�m$�5okj2�³²´oqx2���r���
h�ikj�l$p��Y��nHm`����hHs�w�y�+|�v�ikj�l$m`n$okprjUm���¾ zy �tÀ���À��#|�oqj��2l$��� � uk��n$�zÃU� 9@��ok±k�����2����ukn`���

x2o��2����l`����v�p � �����U�5x2��oqj�lPi �[v�ikj�l$m`n$okprjUm`l�v�ikjUm$okprj�prj�u�� ��À�Ä4Ä�Ä!À�� � y���iqnP����l`v�n$p��Yp�jYu+m$���
m`��n$���}oqn`uq��x2��jUm$lÛ|toqj���l`iqx2� c :�A JVO =�` IBD A JVI A D �À � �!À�� ��À�Ä4Ä�Ä4y ��ikn�����l$v�n`pr��prj�uf��j�l`����v�p � ���
��ok�r����l!|!�t�H�U��l��t��iknP�³²´oqx2���r�����J�zà � l`����v�p � ��l~m`��oqmRm$����l`��v�iqj���okn$uk��x��jUmHprlPukn$ik��jY�t�

�;4 ü�øk"`þ�"��!%{"���"{ýH �ù¯����"$þ-���!%�� øk"��"k�!%{õH÷`�!ókþ�� %ß�!ö ó���þ`�



� �

C ��v!�5ozx2��m$o��{�rokj�uq��okuq�}v�oqj2oq��l$i����P�Yl`���5m`i�l`����v�p����0m$�����}oq±k���Y�0v�ikj��Yp�m$prikj�l��#�H�U��l��U��ikn
�!²�okx2�Y��� ��m`�����}oq±k���Y�+v�ikj���prm$p�iqj �/�Pà��À�� � �°âUÀ�� � � Á�oqm`m`oqv!������m`i0m`�Y�z��iqm`m$ikx0�
x2ikl$mP����ukn`����prj � uq��n`�0Ã0n$����n$��l`��jUm$l0o2m`n$okj�l$prm`prikj>i �[o+v�ikj�l$m`n`oqprj#m ��¾ ~y�� � À�� � À��:�4|�0i ��
�H����n`�C =�Yi#��l[j�ikm�uqn`ik�Yj�� � � �qp�jUm$i3��¾ ~y�� � À�� � À��J�4| 0C �0P���k�H����n$�/ �0/����iU��l[uqn`iq��j�� � �
p�jUm$iPoPjU��x0����n���p�����n$��jUm���n`iqx âHokjY�2Á����H�����}oq±k���Y�zv�ikjY��prm`prikj � � à Ád�H��prv!�zn`���Yn`��l$��jUm`l
o�m$n`okjYl`prm`prikj0m$i�m$���P�Y��ukn$��� � ` � : IY�#n$����n`��l`��jUm`l�m$���H��oqv�m�m`��oqm��Y¾ zy�� � À�Á�À�� ��|[prl[oqj2oqv�m`pr�k�v�ikj�l$m`n$okprjUmzy����#�Yp���oq�r��jUm}m$i � � à Á�|!� C prx2pr�rokn$�r�k� �J�Pà)Áfn`����n$��l`��j#m$lzm`�Y�Rm$n`oqj�l`prm`priqj+m$i�m$���
okv�m$p��q��v�ikj�l$m`n`oqprj#m ���Pà �J��� 7Nikm`�~m`��oqmRm$����n$��prlPjYi2��ok±k�����>v�iqj���prm`prikj �/��à â ����v�ok��l$�
��¾ zy ����À³â´À�� � |�y��H�Yp�v!�5prlP���U��pr��oq����j#mHm$i5y�� �Nà@â�0�� � 
à@âq|~S-y�� ��à^Á 0�� � à@âk|`|�prlfj�ikm
okv�m$p��q���
�{j8uk��j���n`oq����m$����n`�5�Hpr�r�[���2v���n$m`oqp�jCn`���U��prn$��x2��jUm$l�iqj8m`�Y�2l`m$n`��v�m`��n$�>i��Pl$��v!�8okj�oq�U�

m`ikxokm$ikj�m`i���j�l`�Yn`�5m`��oqm�prmz�Yi#��l�prj���okv�mz�Y� � j��5o>xok����prj�u��n$ikx ��v�iqj�l`m$n`oqp�jUm$l�prjUm`i
�}oq±k�������Y��ukn$����l���okjY��m`��oqmRm$��prlzx2oq����prj�u0l$okm`prl � ��lzv���n`m`oqprj���n`iq����n$m`pr��l��rp�±q���tprmR�Y� � j���l
o���oqn`m$p�m$prikjt��prm�xok��l�ikjY����oqv�m`pr�q�2v�iqj�l`m$n`okprjUm`l0prjUm`i � ` � : IY�[p�m~p�l�v�iqj�l`prl`m$��jUm0�Hprm`�8m$����}oq±k�����0v�ikj���prm$p�iqj�l[l$����v�p¯���#prj�u~m`���fm`n`oqj�l`prm$p�iqj�l��U��m$v�� 9 l`m`oqn`m$p�jYu���ikprjUm��Hp��r�����Pof��iqn`xok���
p	��okm`priqj>i��}x��m`o �ß�roqj�uk��oquk����l$���t���H����l`����iqn`x2oq�tokl$����v�m`l�okn`�������kiqj���m$����l`v�iq���0i �}m`��prl
l`��n$�k���q�
�{j8l`�Yx2x2oqn`�q����ok±q�����8l$�Ul`m`��x2lzoqn`�2oqj8prjUm`��prm$p��q����o���m`i�l`����v�p�����m`�Y�2ikn$ukoqj�p ��okm$p�iqj

i��[uk��oqn`�v�ikj�l$m`n$okprjUm`l����H�����}oq±k���Y�+�Y��ukn$����lPn$����n$��l`��jUm�m`�Y�R��oqn`prik�Yl}��p��t��n`��j#mfv�okl$��lPi ��o
�����ro��k���-v�ikj�l$m`n$okprjUmH�H��prvÛ�-l`��iq���r�+���zm$n`��oqm`���>�Yp¯�t��n$��jUm`�r���iknH�!¶2v�p���j�v��5n`��oql`iqj�l���9Pl$l`i �
v�prokm`�����Hp�m$�>��oqvÛ������uqn`���0prl�o2jU��x0����n�i����}oq±k�����-v�ikj��Yp�m$prikj�l��H��prv!�>l`����v�p������H����j�okj
p�jY����m�v�ikj�l$m`n`oqprj#m�v!��oqj�uk��l�m$���[����uqn`���Hi ��oP�����ro��q���zv�iqj�l`m$n`okprjUm�� ! �Yokm�prl�p�jUm$��j�������prl�m$��okm
m`���H��ok±q������v�ikj��Yp�m$prikj�l�n`����n$��l`��j#m�ok�r�Um`�Y�}l$p�m$��okm$prikj�l�prjz�H��prv!��m$����v�ikj�l$m`n$okprjUm[l`iq���q��n�v�okj
�!¶2v�pr��jUm`�r�0������okm$��p�m$l}±Uj�i��H�r���Yuk�Hok��ik�Ym}�H��oqm[����n`m$����n�v�ikj�l$m`n$okprjUm`lHokn$�Pj����������5m`i���ok±k�
m`���z�Y���ro��k���5v�iqj�l`m$n`okprjUm��
�[�!��ikn`�-��x0��okn$±Up�jYu�iqj m$���5n`��jUm$p�x�2l$m`n`�Yv�m`��n$��m`i�prx2�Y����x0��jUmz�����ro��k��� v�ikj�l$m`n`oqprj#m$l

l`��v!��okl3�Y¾ z���}�zoqx2���rp����zm$����ok��i��k��x��jUm`prikj����2��ikprjUmHok��ik��mfm`���zl$prx2pr�rokn`prm$p���l[����m{�}����j
�����ro��k���5v�iqj�l`m$n`oqp�jUm$lPokjY�2uk�Yokn`�Y���>v��rok�Yl`��l���h�ikjYl`pr����nHm$���zuk�Yokn`�Y���5v��rok��l$�z��n`iqukn$okx>�

� Ê���Ë �[Í��[Í ��Î)Ò`Ô ��Ö�×�� �´Ö�×�Ï
� Ê���Ë �[Í��[Í ��Î)Ò`Ô����Ê Ç�� ��Ë��tÎ�Í � 
à Ì�Í����Ê Ç�� ��Ë �tÎ�Í � 
à × �	�#Ö � Ê���Ë �tÎ�� � Ê	��Ë �tÎtÏ
� Ê���Ë �[Í��[Í ��Î)Ò`Ô����Ê Ç�� ��Ë��tÎ�Í � 
à Ì�Í����Ê Ç�� ��Ë ��Î � �´Ö�
� ��Ï
� Ê���Ë �[Í��[Í ��Î)Ò`Ô����Ê Ç�� ��Ë �tÎ�Í � 
à ×tÍ����Ê Ç�� ��Ë ��Î � �´Ö ���Ï
� Ê���Ë �[Í��[Í ��Î)Ò`Ô ��ÖUÌ � �´ÖUÌ�Í�� 
à ÌdÏ
� Ê���Ë �[Í��[Í ��Î)Ò`Ô �UÖUÌ � �´Ö�×�Ï
� Ê���Ë �[Í��[Í ��Î)Ò`Ô �UÖ�×�� �´Ö ��Ï

�H��prl���n$ikuqn`okx v�iq���r�����v�ikx��pr�r���>prjUm`i>m$���2��ok±q������l`�Ul$m`��xæprj 6 pruq��n`�2Ã´���H����n`�2m$���
m`��n$���Hprj#m$��n`x����prokm$�[j�iU����ldn`�!µ���v�m[l`�Y���!²���n$��l`l$prikj�l�prjzm`���Huq��okn$��l�m$��okm�xp�uq�Umt������jUm`oqp��r���
�Hp�m$��ik�Ym�m$���H��jUm`prn$�Huk��oqn`������prj�u���jUm$okpr�r���t�Uy �5iqn`�H��n$��v�prl`�����q�kl$���k��n$ok� � ` � : Izj�iU����l[�}iq���r����z�Yl`���t��ikj��f��iqnH��okv!�5v��rok�Yl`����iU���q�¯|[�H�U��lH��ok±q�����5l`�Ul$m`��xlH�!²���n`��l$l�o�v���j#m$n`oq����oqn`mHi��
m`����prx2���r��x��jUm`okm$pri�jPi��ty µ�okm!|tuk�Yokn`�Y���zv��rok�Yl`��l�� C prj�v��[ofuk��oqn`�����zokm$ikx@v�oqjz�����Upr���}���zokl
o�iqj��!�{v��rok��l$�zuk��oqn`�����2v��rok�Yl`����n`iqukn$okx^��iqn}oqj2oqj�ikjU�Ux2iq��l���n`���Yp�v�okm`� ����ok±k�����5l`�Ul`m$��x2l
okn`�~ok�rl`i�ok���Y��prv�oq���r�Pm$i0p�x���r��x2��j#m$prj�uPm$����l`��v�iqj�l`m$n`��v�m$l��

� �� �� �� 	 K I A Frc : BA�MYK =�ALK M�: GN��n`��������n$��l`��j#m~okj>prx2�Y����x2��jUm`oqm`prikjYo�����n$okx���}iqn`±p�j
m`����v�ikjUm$�!²�mRi �}o2uqpr�k��j>��ok±q�����>l$�Ul`m`��x>�t�H����n$��oqn`��m`��n$����xo4¡!iqnHik����n`oqm`prikj�l��Hprm`�5���³�
��o��q���=uqikok�rl0iqn+�Y���ro��k���=v�ikj�l$m`n`oqprj#m$l5�H��prvÛ� v�ikn$n`��l$��iqj��@m`iCm`����okv�m$prikj�li��z�����ro��Uprj�u��
o��}oq±k��j�prj�u�okjY�+�Yokv!±Um`n`oqv!±#prj�uY�



�@�

Á �=ok����prj�u�o0ukiqok��iknH������o��q���5v�ikjYl`m`n$okprjUmHm`i0m$����v���n`n$��jUm�v�ik�r�r��v�m$p�iqj �
Ã´�=o��}oq±k��j�prj�u0o�����ro��k���>ukiqok��iqnP������o��q���>v�iqj�l`m$n`oqp�jUmfoklPm$����n`��l$���rmRi �}prj�����m$m`prj�u0o

j����)y�okv�m`pr�k�4|Nv�ikjYl`m`n$okprjUm���oqj��
�´�=n`��l$m`ikn$prj�u�m`���5��jUm$p�n$�5n`��jUm`prx�0l`m`n$��v�m$��n`��m`i�o��Yn`���Uprik��l0l$m`oqm`����m`��oqm�prl��[n$��l`m$ikn �

p�jYu+m$���2v�ik�r�r��v�m`priqj�i��H�����ro��k����uqikoq��l~okj���������o��q����v�iqj�l`m$n`okprjUm`l~m`i>l$ikx2�0��okn`�rpr��n
v�ik�r�r��v�m$p�iqjt��okjY�+n$��l`m$ikn$p�jYu0ok�r�tok�U²�pr�rprokn`��l`m$n`��v�m`��n$��l�okv�v�iqn`��prj�uq�r�k�

�{j8�H��oqm���ik�r�ri��Hl��t���2v�iqj�v���jUm$n`okm$�5ikj������ro��q����v�ikjYl`m`n$okprjUm`l �[oklzx��jUm`prikj�����ok��i��k����m$���
v�ikj�l$m`n$okprjUm}l$ik�r�k��n�ik����n$okm`priqj�l}m$i��Yokj����r�H������o��q���2uqikoq��ldokj��0uq��okn$�����2v���oq��l`��lHokn`�f��l`l$��jU�
m`prok�r�r�0m`����l$okx2� �
�H��� � n$l`m�i���ik�Yntm{�}iHxo4¡!ikn�l`m$n`��v�m`��n$��l}prltoHl$m`okv!±�v�iqj#m$okprj�prj�uHm$���[�����ro��q���zv�iqj�l`m$n`okprjUm`l��

�H�#�Yl+prx���r��x0��jUm`prj�u>iq����n`okm$prikj Á-l`prx2���r��n$���U��prn`��l5o8�Y��l`�=iq����n`okm$prikjt� 9P�Y��prm`prikj�oq�r���q�
m`���0l$m`okv!±>v�ikjUm`oqp�jYlRv�ikj�l$m`n`oqprj#m$l��H��prvÛ��okn$��jY���}��n���ikn$x2lHi ��v�iqj�l`m$n`oqp�jUm$lR�Y��������n�prj>m$���
l`m`oqv!±�� 6 iknd�!²�okx2�Y��� �kp���m$����v�ikj�l$m`n$okprjUm~��¾ ~y �·À��YÀ��U|[����n`�fprj0m`���fl`m`oqv!±���oqj��0p���m`���fprj�����m
v�ikj�l$m`n$okprjUmR�Aà ������n`����j�v�ik��jUm`��n`���t��m`�Y��j=m`�Y��j����åv�ikj�l$m`n$okprjUm���¾ ~y �·À �´À��U|��}iq���r�
�������l`�Y���t��m`ikuq��m`�Y��nz�Hprm`��o5��iqp�jUm$��n���n$ikx m$���0�rokm$m`��n�m`i-m`������iqn`x��n��t�{j�uk��j���n`ok����m$���
v�ik�r�r��v�m$p�iqj�i ���Y���ro��k���>v�ikj�l$m`n`oqprj#m$lzv�iqj#m$okprj�����prj�m$����l`�Ul`m$��x p�l�����l`v�n$p������C�#�-m`���0l$���U�
v�ik�r�r��v�m$p�iqj5i���l$m`oqvÛ±q���>v�iqj�l`m$n`oqp�jUm$lH�H��prvÛ�5��o��q��j�i0prj#��ik�Yj��2��ikprjUm`��n$l��

7Hi��@v�iqj�l`pr����n�iq����n$okm$p�iqj>ÃU���{j-ikn`�Y��n�m`i2prx���r��x0��jUm}m$��prlP�!¶2v�p���j#m$�r�k��p�mHprlfj���v���l$l`oqn`�
m`i���o��k�fl`ikx�Hokv�v���l`lHl$m`n`�Yv�m`��n$�zx2oq����prj�u�okj��jUm`oqp��r���0v�ikj�l$m`n`oqprj#mHm$i}¡!��l$m}m$��ikl$�������ro��k���
v�ikj�l$m`n$okprjUm`l�o��t��v�m`���t� C prj�v��0m$����n`�okn$�0p�j�uk��j���n`oq�}oqj�prj � j�prm`��jU��x0����n�i��P��ikl`l$pr���r����j´�
m`okpr�r���0v�iqj�l`m$n`oqp�jUm$l���o � j�prm`�Hv��roql`l`p � v�okm`priqj2i���m$����x^prl}n$���U��prn`���·� 9Auk�Yokn`�0v�ikj�l$m`n`oqprj#m���ikn
l`prx2���r�5uk�Yokn`�-��iqnRl$��ikn$m���prlRoqj�prj�l$m`oqj�v��0i��Ho5�}oq±k���Y��v�ikj��Yp�m$prikj>iq��m`oqp�jY�����U�>n`��jYokx0�
p�jYu2m`�Y����prl$m`prj�uk�Yp�l$�����>oqn`uq��x2��jUmH��oqn`prok���r��l ���Hprj#m$i2n$��jUm`prx2����okn$prok���r��l����{mPprlf��l`����oqlPo
m`��x���rokm`� ��ikn�����l$v�n`pr��prj�u5m$����v�ik�r�r��v�m`priqj>i��}��j#m$okpr�r����v�ikj�l$m`n$okprjUm`l�y�prm`l�prj�l$m`okjYv���lÛ| �H��prvÛ�
o��t��v�m�m`���Hl$okx2��l`�Y�U�ßv�ik�r�r��v�m`priqj�i ��������o��q���0v�iqj�l`m$n`okprjUm`l�� 6 ikn��!²�oqx2���r����l`�Y����iql`�fm`��oqm�m$���
ikj��r�2�Y���ro��k���>v�ikj�l$m`n`oqprj#mfprl���¾ zy �UÀ���À��#|N�H��ikl$�z����uqn`����prl3��¾ ~y �À��=� À�� � |N�Hp�m$�5�}oq±k�����
v�ikj��Yp�m$prikj�l �/��à � oqj�� � � à ����H����j�ikj��r�2m{��i2uq��okn$��lPjY����������v�ikjYl`pr����n$���t�~�2à �
okj�����à ��

! �[j�i���l`����v�p����~okjzprj����³² l$m`n$��v�m`�Yn`�P�H�Yp�v!�zxok��ltof�����ro��k���zv�ikjYl`m`n$okprjUm�p�jUm$iHoP��iq�����r�
��prj�±q���0�rprl`m�i��tiUv�v���n$��j�v��zjYi#�Y��l�� F okv!�0j�iU���Hv�ikjUm`oqp�jYl[oz��ikprjUm`��n[m$izo�l`m$okv!±�������x2��jUm[v�iqjU�
m`okprj�prj�u�o������ro��k���5v�iqj�l`m$n`oqp�jUm � # ��h�ikn$n`��l$��iqj���prj�u0m$i���oqv!�+iUv�v���n`n$��j�v��0j�iU����prl�o0n`���q��n`l$�
��iqp�jUm$��n[��n`ikx)m`���Hl$m`oqvÛ±0������x2��jUm�m`izm$���HiUv�v���n$n`��jYv��zj�iU������h�ok�r�Um`�Y�P�rprl`m�okl$l`iUv�prokm$���2�Hprm`�
oR�Y���ro��k���0v�iqj�l`m$n`oqp�jUm1� � o����A� h FrD A ��okjY��v�oq�r�#��okv!�0j�iU���Hprj�m$���H�rprl`m�o%� �=� `V=�=�K-M�M�: I =�:I `feg: ��{j�prm`prok�r�r�2m$����oqv�v���l$l�l$m`n$��v�m`�Yn`�2prl���x��m{�k���H���~��ik�r�ri��Hprj�u�l$����v�p � ��l��H��okmfp�l���iqj��~��ikn
m`���z�Yokl`prv�ik����n$okm`priqj�l��
A 
 � ? � w®��l`�5m`�Y�Pv�iqj�l`m$n`okprjUm� AikjUm`izm$����l`m$okv!±��#oqj��0��iqn[��oqvÛ��}oq±k���Y�2v�iqj���prm`prikj0oql`l$i��

v�prokm`���+�Hprm$�>y�m$��������uqn`����i���|� ��Uv�n`��oqm`�zm$����v�ikn$n`��l$��iqj���prj�u0uq��okn$�2okjY� � �A�{�rp�l$m��
9P�r�tiUv�v���n$n`��j�v��0j�iU����lH����n$�zokn$�z��ikprjUm`���5m`i  ��

��¨�©�¬ 
 = = �H¦�§ ?� � C 
U¦t§ C o����0à �Hprltj�i�����jUm`oqpr�����t� 6 prj���ok�r�kuq��okn$��l��H�Yp�v!��okn$�[prx2���rpr���
�#� � à �´�H����m`����n`��okn$��j�ikjY���H�}��okn$����ikj�� � fm$����n`�Hprl$���P��ikn2��okv!� � � �ß�rprl`m
� v�iqn`n`��l`��ikj���prj�u�m`i-��okv!�8i �Pm`����l`�2v�ikj���prm$p�iqj�l���okjY����iknz��okv!�8v�iqj�l`m$n`oqp�jUm  åà
�ty�� � �¯|�0� +����iqprj#m$���zm$iPprj � �Uy�oU|t��������m`��ok�r�kiUv�v��Yn`n`��j�v��Hj�iU����l���ikprjUm`prj�uHm$iQ Ay���l`prj�u
m`����n`���q��n`l$�H��iqprj#m$��n`l!|!������l$��m$����j����8�Y���ro��k���zv�ikj�l$m`n`oqprj#m� +� �#à �ty�� � �¯|�0� +� 0��0à �

�;8 ü�øk"[�������³ù#ó�"�ý! #"{%������4÷$÷3"�%�%ß" ók÷`"·ók�4õ�"$þtö¯þ��"{ók" %ß�³ù ù60[ù¯�!%(�" %���øk�!óz� øk"�ó�"�ý  U"{%�����õ�" ù¯��0�"`õf÷`�!ó7&
þ�� %ß�³ö ó���þ`�



� �

pow(x,y,z)

pow(y,x,y)

...

y=1

x=# y=# z=#

z=0 z=1#<>0 #<>1 #<>1
#<>0

x=0

m 9on D-'�� � r��T��G�"HJF���\#�����M U ��MJ���

�Hp�m$�0o�y���i��HjU��okn`��|���iqprj#m$��n[m$i� ��koqj�� � j�oq���r�q�Uy�v4|dv�ikjYl`m`n$��v�m�m`���fj���� � �A�{�rp�l$m`l
v�ikn$n`��l$��iqj���prj�u2m$i9 +� ��oklH��� � j����>oq��i��q�P��ikn�m`���z�Y���ro��0ik����n`oqm`prikjt�

��?�¬��t§�¨@?�¬�� =N��l`m$ikn$p�jYu�m$���5l`m`oqv!±8����n$prj�u��Yokv!±Um`n`oqv!±#prj�u�prl���okl`������v�oq��l`�-p�m�ikjY����n`�³�
�#�Yp�n$��l�o=l`��n$pr��l�i��2��ik��l�� =H��l$m`iqn`prj�u=m$���8�rprl`m>l$m`n$��v�m`�Yn`������i��}���k��n��zp�l-j�ikm�l`i
l`m`n$okpruk�Um ��ikn$�}oqn`�8����v�oq��l`�-j�i�m`n$okpr�rp�jYu #�l$o��Up�jYu+i �Rm$���>v!��okjYuk��l0��okl0����n{��ikn`x���t�
�{j�x2ikn$�z����m$okpr����m`�Y�0ik����n`oqm`prikj�i��H��okv!±Um`n$okv!±Uprj�u5p�l~m`������iq�r��i��Hprj�uY�ty�oU|���iq��m$���
l`m`oqv!±��UokjY���r��m3 A�Y��j�ikm$�Hm`���fv�ikjYl`m`n$okprjUm�¡!��l$m[��ik�������t��y���| ;P������m`�Hok�r��iUv�v���n`n$��j�v��
j�iU����l���iqprj#m$���>m$i2�U�i ��t���®m$����n$�0p�lfj�i2��ikprjUm`��nH��n$ikx| Óy�oqj���l$i2prmP��oklfo2v�iqjU�
l`m`n$okprjUmzm`�Yokm��}oql�j����H�r���Y���ro��k����|fm$i>okj�iqm`����nzv�ikjYl`m`n$okprjUm�����������n0prj�m$���0l`m$okv!±��
m`����j5j�iqm`��prj�u~x2ikn$�Pj������5������iqj����ty�v�|[����m`����n$�zprl}o���ikprjUm`��nd��n`iqx  Am`i�okjYikm`�Y��n
v�ikj�l$m`n$okprjUmQ � y�okj��>l$i9 )p�lHm$���zn$������v����>��iqn`x i��3 � |!��m$����j>����n ��ikn$x m$���zx2iU�U�
p � v�okm$p�iqj�lPm$i0m`����okv�v���l`l~l`m`n$��v�m$��n`�nJyD A�^B`VK G ^  0������n`������p�jYu2����l$������ikjUm`i0m$���
l`m`oqv!±����H����l`�0xiU��p � v�okm$prikj�l�������l$v�n`pr������ok��i��k� ��prjU�kiq�r�k�zv�iqx2���Ym`prj�u0m`�Y�0uk��oqn`��l
����n$m`prj���jUmHm$i� +� ��prj�l`��n$m`prj�u�iUv�v���n$n`��j�v��zj�iU����l���okjY�0l`��m$m`prj�u0���n`���q��n`l$�z��iqprj#m$��n`l��
7Hikm$�0m`��oqmzm`�Y�0p�jY���!²�l`m`n$��v�m$��n`�ik��m$okprj�����prj���okv!±Um`n$okv!±Up�jYu+xo��5j�ikm����2l`m$n`��v³�
m`��n$ok�r�r�0m`����l`oqx2�foklHm`�YokmHi���m`������n$���Uprik��lHl$m`okm$��� ! ��okmHprl�p�x��iqn`m$okjUm��U��i������k��n��
p�lHm$��okmHprm�������prv�m$lPm$���zl`oqx2� hH` G F = J h l$m`n`�Yv�m`��n$��oqlHm`��oqmHi���m`������n$���Up�iq��lPl$m`oqm`���

6 pruq��n`� ��pr�r�r��l`m$n`oqm`��ltm$���[��jUm`prn$�[n`��jUm$p�x��l$m`n`�Yv�m`��n$�Ho���m$��ntm`�Y�[m{�}iHv�ikj�l$m`n`oqprj#m$l'�Y¾ zy �·À���À��#|
okj��9�Y¾ zyL��À �tÀ��#|Nokn`�~l`m`iqn`���·��prj5m`�Yp�lfikn$����n�� 6 pruk��n$��I0pr�r���Yl`m`n$okm$��lPm$���zl`m$n`��v�m`��n$�0o���m$��nPo
j����@prj�����m�v�iqj�l`m$n`okprjUmPxok±q��l �2à �~��jUm`okpr�r���t�
�{j0l`��xx2okn$�k�!o�l`m$okv!±�prl���l$���0m`izl$m`iqn`�H�����ro��q����v�ikj�l$m`n`oqprj#m$l[okjY��m$����prn[n`������v���� ��ikn$x2l��

9Pj>oqv�v���l$lPl`m$n`��v�m`��n$�0x2ok�Yl[o � j�prm`��jU��x0����nHi���uk��oqn`��lHm$i0�rp�l$m`lHi �®�Y���ro��k���5v�iqj�l`m$n`okprjUm`l��
�H���2v�iqj�l`m$n`oqp�jUm�l`iq���q��nzprlzoql`l`�Yx2����m$i>pr����jUm`p�����m`��iql`�v�ikj��Yp�m$prikj�lz�H�Yp�v!��oqn`�0��jUm`oqpr�����t�
�H����v�ikl`mfi��}iqj��z��n$prx2prm`pr�k�fik����n`oqm`prikj5iqj>�����ro��k���>v�ikjYl`m`n$okprjUm`l~y������ro��Uprj�u0o2v�ikj�l$m`n`oqprj#m��
����ukn$ok��prj�u�m$���H����uqn`���Hi ��iqj��H�����ro��k����v�iqj�l`m$n`oqp�jUm��kprj�v��r����prj�ufo��}oq±k��j�prj�ufm`���Hv�ikj�l$m`n`oqprj#m��
okj�����jY��ikprj�u5m`�Y�2�����ro��E#��Y��ukn$ok����i��Piqj��0v�ikjYl`m`n$okprjUmÛ|�prlz��ik�Yj��������U��m`���5y � ²�����|~l`p ���



� �

pow(x,y,z)

pow(y,x,y)

...

y=1

y=#
z=#

z=0 z=1
#<>1

#<>1
#<>0

pow(y,5,y)

pow(5,y,z)

x=0

m 9�n D-'�� � r��T�J�G�"HFJ� � #�����M U ��MJ���*�6X����
����, � �"#T�
H����
�S!"�
F

i��Hm`������j�����n`�r�Up�jYu2��ok±k������l$�Ul`m`��x>�t�H����m`ikm$ok��v�iql`mzi �}okj>iq����n`okm$prikjCy������ro��Uprj�u2oj����
v�ikj�l$m`n$okprjUm��t��n`iUv���l`l`prj�uokj5��jUm`oqpr�����+v�ikj�l$m`n`oqprj#m�����oqv!±#m$n`oqvÛ±Uprj�uU|�ikj5�����ro��k���+v�ikj�l$m`n`oqprj#m$l
p�lH�Yn`ik��ikn$m`prikjYok��m`i0m`�Y�RjU��x0����n�i���m$���z�����ro��q���2v�iqj�l`m$n`oqp�jUm$lHo��t��v�m`���>�U�0m`����ik����n$okm`priqjt�

%�%�&���&�� � ,/.1032 � .���2 � �-4'+�9
�H��prlRl$��v�m$p�iqj��Yp�l$v���l$l`��lzl$ikx�zx2o4¡³iknHprl`l$����l�prj>m`��������l$prukj�i��}oqj>ok��l$m`n$okv�m�x2oqv!��prj��f��ikn
m`���H�!²���v���m`prikj0i �·hHs�w���n`iqukn$okx2l��4�H���H�Yn`prx2oqn`�f��iUv���l[�Y��n`�H�Hpr�r�U���Hiqj�m$���H����l$p�uqj�i ��m$���
p�jYl`m`n$��v�m$p�iqj0l`��m��#�Hprm$����x����oql`prl�ikj�m`���fp�jUm$��n`oqv�m`prikj�����m{�}����j2m$����prn[��l$�Hokj��0prjU��iqn`xokm`priqj
ik��m$okprj�������n`ikxAoH��ikm`��j#m$prok�k�Yn`ikuqn`oqx°oqj�ok�r� ����n�� C ikx2�����r��x2��j#m$l�i �´m$���[n$��jUm`prx2��l`m$n`��v�m`��n$�
�Hp��r�toq��l$i����zx��jUm`prikj����t�
�{j uq��j���n$ok���}m$���>��l$l`��jUm$p�oq�H����okm`�Yn`��li��zm`���5��oqn`m$l2i���okj�ok�Yl`m`n$okv�mx2oqvÛ�Yp�jY�2����oq�rp�jYu

�Hp�m$��v�ikjYl`m`n$okprjUm`l��Hpr���d��p�����n~ukn`��okm`�r��i��k��n0hHs�wA�roqj�uk��oquk��l���l$prj�u>��p��t��n`��jUm�v�ikjYl`m`n$okprjUm
��ikxokprj�l��[�H�Yp�lprl2�!²���x���rp � ����p�j m`���>�rprm`��n`okm$��n`��ikjAhHs�w�y�+| >rÁ=���BAß�HhGH�`w > �BAß��okj��
hHs�w�y����2|�> ���BA{���H������iq�r��i��Hprj�u���n$��l`��jUm$okm`priqjt��m`�Yik��uq�>��okl$����ikj�ikj����}iqn`± >rÁ=���BAß�tv�iqjU�
m`okprj�lHxokm$��n`prok��m`�YokmHprlHn`���r����oqjUmHm`i�ok��l$m`n`oqv�mPxokv!��prj���ld��iqnHx2okjU�0hHs�wC�rokj�uq��okuq��l��

! �R����uqp�j�U�2okn$uk��prj�u�m`�Yokm�okj5ok��l$m`n$okv�mHxokv!��prj��Pprl�m`���~n`pruk�Um�ok����n$ikoqvÛ�prj+m$��� � n`l$m
���rokv���� 9P�Yl`m`n$okv�m�x2oqv!��prj���l���o��k�H������j��l`���0��iqn[prx2���r��x0��jUm$p�jYuH��n`iqukn`oqx2xp�jYu}�rokjYuk��oquk��l
��ikn�x2oqjU�2n`��okl`iqj�l��[w�ikn$m`ok�Yp��rprm{�5prlRiqj�����iqj��r�5okj�p�x���r��x2��j#m$okm$p¯ikji��Hm`���0oq��l`m$n`oqv�mzx2o �
vÛ�Yp�jY�RjY������lHm$i�����x2ok�Y�Ho���okpr�rok���r��ikj2��okv!�5���rokm{��ikn`x-� 9Pj�iqm`����nHprl�l`prx2�Y���~v�ikjU�k��j�pr��j�v����
p�mHprlf��okl$p���nPm`i0�Hn$prm`�zo0j�oqm`pr�k��v�iU���~v�ikx��pr����n}p��[m`���~m`okl$±5p�l � n`l`mfn`���Y��v�����m`iv�ikx��pr��prj�u
��ikn[oqj�oq��l`m$n`oqv�m[x2oqv!��prj��}m$��okm�prl[l$��x2oqj#m$prv�ok�r�r�Pv��riql`��n[m$izm`�Y�Hl`ik�Yn`v��f��oqj�uk�Yokuk� ���H�Y�H����l$m
ok��l$m`n`oqv�m�x2oqvÛ�Yp�jY��l}l$prmHokm�¡!��l$mPm$����n`pruk�UmH��ikprjUmHikj5m`���~l`����v�m`n$��xå����m{�}����j�m$���zv�iqj�v����´�
m`��oq�tv��rokn`prm{��i���m`���f��pruk�U�{�r���k����l`iq��n`v��z�rokj�uq��okuq�Hokj��m`���f����m`oqpr��l�i���m$����m`oqn`uk��mHx2okv!��prj�� �
�{j0��ikprj�u�l`i�m$�����0v�oqj�i ��m`��j0���H��l$���2m$iR�³²´�Yn`��l$lH��n`iqukn`oqx2l�p�j��!²�okv�m`�r��m$���Hn`pruq�#m���iqn`xØ��ikn
m`okv!±U�rprj�uHm`�����!¶2v�pr��jYv���p�l$l`����l�i ��oHl`iq��n`v��}�rokjYuk��oquk��� 6 iqnt�!²�okx2�Y��� ��m`��� ! okn$n`��j 9f��l`m$n`oqv�m
�5okv!��prj���> Ã K�Á��EK:Atn`���qik�r��m$p�iqj�p �����0m$���P�!²���v���m`prikj5i �·w�n$ik�rikuY�#l$prj�v��Pm$n`oqj�l`�rokm$prj�uz��n$ikukn$okxl



� &

m`i0m`�Y� ! 9��¸�!²���ikl$���>x2oqjU��iq����iqn`m$��j�prm`pr��l���iqnHik��m$prx2p ��okm$prikj�m`��oqmH�}��n$�zj�iqm}oq����okn$��jUm
okm�m`���Hl$ik��n$v��������k�����k�H���f����j�� � m���n$ikx)����l`pruqj�prj�uzokj0oq����n$ik��n$p�oqm`�Hoq��l`m$n`okv�m}xokv!��prj��d��ikn
o+uqpr�k��j5l`iq��n`v��0��oqj�uk�Yokuk�~v�okj>����l`i5ukn$��okmfm`��oqmR���k��j��!²���v���m$prj�u5m`����ok��l$m`n$okv�m�prj�l`m$n`��v³�
m`prikj>v�i#�Y�0�#�5prjUm`��n$��n`��m`okm$prikj�v�okj>�r��oq��m$i2l$��n`��n$prl`prj�uk�r�5�!¶2v�pr��jUm�prx2���r��x��jUm`oqm`pri�j�l�i��}o
��oqj�uk�Yokuk� � �5oqj#�5v�iqx2x��n`v�proq��w�n$ik�rikul`�Ul`m$��x2lfv�ikx��pr�r�Pm`i ! 9��+�ß�rpr±k�zv�i#�Y����h���n`m$okprj��r�
x2ikn$�0�!¶2v�pr��j�v���v�okj����2iq��m`oqp�jY������n`iqx j�okm$p��q�0v�iU���2v�ikx2�Yp��roqm`prikjt������m�m`���0l$m`����m$��okm
x2ok�Y�Rw�n$ik�riku���l`oq���r���}oqlHm`��oqmHi���v�ikx2�Yp��rprj�u�m`i0m$��� ! 9����

! ��pr�r��m$��� ! 9��æxok����w�n`iq��iqu2��n$okv�m$prv�ok����uq��iq��ok��oqj�ok�r�Ul`prl�l`��i��Hl~m`���0��ikm$��jUm`prok��i��
x2ok±Uprj�u�okj�iqm`����nPx2o�¡!iknH�r��oq�t� 6 iknH�!²�oqx2���r���-> ÃJI�@BA[okj�� > Ãkâ @BA®�Yl`���5��okprn`�r�2�³¶2v�pr��jUmPokjYo��
��� ����n`l[m$iRuq��j���n$okm$�P��pruk�~�#�Yok�rprm{�RjYokm`pr�q�[v�iU����� �[oql`���0iqj�v���n`m$okprj��³²´oqx2���r��l���m`�����~l`��i������
m`��oqmRm$����v�iU�����U��oq�rp�m{��}oqlPv�iqx2��oqn`oq���r�Rm$i2m$��okmfik��m$okprj����5��n`ikx o+hØv�ikx��pr�r��n����{j>m$���
v�okl$�Ri �·hHs�w��#m$���Hik�Y��iqn`m`�Yj�prm`pr��ld��ikn[iq��m`oqprj�prj�uP��oq���Yok���r��p�j´��ikn$x2okm$prikj���n$ikx)okj�oq���Ul$p�l�oqn`�
���k��jukn$��okm$��n[m`�Yokj�p�j2w®n`ik�riqu����H��prl�p�l�����v�oq��l`��m`�Y�Hv�ikj�l$m`n$okprjUm�l$ik�r�Uprj�u�l`m`���0p�ldp�j�uk��j���n`oq�
��oknHxikn`�fprj#�qik�r�k���0m`��oqj+m$���z��jYp � v�okm$p�iqj2l$m`���t�

� �� � ��$ �IBD ALM�K'=�A F ` I D�7H�³²´m����}v�ikj�l$p��Y��n�m`��������l$p�uqjzi���okjzoq��l`m$n`okv�m�xokv!��prj���prj�l`m$n`��v³�
m`prikj>l$��m��tprj5ok���Yp�m$prikj2m$i2m$���z��oql`prvzprj�l`m$n`��v�m`prikj>l$��mPi �[m`��� ! 9���� ! ��pr�r�Pm$�����!²�okx2�Y����l
��n`��l$��jUm`���5�Hpr�r�U���d��ikn[hHs�w�y'�+|��km$���H��prl`v��Yl`l`priqj�l[okn$�}xok���d��iqn�hHs�w�l$�Ul`m`��x2l�prj�uq��j���n$ok���
�5ikn$�z����m$okpr�rl}iqj+m$��prlHx2oqm`��n$p�oq��v�okj5ik��m$okprj������n$ikx m$����m`����l`��l >rÁ=@ @q��Ã/K/KBA{�
P�Yn � n$l`m0n$���U��prn`��x��jUmzprl�o>�Yokl`prv0prj�l$m`n`�Yv�m`prikjÅ��ikn~p�jU�qik±Uprj�u5m`���v�ikj�l$m`n$okprjUm�l$ik�r�k��n��

�H������iqn`x2oqm[v�oqj+����i��[m`�Y�P��ikn`x
ÆkÊ � � � � � � � � � � ÏUÏUÏ � ,

�H����n`��� � ��prj���prv�oqm`��l[m$���P±Uprj���i��tv�ikjYl`m`n$okprjUm[okjY�0m`��� � � �Y��j�ikm$��l�m`���Hoqn`uk�Yx2��jUm`l��k���#�Yp¯�
v�ok�r�r��m`����l$�Poqn`uk�Yx2��jUm`l�okn$���kokl�prjzm$��� ! 9��Ú��l$m`oqvÛ±��riUv�okm$p�iqj�l�iqn�n`��uqp�l$m`��n$l�� 6 iqn��!²�okx2�Y��� �
p�j5hHs�w�y�+|!��m$����n`��oqn`�Pprj�l$m`n$��v�m`priqj�l}i ��m$���H��iqn`x�� � � É ����¿>okjY� 
��� ����¿ Í � �U�H����n$��¿
p�lHo0jU��x0����n�okj�� �¸o5y�l`iq�r�k��n!|���okn`proq���r���#�H�Y����ikn$x2��ndp�jYp�m$prok�rp ����l�o0��okn$okx2��m`n`prvN��ikn$x m`i
v�ikjUm`oqprj�¡!��l$mHm`����jU��x0����nH¿����H���z�roqm`m`��nPok�Y��lPoqj+��j#m$n`�5i��[m$������iqn`x ¿����'�·y �>|�m`i0m$���
��okn$okx2��m`n`prv���iqn`x ����prj�u>l`m$ikn$����p�j�okj J =�=�K c KBh J A@`yM ���H�Y��n`�s�'�·y �>|�prl�m$���2��oqn`oqx2��m$n`prv��ikn$x ��iqn	� prj5m`���~l`m`iqn`�����H�U��lPm$����okv�v��Yx0���rokm`iqn}prj5uk��j���n`oq��l$m`ikn$��l�okj5�!²���n$��l`l$p�iqjim � �
i��Hm`������iqn`xå¿�Â^¿�� � � � Â Ä�Ä�Ä·Â ¿ � � � � �t�H����j·��m`���0prj�l$m`n$��v�m`priqj ÆkÊ � � � ���UÌ m`��l`m`l ��ikn
m`���0v�iqj�l`prl$m`��j�v���i �3m �g��à^â p�j�v�iqj4¡!��j�v�m`prikj>�Hprm$��m$����l$m`iqn`�������Hv�iqj�l`prl`m$��jUm���m$���0l`iq�r�k��n
ok����l~m`���0���U��oqm`prikj�m`i5m$���0l`m$ikn`� ��iqm`����n$�Hprl`������okv!±Um`n$okv!±Uprj�u5i#v�v���n`l��[�H����n$�0okn`�0l$prx2pr�rokn
p�jYl`m`n$��v�m$p�iqj�lH��iknHprj����U��oq��prm$p���l��
�H����n`�~okn`��prx2��ikn$m`oqj#mdl`����v�prok��±#prj��YlHi���v�ikj�l$m`n`oqprj#m$lHm`��oqm�¡!��l$m`p����0x2oq±Up�jYuRl$����v�prok�rp �����

�k��n$l`prikj�l�i �´m$��prl���oql`prv[prj�l$m`n`�Yv�m`prikj·� ! ��pr�r��m`����n`��okn`��v��r��oqn`�r�PxokjU�H±Up�jY��l�i �´l$����v�prok�Uv�okl$��l��
l`ikx�Pl$����v�p � vzm`i0v���n`m`oqprj+v�ikj�l$m`n`oqprj#mH�Yikx2oqprj�l��km$����n$�zokn$�Rm$��n`���zv�okl$��lP�H�Yp�v!�l`m`oqj��5ik��m��

Á �=m`���[v�ikj�l$m`n`oqprj#m�prltm`iP���[oq�������zm$iHm`����l`m$ikn$��������mtj�ifl`okm$prl � oq��pr��prm{�Hv!����v!±�prl�j���������� �
Ã´�=m`����v�ikjYl`m`n$okprjUm�j�������j�iqm�����ok���Y���t�����YmRprm$lRl$okm$p�l � ok�Yp��rprm{�2prj>v�ikj4¡!�Yj�v�m`priqj��Hprm`�

m`����l`m$ikn$�zj������YlRm$i����zv!����v!±q��� �
�´�=m`����v�iqj�l`m$n`okprjUmPjY������lfm`i0���Roq�������5oqj��5l`okm$prl � oq��pr��prm{��j������YlRm$i����zv!����v!±q���t�t����m

m`����v�iqj�l`m$n`okprjUmPprl�j����q��nP��l$���>�rokm$��n��

��i��!²���x���rp¯���>m`���5l$����v�p�oq�Pv�oql`��Á��[v�ikj�l$p��Y��n0ok���Yp�jYu>m`���5v�iqj�l`m$n`oqp�jUm �zÂ � � � à â
m`i5m`���0l$m`iqn`��� C ������ikl`�0m$��okm �åà�� Â ����Á Ip�lfok�rn`��ok���>prj�m`����l`m$ikn$����oqj���m`��oqm � p�l�o
j����=��oqn`prok���r��� 9A��prn`��v�m[v�ikx��pr�rokm`priqjzn`��l$���rm`l�prj�m$���H��iq�r��i��Hprj�uY� 7Nikm`�fm`��oqm[m`�Y�Hn`pruk�Um`xikl$m
v�ik�r��xj2�����Yp�v�m`lPm$����v���n$n`��jUmPl$m`oqm`�zi ��m`�Y�zokv�v���x0���rokm$ikn��



�:�

� � � É ��� � �-����»�¼2» � �q½`¾ !�� �

��� ��� ×tÍ � �-����»�¼2» � �q½`¾ !�� �HÂ �

��� ��� Ô�×�Í � �-����»�¼2» � �q½`¾ !���ÁJ� @ K}Â � � �
ÆkÊ � ��� ���UÌ º�¾8� � m ��ÁJ� @/K�Â � � �=à°â

98����m`m$��n�v�ikx��pr��oqm`prikj�v�oqjz����iq��m`oqp�jY�����#����l$prj�uHoHl`����v�prok�rp �����~p�jYl`m`n$��v�m$p�iqj Æ Ê � ��� �YÊ � 
 ��� ���
� �H��prv!��ok�Y��lzm`�Y�0���U��okm$p�iqj �ãà m �g��m`i5m$���2l$m`ikn$�����H����n`�zm �g��prlzm`���0�³²´�Yn`��l$l`prikjCp�j
m`���zoqv�v���x0�Y��oqm`iqn��U�H���zx2oqprj0��p�����n$��j�v�������n$�z�Hprm`� ÆkÊ � ��� ���UÌ p�lHm$��okmHjYi0l`okm$prl � oq��pr��prm{�
vÛ�Y��v!±+prlH����n{��ikn`x���t� 6 iknHm$����ok��i��k���!²�okx���r���#����j�i��=v�oqj>��o��q�

� � � É ��� Ô � �-����»�¼2» � �q½`¾ !��E���

��� ��� Ô�×tÍ	� �-����»�¼2» � �q½`¾ !��E�zÁJ� @/K�Â �
ÆkÊ � ��� ��Ê � 
 ��� ��� � ���0� �åà �zÁJ� @ K}Â �

�{j�l$��x2xokn`����iknPm$��prl�l`����v�prok��v�oql`���t��iknzhHs�w�l$�Ul`m`��x2l�prj>uk��jY��n`oq���t����i ��m`��j>��j�v�iq��jUm`��n
v�ikj�l$m`n$okprjUm`l��H��prv!�>v�okj-����ikn$ukokjYp	�����>prjUm`i2o���ikn`xål$��v!��m$��okmfprm`lPv�ikj�l$p�l$m`��jYv��>�Hprm`�>m$���
l`m`iqn`�0prlPiq�U�#priq��l����H��prlRm{�U��prv�oq�r�����ok�Y����jYlR�H�Y��j�oj����)��okn`proq���r�Roq������okn$lzprj>okj>���#�Yo��
m`prikjt����iqn��!²�okx2�Y��� ��okjY��j���� ��okn$prok���r��l�okn$��i ��m`��j�v�n$��okm$���8prj�hHs�w=l$�Ul`m`��x2l����H�#�YlRm$���
p�jYl`m`n$��v�m$p�iqj�lPi ��m$������iqn`x ÆkÊ � � � ��Ê � 
 ��� � � �okn$�[¡!��l`m$p � ���t�

7H�!²�mPv�ikj�l$p��Y��nPm$����l`����v�prok��v�okl$��ÃU��oqj��5m`���f��iq���ri��Hprj�uz�³²´oqx2���r�PhHs�w�y'�+|N��n`iqukn`oqx>�
Æ�Ç#È[Ë�Ì�Í>Ì�Î�Ï
Æ�Ç#È[Ë!Ð[Í �tÎ^Ò`Ô
Ð@ÕUÖ@×tÍ
Ðt×�Ö�Ð@Ô ×tÍ
�t×�Ö �@Ô=Ð[Í
Æ�ÇUÈ[Ë!Ð�×tÍ �t×UÎ�Ï

H��v�ikj�v���n`j�m$i0��lP����n`��okn`��v�iqj�l`m$n`okprjUm`lfm`��oqm��tp��[ok�������>m`im`���zl$m`iqn`���tv�oqj����zl`�Yi��Hj>m`i
����v�ikx2�fn`���Y��j���oqj#m�okl�ozn$��l`���rm�i��t���Ym`��n$�Roq����prm`priqj�l�m`i�m`���fl`m`iqn`�����H�Yp�ldj�ikm$p�iqj0i��'� K-ALK-M�:
M�:�eVK I e JVI =�a ��okl � n`l`md����l`v�n`pr�����2prj >rÁ=� @BAß�'7Ni��8p������}�!²���v���m`�fm`����ukiqok� Æ�Ç#È[Ë!Ð[Í �tÎ ��l`prj�u
m`���zl$��v�iqj��>n`�Y����oq��i��q�����}��iq��m`oqp�jm`���~l`����uqikoq�

� Ô Ð°ÕUÖ ×tÍ5Ðt×8Ö Ð ÔØ×�Í �t×8Ö �°Ô=Ð[Í�Æ�ÇUÈ[Ë!Ð�×tÍ �t×UÎ�Ï
h�ikjUm`prjU��prj�u8m$�����!²���v���m$p�iqjt�P����jYi��å��o��k��m{�}iCv!��ikprv���l��Pv!��iUikl$p�jYu m$��� � n`l$m>n`���r���}�
ik��m$okprj8m$���5j���� v�ikj�l$m`n$okprjUm Þ�Á>à¸âU��okj��Cv!��iUikl`prj�u�m`�Y�+l$��v�iqj��=n`�Y����}�5iq��m`oqp�j�m$���
v�ikj�l$m`n$okprjUm�Þ�Á � Á2y�okxikj�u0iqm`����n$lÛ|³���{j���oqv!��v�oql`�m`���0iqn`prukprj�oq��v�iqj�l`m$n`okprjUm�Þ � Á�prl
x2ok�Y�2n`������j���oqjUm��}�H�Y�+xokprj���iqp�jUm�i���m`��prl0�!²�okx���r�0prl0m`��oqm�m$���5v�ikj�l$m`n$okprjUm2Þ � Á
p�j�m`�Y��l$��v�ikjY��n`���r��l`��iq���r�>���0prx���r��x0��jUm`���5l$p�x���r�2oqlRom`��l$m���oqj���j�ikm�ok�Y������m`i2m$���
v�ikj�l$m`n$okprjUmPl`m$ikn$��� ! �f����j�v������ � j��zm`�Y�RjY���@v��rokl$lHi���prj�l$m`n$��v�m`priqj�l ÆkÊ � � � ��Ê 
���� � � �·�
�H��prl[�!²�okx���r�[l`��i��Hldm`��oqm�����m$��n`�Hn$������j��YokjUm}v�ikj�l$m`n`oqprj#m$l[��i�iUv�v���n�prj hHs�w�l`�Ul`m$��x2l��

GHi������k��n��kikjY�[ok���Yokn`��j#m���p�¶2v��Y��m{���Hprm`�~m`��prl�l$����v�prok��v�oql`��prl�m`�Y�}��n$ik���r��x)i�� e :�A\:�=�A FrI G�prm`li#v�v���n`n$��j�v�� � ! �P�Hpr�r��x2��j#m$prikj0n`��������okjUm}��ikn$±0ikj��n`iqukn`oqx okjYok�r�Ul`prl[�����ri���� �5��okjU�H��pr�r���
�}��n`��x2okn$±�m$��okm��!²�����n`prx2��j#m$l}�Yl`prj�u0hHs�w�y�+|[��o��q�Pl$��i��Hj2m$��okm�m`��prl�l`����v�prok��v�okl$������ok��l
m`i0m`�Y�Rxikl$m}l$����l`m$okjUm`proq�t�!¶2v�pr��j�v��5uqokprj�l�v�ikx��okn$���2m$i�m$����ikm`�Y��nPm{��i�±Uprj���l�i��[l$����v�p�oq�
v�okl$��l���prl`v���l$l`���-p�j5m$��prlHl`��v�m$prikj >rÁ=@/@q��Ã K/K3Aß�

6 prj�oq�r����v�iqj�l`pr����n}l$����v�p�oq��v�okl`���U� N��v�iqj�v���n$j2����n`�Poqn`�Hv�iqj�l`m$n`oqp�jUm$l}�H��prv!�0okn$�Hj���prm`�Y��n
��jUm`okpr�r���>�U�5m`�Y�zl`m$ikn`��oklfprj+v�okl`�5Á�j�iqnPokn$�z���q��jUm`��oq���r�x2ok�Y�Rn$������jY��okjUm�oklHprj>v�oql`�0ÃU�
����m��H��prvÛ�0oqn`�fn`���U��prn`���2m`i~���fok�������0m`izm$���Pl$m`ikn$����okjY�0vÛ�Y��v!±k�����iqn�v�ikj�l$p�l$m`��jYv��k� ! ��okm
x2ok±q��l�m`����l`�Pv�ikj�l$m`n`oqprj#m$l}l$����v�prok��p�l�m$��okm[o ��m`��n[m`�����0��o��k��������j2oq�������0m$izm`���Hl$m`iqn`�zy�okj��



���

m`���zl$m`iqn`��prl}n$��v�ikx����m$���5p�jUm$i�prm`l�j����AprjUm`��n$j�ok����iqn`x5|!�Um`����prn���okn$p�oq���r��l�ok������oknHprjm`��iql`�
��okn$m`lPi ��m$���zl`m$ikn$�Rm$��okmHoqn`�zjY���k��nHoqukoqp�jn`�!����n`n$����m$i���h�iqj�l`pr����nHm$��� Æ�ÇUÈ ��n`iqukn$okx iqj�v��
okukoqprjt���H��� ��ik�r�ri��Hprj�uzl`���#�Y��j�v��0i �®v�ikj�l$m`n`oqprj#m$l�okn`prl$����n`iqx �³²´��v���m`prj�um`����ukiqok� Æ�ÇUÈ[Ë � Í
��Î � yÛÁ�| ��Á à � � �

yßÃq| ��Á � à y � � �q|�� K
y �q| ��Á � � à y`y � � �q|
� Kk|
� �
Ä�Ä4Ä Ä4Ä�Ä

�H��ikj���j�v�iq��jUm`��n$p�jYuzm`���Hl$��v�iqj������#�Yokm`priqj ��Á �tà���Á � K�okj���l`prx���rp¯���#p�j�u�p�jUm$izyßÃq|!��j�iqm`�
m`��oqmHm`������okn$prok���r�	��Á��Hpr����j����q��nH���Rn$�!����n$n`���-m`i0prj0���Ym`��n$��� GH��jYv��z���U��oqm`prikj-yÛÁ4|�v�okj2���
�����r��m`���t� C p�xpr��oqn`�r�q�Û����ikj0��j�v�ik�Yj#m$��n`prj�u~m`���Hm$��prn`�����U��okm$p�iqj ��Á � ��à ��Á � � �foqj���l$prx2���rp��
���Up�jYuzprj#m$i0y �q|!�Um`���f��okn$p�oq���r����Á �t�Hp��r��jY���k��nH���Pn$�!����n$n`���5m$i�prj�����m$��n`�fokj��0l$i2y{Ãk|�v�okj2���
�����r��m`���t���{j0l$��ikn$m���ikjY����ikjY�P���U��oqm`prikj0prjU�kiq���Uprj�u �åj������+���Pl$m`iqn`���5okmdokjU�0��iqprj#mdp�j0m$���
v�ikx����m`oqm`prikj·� ! �z����j�v��2oq���>m$���0v��rokl$lRi �}prj�l`m$n`��v�m`prikj�l�i ��m$���z��ikn`x 
��� 
 � � ��� � ��É��
� �H�Yp�v!�5prjU��iqn`x2ldm`���zl$ik�r�k��nPm`�YokmHo���m`��nfv�ikj�l$pr����n`prj�u0m$���zv�iqj�l`m$n`oqp�jUmfokl`l$iUv�prokm`���>m`i � ��prm
x2o��5�����r��m$�2ok�r��l`m$n`��v�m`��n$��l2oql`l`iUv�proqm`����m$i � ���{jÚhHs�w�y'�+|���m$���0v�iqn`n`��l`��ikj���prj�u�prj�l`m$n`��v³�
m`prikj�prl 
��� ��� 
 � � ��� � ��É�� ¿ Í � �[m`�Y�+iq�U�#priq��l���oqn`prokjUm�i���m`���5��n$���Up�iq��l`�r�C����l`v�n`pr�����
p�jYl`m`n$��v�m$p�iqj 
��� ����¿ Í � ��h�iqx2��pr�rprj�u�m`��prl Æ�ÇUÈ �!²�okx���r�Hukpr�k��l

Ë�×UÎ � � � É ��� Ô �

 �� ��� ×tÍ �
Æ Ê � ��� �YÊ � 
 ��� ��� �t×

Ë���Î � � � É ��� Ô��

 �� ��� 
�� � ��� � ��É�� ×tÍ ��×
Æ Ê � ��� �YÊ � 
 ��� ��� �t×��

Ë³Ý�Î � � � É ��� Ô �

 �� ��� 
�� � ��� � ��É�� ×tÍ ��×��
Æ Ê � ��� �YÊ � 
 ��� ��� �t×����

Ä4Ä�Ä Ä4Ä�Ä
7Hikm$�zm`�Yokm�o0��p�����n$��jUmPl$��mHi���p�jYl`m`n$��v�m$p�iqj�lPprl�n`���U��prn$���5��iqn}m$��� � n$l`mH���U��oqm`prikj��n$ikx m$��okm
n`���U��prn`���2��ikn�m`���fn`��xokprj�prj�u����U��okm$prikj�l�� GH��j�v��Rm$��� � n`l`mHprm$��n`oqm`prikjj�������lHm$i����P�Yj�n`iq���r���
m`i���n`iU����v��Pm`�Y�Px2iql`m��!¶2v�pr��jUm�v�iU�������H���fx2oqp�j~vÛ�Yok�r�r��j�uk����ikn�m`��prl[l$����v�p�oq�tv�okl$�Pprl��Uokldp�j
l`����v�prok��v�oql`�zÃU��m`��������m$��v�m$p�iqj>i���m`���~l`����v�prok��v�ikj�l$m`n$okprjUm`l�� ! �Pj�i��Aok�Y��n`��l$lPm$��prlHp�l$l`��� �

� �� �  �� �5:�=�^ IBF1� K': D/� `VM {~}~�u� M�` G M JVc � I J h a D�FrD��H���±Up�jY��l�i �P��n`iqukn$okx okj�oq�r�#l$prl
n`���U��prn`����m`i5��m`pr�rp ����m`����l`����v�prok�rp ������prj�l$m`n$��v�m`priqj�l�p�jYv��r������m`��iql`�0m`��vÛ�Yj�pr�#�Y��lz�����q���rik�����
��iknzw�n$ik�rikuY��x2iql`mH��n$ikxp�jY��jUm`�r�k���Y��m`��v�m`prj�u>l$����v�p�oq��v�okl$��lzi�����j�p � v�oqm`prikj>oqj��>����m`��n$x2prjU�
p�l$m`prv>��n$����prv�oqm`��l�� 9f�rukikn$prm`��xlz��iqn0l`��v!�=oqj�ok�r�Ul`prl0��o��q�5����v�ikx2����okxp��rp�okn ��l`��� >#�/�q��� I:A
��ikn��!²�okx���r��� C ��� >#� @BAß����iqnP�!²�oqx2���r���Y��iknfo+�Y��l`v�n$pr��m`prikj�i�����i��@m`i5�!²�m`��j���m$���0uk��j���n`oq�
m`��v!��j�pr�U����l�i �®oq��l`m$n`oqv�m�p�jUm$��n`��n$��m`oqm`prikj-ok�����rprv�oq���r�Pprj>s�w�m$i2hHs�w�� f��nfv�ikjYl`pr����n$okm`priqj�l
ok��i��k������i��}���k��n���n`���U��prn`�~n`okm$����nfl`����v�p � vz±Uprj���lHi ��okjYok�r�Ul`��l��

;P��m`��v�m$prj�u>n`������j���oqjUmR��oqn`prok�Y����lPokjY�>���Ym`��n$�0n`�����Yj���okjUm�v�iqj�l`m$n`okprjUm`l~v�okj�prj5��okv�mR���
��ikj��0�Hprm$��ik��mf��okm$o�µ�i��)okj�oq�r�#l$prl�� fj��0l$prx2���r�zx��m`��iU�>prjU�kiq�r�k��lf��jU��iq���Yp�jYu0m`���0��n$����p��
v�okm$�2��� � j�prm`prikj�y�okj���m{�U��prv�oq���r�>iqj�v��0prlz��jYik��uq��|!��okj���m$����jt��prj�m`���0v�okl`�i��P����m`��v�m$prj�u
n`�����Yj���okjUmz��oqn`prok�Y����l��tl`prx2�Y���prj�l`����v�m$p�jYu>�H����n$�0��okn`proq���r��l�i#v�v���nz�rokl$m�p�j-m`���0��j´��ik�r�����
��� � j�prm$p�iqj�l�� 6 ikn~����m`��v�m`prj�u�o>����m`��n$�2n$������j��YokjUm�v�ikj�l$m`n`oqprj#m��[m`�����l`l$��jUm`prok�Hl$m`����prlz���³�
m`��n$x2prj�prj�u��H����m`�Y��n2m$���5v�ikj�l$m`n$okprjUm`l0prj�okj8�YjU��ik�r����� �Yn`����prv�oqm`�5��� � j�prm`prikj�prx2���r�>m$���
v�ikj�l$m`n$okprjUmP����prj�u0okj�oq�r� �����t�



� �

9Pj5��okn$�r�0�}iqn`±�����l`v�n`pr��prj�u0m`�Y��l`��±Uprj���lHi���iq��m`prxp	��okm`priqj�l�p�l�>rÁ=� @BAß�UokjY�2l`iqx2�����Yn`m`�Y��n
��prl`v���l$l`prikjCv�okj�oq�rl`i5������ik��j���prj >rÁ=���BA{���H�Y�0��oqm`m$��n � n$l`m�����l`v�n`pr�����8m`�Y�2ok�Yl`m`n$okv�m�x2o �
vÛ�Yp�jY��hHs�9��¸��iknPhHs�w�y'�+|���okj��5m`�Y�z��iqn`x��n � n`l`mf��� � jY����oqj��>�!²�oqx2prj����m`���z�Yn`ik�Y����x
i���ik�Yn[l`����v�prok�tv�okl`��ÃU�Um`��oqm[i����Y��m`��v�m`prj�u�okj��0�!²����riqp�m$prj�u�m`���f�!²�p�l$m`��jYv���i�������m`�Yn`�Pn$������j´�
��okjUmPv�ikj�l$m`n`oqprj#m$l�p�j>hHs�w�y'�+|�� ��ikn`�~n`��v���j#m$�r�k��>rÁ �YÁ1A�n`����iqn`m`����j����@ok�ruqikn`prm$��x2ld��iknHm$���
��n`iq���r��x i��}l$����v�p�oq�}v�okl`� �´��m`�Yokmzi �}����m$��v�m`prj�u�n`������j���oqjUmz��okn$p�oq���r��l�prjÚhHs�w�y'�+|³���H���
�}iqn`±?>rÁ:@kÃBA��Y��l`v�n$pr����l���prj5o0x2ikn$�Puq��j���n$ok��l$��m`m$prj�u���o0v�ik�r�r��v�m$p�iqj5i��[m`��v!��jYp��U����lzy���j#m$prm`�r���
n`� � jY��x2��jUm��kn`��xi���ok�qokj���n`��iqn`����n`prj�u#|���ikn�ik�Ym`prx2p ��oqm`prikjfp�j�hHs�w-l`�Ul`m$��x2l�� C ���Hoq��l$i >�Á:@JIBA
��ikn�okj�i��q��n`�Upr���)i��Hm`����l`m$okm`�Yl�i ��hHs�w�y�+|�ik�Ym`prx2p ��oqm`prikj5okjY� >rÁ=@ @q��Ã/K KBA[��iqnR�Y��m`oqp��r���
��x2��prn$p�v�ok��n`��l$���rm`l��

;P��l`��prm`�Hm$������iqm`��jUm`proq��i���iq��m`prxp	��okm`priqjPokl�n$����iqn`m$���0prj�m$����l`�H��ikn$±Ul��km$���}�roqvÛ±�i ��y �����r��|
p�x���r��x2��j#m$okm$p�iqj�l��r��o��q��l[iq����jm`���f��n`oqv�m`prv�oq�rp�m{�~i�����l$p�jYuzm`����l`��okj��0iqm`����n}l$ik����prl$m`prv�okm$���
ik��m$p�xp ��okm$p�iqj0m`��v!��jYp��U����lH��iqn�hHs�w8l$�Ul`m`��x2lHprj5uk��j���n`ok���

� �� � ��$ 	 K I A Frc :�BA�MYK =�ALK M�: 9 hHs�w oq��l`m$n`oqv�m5x2okv!��prj��5n$���U��prn`��l5m`�Y��l$okx2�-��okl$p�v
n`��jUm`prx�}l$������ikn`m�okldm`��� ! 9���� C ikx�[��okm$ozl`m$n`��v�m`��n$��lHj������Y���2oqn`�Po�n$ik��m$p�jY�H�!²�m`��j�l$prikj
i��zm`��iql`���iqn0m`��� ! 9��

�

m$���>��l$��ok�Hn$��ukprl$m`��n���l$m`oqvÛ±�������ok��oqj��8m$n`okpr�Hiqn`ukoqj�p ��okm$prikjt�
�H���2xokprj�jY��� l`m$n`��v�m`��n$��l2����n`m$okprj8m$i>m`�Y�+l$ik�r�k��n�� � okn$p�oq���r��lzprjU�kiq���q����p�j�v�ikj�l$m`n`oqprj#m$l
m{�#�Yp�v�ok�r�r�2��o��q�zo�D ` h t :�M F e : I A F � :�M ���H�Yp�v!�>prlH��l$����m`i2n$�!����n�m$i0m`��oqmP��okn$prok���r� � lH�riUv�okm$p�iqjp�j5m$����l`ik�r�q��nH��okm$o0l`m$n`��v�m$��n`��l��
�H���zx2iU��p � v�okm`priqj�l[m`i�m`�Y�z��okl$prv ! 9��¸okn$vÛ�Yp�m$��v�m$��n`��m{�U��prv�ok�r�r����ik�Y������ �
" 5` h t :�M F eg: I A F � :�M D�{m�prl�i���m`��j�j���v���l`l`oqn`�0m$iR�Yo��k��oR��o���m`i�prj����!²~��n`iqx oP��oqn`prok�Y���dm`i�m`���Hv�ikj�l$m`n`oqprj#m$l
p�mfprlPprjU�kik�r�q���>prjt� C p�jYv���m$��� ! 9�� l`m$n`��v�m$��n`���n`i��Upr����lfl`m$okv!±>�riUv�okm$p�iqj�lH��iknPm$���
���Uj�okxp�v�ok�r�r�Rv�n`��oqm`���5��okn$prok���r��l��kprm[n`��xokprj�l�¡³��l`m�m`iz�Yo��k�Po~m`oku~okj����ok�r���Hl`m$n`��v³�
m`��n$�+m$i�n$��l`����v�m$pr�k���r�Ay�oU|zpr����jUm$p¯����m`���5��okn$prok���r�0okl�o�l`ik�r�q��n0��okn$p�oq���r����oqj��=y���|
okv�v���l`l2m$���2v�ikj�l$m`n`oqprj#m�y�l!|�okl`l$iUv�prokm`���8�Hprm`�Cm`��prl���okn`proq���r��� 7Hiqm`�m`��oqm�m$���5��okl$p�v
��j�p � v�oqm`prikj5ok�ruqikn`prm$��x>�Uokl$l`��xp�jYuz���Yj�v�m`iqn`l�okn$�z��l$����prj5m`�Y�zv�ikjYl`m`n$okprjUmPl$�#l$m`��x-�
j�������lfm`i0����ok��uqx2��jUm`���2m`i0�Y��ok���Hp�m$�2m$��prlHj����@m{�U��� �

" � JYGfG :�esALM JyF h
9Pl0x2��j#m$prikj�����prj C ��v�m`prikj@Á�âU� KU��m$���5m`n$okpr�}prjCm`��� ! 9��ãx2��n`���r��v�ikj�l$prl`m`li��Po
l`m`oqv!±>i��}oq����n$��l`l$��lzm`i5����n$��l`��mzikj>�Yokv!±Um`n`oqv!±#prj�uY�t�{jÚhHs�w�l`�Ul`m$��x2l�prj>uq��j���n$ok���
m`����m`n$okpr��p�l�oq��l$i2��l$����m`i5l`m$ikn`��v!��okjYuk��lzm$i2v�iqj�l`m$n`oqp�jUm$l���GN��j�v��0o5m`oqukuq���>��ok�r���
m`n`oqpr�tp�lHn$���U��prn`���·���H�Y�Rm$okuqlHl`����v�p����5�H��okmHiq����n`okm$prikj5prlHm`i0���zn`���q��n`l$���t�tokjY�+m$���
��ok�r���Pv�ikx2��ikjY��jUm���p�����n$��l`��j#m��tv�ikjUm`oqprj�lHokjU�0ik�r���okm$o0m`i0���Rn$��l`m$ikn$���t�

" � Frc : O1D A Jyc ?B:�e e J A J�D A�MYK =�ALK M�: D�Hp�x�2l$m`okx��l0��o��q�+������jA��n$p��³µ��8��prl$v���l`l$���@prj C ��v�m$p�iqj Á4â´� KU���H���>��oql`prv>pr����o
����n`�-p�l�m`�Yokm0m`�Y�+�Yokm`o�l`m$n`��v�m`��n$��n$����n`��l`��jUm`prj�uCo�v�ikj�l$m`n`oqprj#m0xo���uqi�m$��n`iq��uk�
l`���q��n`oq��v!��oqj�uk��lP�Hprm`��iq��mHm`�Y��n`������p�jYu2o0j����@v!��iqprv��z��ikprjUmH��j�v�iq��jUm`��n$�����Y��n`prj�u
m`��prl�okv�m$p��Uprm{�q�´h��r��oqn`�r��iqj��r�0ikj��fl`m$okm`��i ��m`�Y�Rl$m`n$��v�m`�Yn`�zj������>���Pm`n$okpr�r���0��ikn���okv!�
vÛ�Yikprv�����iqprj#m��

" { ` IBD ALM JVF I A J =�=�K c KBh J A@`yM
9 v�iqj�l`m$n`oqp�jUm�prlzm{�U��prv�ok�r�r�>����pr�rmz���C��l`prj�u-o���oql`prv0prj�l`m$n`��v�m`prikjCn`������okm$�����r�q����ikn
�!²�okx2�Y��� ��m`��� 
��� � ��prj�l`m$n`��v�m`prikj�prj hHs�w�y'�+|³� ;P�Yn`prj�u>m$��prl0��n`iUv���l$l���m`���5��oqn{�
m`prok�r�r�>v�iqj�l`m$n`��v�m$����v�ikjYl`m`n$okprjUm�prlzn$����n$��l`��jUm$���=prj�okj�oqv�v���x0���roqm`ikn�� PjY�2i��Pm$���
Æ Ê � ��� prj�l$m`n$��v�m`priqj�lHm`����j+�Yokl`l$��lHm`�Y�Rv�ikj�l$m`n`oqprj#mHm$i�m$����l`iq���q��n�� ! �Pv�okj5m`��prj�±�i��
m`��prl[�rprj���oqn���ikn`x)okv�v���x0���rokm$ikn�oql[o�uk��jY��n`oq��p ��oqm`prikj�i��tm`�Y�Pokv�v���x0���rokm$ikn�p�j�v��rokl$l`p��
v�ok��v�ikx����m`��n}oqn`v!��prm`��v�m`��n$��l���oqv�v���x0�Y��oqm`prj�uzo0�Yokn`m$prok�r�r��v�iqj�l`m$n`��v�m`����v�ikjYl`m`n$okprjUm



���

p�jYl`m`��ok�5i���o0j#�Yx0����n��

%�%�&��
&��	2�032
	L	 9 	 � �	��	 9 � 9J+�.$2�.14�*�+-,

! �[��n`pr�!µ��Riq��m`�rprj��[m$����x2okprjf�}iqn`±Ul�prjU�kiq���Uprj�uHhHs�w5oqj��z��oqn`oq���r���rprl`x-�Û�H�Y�[ik����ikn$m`��jYp�m$pr��l
��ikn���oqn`ok�r�r���rprl`xåprj�hHs�wA��oqj�uk�Yokuk��lPokn$�0m`��iql`�0m$��okm�okn$prl`����oqj�����o��k��ok�rn`��ok���>������j�oq�U�
��n`��l$l`���·��prjm`�����rikuqp�vH�Yn`ikuqn`oqx2x2prj�ufv�ikjUm$�!²�m�y�l`�YvÛ�5oql}iqn{�{��okn$ok�r�r���rp�l$x>��okjY�U�ß�Yokn`oq�r������prl$x>�
l`m`n$��okx �ß�Yokn`oq�r������prl$x+|!��oqj���m`�Yikl`�0m$��okm�oqn`prl`�0����v�oq��l`�i��Hm`���0��n$��l`��j�v��5i��Ho5��iqm`��jUm`proq���r�
v�ikx����m`oqm`prikjYok�r�r�zv�ikl$m`�r�2v�ikj�l$m`n`oqprj#mfl`iq���q��n��
�H��� � n`l`m���ikn$±2prj>m`�Yp�lfokn$��o >�Á�â/@ A[�}oqlPokj-�!²�����n$prx2��jUm`oq��prx2�Y����x2��jUm`oqm`prikj0i �[okj>iqn{�

��okn$ok�r�r���[��iknzo�hHs�wA�rokjYuk��oquk�0�Hprm`����iqx2oqp�j � �2���H�Yokmzoq����n`iqokv!�8�Yokl�������j �Y��n`l$�����
�Hp�m$�>m`�Y�z�����q���rik��x��jUmHi��[m`��� F �rp�� C �UlPl`�Ul$m`��x > Ã�� I:A{���H��prv!�>prlHm`���~x2ikl$mH�����q���rik�����>i��
m`���z�Yokn`oq�r�����tp�x���r��x0��jUm`oqm`prikjYl�i �}hHs�wC�rokj�uq��okuq��l��

9Hm`o�� >�Á��q�}Á=KBAH��n$��l`��jUm$l0m`���0iqn{�{��okn$ok�r�r���rp	��okm`priqj>i��PÃks�w���o5��oqj�uk�Yokuk��m`�Yokmzv�iqx2���Ym`��l
�Hp�m$�=�rprj���okn0prj����#�Yok�rprm`pr��l2i��q��n2n$��ok�rlokj���prjUm`��uq��n`l��P����mp�j��H��prv!�=n$���r��l5��i�j�ikm��o��k�
��iUv�oq����oqn`prok�Y����l � (�� 9fj�ikm$����n��}iqn`±�����ok�rl��Hprm`��m`���fikn{�{��oqn`ok�r�r����prx���r��x2��jUm$okm`priqjRi ��o�hHs�w
��oqj�uk�Yokuk�fi��k��n(� � ikj5x2oql`l$p��q���r���Yokn`oq�r����� C � � ;Av�iqx2����m$��n`l�> Ã��kÃBA{� GHi������k��nHm`���z�Yokl`prl
��iknzm$���2�Yokn`oq�r������prl$xåp�l~j�ikmzm$���2jYikj�����m`��n$x2prj�prl`m$p�v0v!��iqprv��0i��Pn$���r��l���oklzprj�v�iqjU�k��jUm`priqj�ok�
s�wCikn �ß��oqn`oq���r���rprl`x-�k����mHm$���zj�iqj�����m$��n`xprj�prl`m`prvfvÛ�Yikprv���i��[��ok�r����l[��iqnHo���oqn`prok�Y��� �

! ikn`±�iqj8oqj��U�{��okn$ok�r�r���rp�l$x prj8�riqukprv0��n`iqukn$okx2xp¯j�u��������j���l����o��Upr�r��ikj8jYikm`priqj�lzi��
p�jY��������j�����jYv��8i ��okm$ikx2lprj=o8uqikok����> ���BAzok����n$��l`l$��l�m`��prl2jYikm`priqj=prj=o=hHs�wÓv�ikjUm`�³²´m��
okj��>pr����j#m$p����2j�iqm`prikjYlHi��[prj���������j�����j�v�����iqnPv�iqj�l`m$n`okprjUmPl$ik�r�k��n`lP�H�Yp�v!�>x0�Yl`m���ik�r�5p��®m$���
ok����oqj#m$okuq��l2i � oqj��U�{��okn$ok�r�r���rprl`x prj=s�w^oqn`�>m$i8���5�����r�r��n`��ok�rp �����Ap�j=hHs�w^�rokj�uq��okuq��l��
GHi������k��n���m$����n$�0��oklzjYikm��tm$i+iq��nz±Uj�i��H�r����uq���t������j�okjU�>oqm`m`��x2��m�m`i5��n$iU����v��0oqj�oqj��U�
��okn$ok�r�r���tprx2���r��x��jUm`okm$prikjzi �®o0hHs�wC�rokjYuk��oquk���
�H�}if�}iqn`±Ul�ok����n$��l`l���ikm$��l$m`n`��okx0�{��oqn`ok�r�r���rprl`x=oqj��z��oqn`oq���r���rprl`xAprjzv�iqj�l`m$n`okprjUm�l$ik�r�Uprj�u��
� ;�hHh > Ã I �BAtp�ldozv�ikxx2prm`m$���U�{v!��ikprv����rokj�uq��okuq�Hm`��oqm[v�okj���fv�n`�Y�����r�0v!��okn$okv�m$��n`p �����-okl[o
v�ikxx2prm`m$���U�{vÛ�Yikprv����k��n$l`prikj-i���h 9�s����{m���l$��l�v�ikjYl`m`n$okprjUm`l�i��k��nP��iqx2okprj�lHi � � j�prm`��m`n$����l��
�[iUik�r��oqj�l���n$��ok�UjU��x0����n`ltoqj��zprjUm`��uq��n`l�� > Ã I �BA#xokprj��r�H��prl`v���l`l$��l[m`�Y�[��okn$ok�r�r���rp ��okm$p�iqjPi �´m$���
��n`iU����jY��n[��oql`prl�ok�rukiqn`prm`��xl����H��prv!��okn`��m`�Y�Hv�ikn$�}i ��m`���Hl$ik�r�k��n`l���ikn�m$���}n$��ok�Yj#�Yx0����n�okj��
�[iUik�r��oqj2v�iqj�l`m$n`oqp�jUmH��iqx2oqp�jYl���okj��o��Yokn`oq�r��������n$okj�v!�U�{okjY�U�ß��ik�Yj��2x��m`��iU�0m$��okm�prl}��l$���
p�j5m$���zprjUm`��uq��nPl$ik�r�k��n���st���Yj�u?>rÁ=K KBA�ok���Yn`��l$l`��l�m`�Y�zprj�v�ikn$��iqn`oqm`prikj5i���v�ikjYl`m`n$okprjUmPl$ik�r�Up�jYu
p�j5��ikm$�+o0v�ikx2xprm`m`���U�ßv!��iqprv��H�rokj�uq��okuq�PokjY�+o0�roqj�uk��oquk�f��okl$���>ikjm`��� 9Pj���iqn`n$o0x2iU�����
i���v�iqx2���Ym`okm$prikjt��GH����n`��l`��jUm`l-��prl`m`n$pr����m`���=l`iq���q��n`l ��ikn � j�prm`�-��ikxokprj�l���m`�Y� �diUik�r��okj
��ikxokprj0okj��-��prj���okn�p�jY���U��ok�rprm`pr��lHi��q��nHm`���~n`��oq��l����H��� � j�prm`�z�Yikx2oqprj0l`ik�r�q��nHprlH��okl$���>ikj
>�Á�â/@BA{�tm`����l`iq�r�k��nf��iqnPm`�Y��n$��ok�rl���okn$ok�r�r���rp ����l�m`��� C prx2�Y���³²+ok�ruqikn`prm$��x>�Uokj���m`�Y� �diUik�r��okj
l`ik�r�q��nH��okn$ok�r�r���rp ����lHm`�Y�R�Yj�p � v�okm$prikj5ok�rukiqn`prm`�Yx¹i � > I �BA{�

6 prj�oq�r���q�-> I �q��I#Ã3A[n`����ikn$m`lzm$�����Y��l`prukj�okjY�>prj�prm`prok��p�x���r��x2��j#m$okm$p�i�ji���hHs�w�y'�+|f�Hprm`�
okj��!²���v��Ym`prikj�x2iU������prj��H��prv!��m`�Y�2prjU����n$��j�v��5��jYukprj��0okjY��v�ikj�l$m`n$okprjUm�l$ik�r�k��n~v�ikx����m`�
v�ikj�v���n`n$��jUm`�r��oqj���okl$�#jYvÛ�Yn`ikjYik��l$���q��fj��[i���m`���[prl$l`����l�oq����n`��l`l`���0p�l���okv!±Um`n$okv!±Uprj�u����H��prvÛ�
p�lH�Yp¯¶2v����rm}�H����j>m`������jYukprj���okj��5l$ik�r�k��nHoqn`��l`i0�riUikl$���r�2v�iq�����r���t�

� = ÿz"[þ���0P� øk�����(�Û�³%�ö¯�� �ù¯"�ö óz�d%�"�ù¯"�ö¯þ 	 í$ìCD
	 ö ��ö¯�t�³ � #"`�³%ßþYö óR� øk"1 #��õ70H������øk"�%�"�ù¯"�ú  7"k��ók����ö óz� øk"
øk"`��õU�



� �


�������#� �
+ � &(. � ��� �  #�/. ����� � � ���  #"%� �! #&(��$

�{j>m`��prl � j�ok����okn$m����}�z�Yp�l$v���l$lRm$���z��n$okv�m$prv�ok����l$�zi��}hHs�wÜ��oqj�uk�Yokuk��l����H�Y����ikn$x2oqm}����n`�
p�l~��l`l$��jUm`prok�r�r��o-l`���r��v�m$�����rp�l$mzi��Hl`�Yv�v���l$l{�����fok���Y��prv�oqm`prikjYlRoqv�n`iql`l�o>��okn$pr��m{��i ���Yn`ik�Y����x
��ikxokprj�l�� F oqv!��ok�����rprv�oqm`prikj>prlzuqpr�k��j�okj�i��q��n`�Upr�������Hprm`����x����okl$prlRiqj�m`���0�Yokn`m$prv����rokn
��n`iqukn`oqx2xp�jYuR�Yokn`oq��prukx^okjY��hHs�wÅ����okm$��n`��lP��l$���t�
�{m�l$����xl��Yl`�!���Y��m`ifv��rokl`l$p�����hHs�w-ok�Y���rp�v�okm`priqj�lt��n`iqok���r��prjUm`iPm{��i�v��rokl$l`��l��k�{j�iqj���v��rokl`l��

m`������l$l`��jUm`proq��hHs�wCm$��v!��j�pr�U����p�l�m`i���l$�zv�ikjYl`m`n$okprjUm`lHoqj��2n$���r��lHm`i�ik��m$okprj2o�m`n$okj�l$��okn$��jUm
n`����n$��l`��j#m$okm$p�iqj�i��}m$���0y�n`���rokm$prikj�l$��pr��lP��jY����n`�r�Uprj�u2m$���4|f��n$ik���r��x-� GH��n$��m$����v�ikj�l$m`n`oqprj#m$l
ok�rl`i0��n$i��Up��Y�Ro0��i�����n{���Y���U����n$�2�rokj�uq��okuq�����H���ziqm`����nPv��rokl$lHv�okm$��n`lf��iqnHm`���~x2okjU����n`iq�U�
����x2l2�H�Yp�v!�=v�okj=����l$ik�r�k���°�U����jU��x2��n`okm$prikj�ok�rukiqn`prm`�Yx2l���m`�Y��v�iqx0��prj�okm$ikn$p�oq�Hl`��oqn`v!�
��n`iq���r��x2l�� GN��n`��m`�Y�Rs�wÅokl$����v�mHi���hHs�wÅprl}��l$�!��������ikn[��n$i��Up��Yp�jYuzm`���f��jU��x2��n`okm$prikj���oqv�pr�¯�
p�m{��H��pr�r�Pv�iqj�l`m$n`okprjUm`lfl`��n$�k�zm$i0±k�����+m$���zl$��okn$vÛ�-l`��oqv��zx2oqj�okuq��ok�Y��� �

£ :t¤��A©�ª 
 � ���¦ �5©�
�;�©�C� � 
 � ��¨�©�� � 
 C =

! �>v�ikjYl`pr����n5����n$�>m`�Y����l$��i ��hHs�w^oql2o�l`����v�p � v�okm`priqj°�rokjYuk��oquk���[v�iqj�l`m$n`oqp�jUm$l2ok�r�ri��
m`���5����v���oqn`oqm`pr�k�5prjUm`��n$��n`��m$okm$p�iqj8i �R��oql`prv5n`���rokm$prikj�l$��pr��l���okj��Cn`���r��l0v�ikx0��prj��0m$����l`����ikn
v�ikx���r�!²2n`���roqm`prikj�l$��pr��l��

% ��&'%�&�� + 2
	 
 ,/4 , 2�+�� ��
�+�.���9:,/4 , * � � +�2
	<*J7 (�4'0 � 8-4'.',

�H��prl���n$��l`��jUm$okm`priqj�prl�oq��ok�Ym`������n`ikx >rÁ�âJI:A{�4oqjR��okn`�r��ok�Y���rp�v�okm`priqjRi ��hHs�w�y�+|����dn`pr�!µ��q�4m$���
uk��j���n`ok��x2��m`��iU��iq��iquk�f��iqn�n$����n$��l`��jUm$p�jYu0��n`iq����n$m`pr��l�i��tv�prn`v��Yp�m$l[okn$�Hm`��oqm[v�iqj�l`m$n`okprjUm`l�okm�o
��okl$�H�����k���U����l$v�n`pr���Hm`����n`����oqm`prikjYl`��pr�z����m{������j0��okn$prok���r��l�v�ikn$n`��l$��iqj���prj�u�m`i�oPl$����l$�#l$m`��x-�
l`��v!��okl�f��x � l��ro�����okjY�zv�ikjYl`m`n$okprjUm`l�okm�oH�Yp�uq����n������k���q����l`v�n`pr���Hm$���[prjUm`��n$okv�m$prikj�����m{�}����j
m`����l$��l$����l$�#l$m`��xl���l`��v!�5okl D prn`v!��i � � lf��o����
h�ikj�l$p��Y��n[m`�Y����ik�r�ri��Hprj�u}�Yn`ikuqn`oqx@��n$okukx��jUm���� � j�prj�u�m`������n$i#v�������n$��� �  � Ç � É�Ë!Ð[Í	�[Í


 Î �H�Yp�v!�5l`����v�p � ��lPm`�Yokm���oqv�n`iql`lfokj2������v�m`n$p�v�ok��jY��m{�}iqn`± Ð ��m$������iqm`��jUm$p�oq�t��p�����n`��j�v��zokj��
v���n`n$��jUmzokn$� � oqj�� 
 n$��l`����v�m$p��q���r�k���H����jY��m{�}iqn`±5prlPl$����v�p � ����prj>okj�ik�U�Uprik��lH��o��5�#�5o
m`��n$x v�iqjUm`okprj�prj�u5m$�������j�v�m$ikn$l ��UÆ � Æ�É�Ê  � Æ �  � �UÆ oqj�� � 
  
 � � � �����{j8m`�Yp�l���n$ikukn$okx-�
m`��� � n$l`mPn$���r�Pl$m`okm$��lPm$����n`���U��prn$���5�kik�rm$okuk�³�ßv��Yn`n`��j#mHn$���rokm$p�iqj�l`�Yp�� ��ikn�o�n`��l$p�l$m`iqn���oqj��2m$���



�V�

n`��xokprj�prj�uzn$���r��lPv�iqx0��prj��Hl`�YvÛ�-n`���rokm$prikj�l$��pr��lHprj2o0j���m{��ikn$±2i ��n`��l`prl`m$ikn`l��
� �  � Ç � É�Ë  �UÆ � Æ�É´Ê �Ë � Î�Í	�[Í 
 ÎÓÒ`Ô � Ö 
���� Ï
� �  � Ç � É�Ë�Æ��  � �UÆ�Ë!Ðt×tÍ�Ð ��ÎtÍ �[Í 
 Î^Ò`Ô

 Ö 
 ×tÍ

 Ö 
 ��Í
� Ö �t× � � ��Í
� �  � Ç � É�Ë!Ðt×tÍ ��×tÍ 
 ×UÎtÍ
� �  � Ç � É�Ë!Ð ��Í � ��Í 
 ��Î�Ï

� �  � Ç � É�Ë � 
  
 � � � � Ë!Ðt×�Í0Ð ��ÎtÍ �[Í 
 Î Ò`Ô
� Ö �t×tÍ �°Ö � ��Í

 Ö 
 × � 
 ��Í
� �  � Ç � É�Ë!Ðt×tÍ ��×tÍ 
 ×UÎtÍ
� �  � Ç � É�Ë!Ð ��Í � ��Í 
 ��Î�Ï

6 iqnH�!²�okx2�Y��� �#m$���z�U����n$�
� Ô � �  � Ç � É�Ë�Æ �  � �UÆtË�Æ8�  � �UÆ�Ë
��UÆ � Æ�É�Ê �Ë � Î�Í� �#Æ � Æ�É#Ê �Ë � ÎqÎtÍ ��UÆ � Æ�É�Ê �Ë � Î#Î�Í �®Í � Î

okl`±Ul��iqn2m`�Y���qik�rm`oquk�5��ok�r���5p���o8v���n`n$��jUm+��oq�r���>i����Åp�l µ�i��Hprj�u�m`�Yn`ik�Yuk�Ao8j���m{��ikn$±
v�ikjUm`oqprj�prj�u�¡!�Yl`m�m`��n$���Hpr����jUm`prv�oq�Un`��l$p�l$m`iqn`l[prjzl$��n`pr��l���y��H���}oqj�l`����n[prl � Ö=ÌdÏ`Ì���� ����� � � � �¯|
9P����prm$p�iqj�ok��n`�Y����lHv�okj5���Pok�Y�������ikn�ikm$����nH�����#prv���l�� 6 ikn��!²�okx���r���km$������pr��v��!�{�Hprl`���rp�jY��okn
x2iU�����ti ��o0��priU��������l$v�n`pr�����>�U�2m$�����kik�rm$okuk�³�ßv��Yn`n`��j#mfn`���roqm`prikj�l$��pr�

	�à
�� � Á4â � Â Á4âqâkâ p�� � � � Á�âkâ
â��¯âkâYÁ � p�� �ÜÁ�âkâ�� � �=â�� K
Á4âqâ � � Kqâ p�� � �=â�� K

p�lHv�ok��m$��n`���-�#�m`����n$���r��l��
� �  � Ç � É�Ë � � Ê�����Í	�[Í8×�Ì � � �)×�Ì#ÌUÌ�Î)Ò`Ô �°ÙAÔ�×�Ì#ÌdÏ
� �  � Ç � É�Ë � � Ê�����Í	�[Í�ÌdÏ`ÌUÌUÌ�× � �tÎ^Ò`Ô=Ô�×�ÌUÌ=ÙUÖ �[Í � ÙUÖ=ÌdÏ �dÏ
� �  � Ç � É�Ë � � Ê�����Í	�[Í8×�ÌUÌ � �@Ô �#Ì�Î^Ò`Ô �@Õ=ÌdÏ �dÏ

�H��prlP��oql`prvzpr����ov�okj>���z�!²�m$��j�������m$i2xi#�Y����9PhAj���m{��ikn$±#l�� 6 iqnH�!²�okx2�Y��� ��l`������ikl$�0�}�
�Hp�l$�=m`iCn`��oql`iqj°oq��iq��m0okj =fs�hÓj���m{��ikn$±=prj l$m`��oq���q�ßl$m`oqm`��� 6 prn`l$m��H���>��prl`����j�l$���Hprm`�
v�ikx���r�!²2jU��x0����n`lH�U�0n`���Yn`��l$��jUm`prj�u � ÂD� � oklHo0hHs�w�y�+|Hm$��n`x � Ë �[Í	�tÎ ��okjY�+�Yl`���

� ��� Ç 
 � Ë � Ë � �·Í 
 È·ÎtÍ � Ë � ��Í 
 È·ÎUÎ�Ï
� 
����Ë � Ë � ��×tÍ 
 È�×UÎtÍ � Ë � � ��Í 
 È ��ÎtÍ � Ë � ��× � � � ��Í 
 È�× � 
 È ��ÎUÎ�Ï
� ÈUÇ � É�Ë � Ë � ��×�Í 
 È·×UÎtÍ � Ë � � ��Í 
 È ��ÎtÍ � Ë � �kÝ�Í 
 È�Ý�ÎUÎ^Ò`Ô� � ÝAÖ � ��× ��� � �=Ô 
 È�× � 
 È ��Í

 ÈYÝAÖ � ��× � 
 È � � � � � � 
 È�×�Ï

m`i8prx���r��x0��jUmzm`�Y�>��okl$prv>v�ikx���r�!²8okn$prm`��x��m`prv2iq����n`okm$prikj�li��R���#�Yok�rprm{�k�[oq����prm`prikjCokj��
x0���rm`pr���rprv�okm$p�iqjt�

7Hi�� v�iqj�l`pr����n2m`�Y�0��iq���ri��Hprj�u5��n$i#v�������n$� � �  � Ç � É�Ë!Ð[Í �[Í 
 Í	�tÎ �H��prv!�8prl���pr±q�2prm`l
j�okx��l`oq±k�Poq��i��q�P�!²�v�����mPm$��okmHm$�����kik�rm$okuk�Hoqj��2v���n`n$��jUmP��ok�r����l}oqn`��j�i��=v�iqx2���r�!²0jU��x0�
����n$l��tokjY�2m`�Y�RjY���°�Yokn`oqx2��m$��n � ��o�n`��ok��jU��x0����n��#prl�m`����okjYuk���roknd��n$���U����j�v��q���{m�prlHj�ikm$�!�
�}iqn`m`�U�zm$��okm�m`��prl�l`prukj�p � v�okjUm��!²�m$��j�l`priqj�i ��m`������n$���Up�iq��l���n`iqukn$okx ��n`oqukx2��j#m���ikn � �  � Ç � É



� �

��oklH������j>iq��m`oqprj����5l`i0��oql`pr�r�k�
� �  � Ç � É�Ë  �UÆ � Æ�É´Ê �Ë � Î�Í	�[Í 
 Í �tÎ^Ò`Ô � ÈUÇ � É�Ë �[Í 
 Í � Ë � Í-Ì�ÎUÎ�Ï
� �  � Ç � É�Ë � � �qÇ � É´Ê �Ë � Î�Í	�[Í 
 Í �tÎ^Ò`Ô � ÈUÇ � É�Ë �[Í 
 Í � Ë�Ì�Í � ��� ÎUÎ�Ï
� �  � Ç � É�Ë � 
 � 
 � � É�Ê �Ë���ÎtÍ	�[Í 
 Í ��Î Ò Ô � ÈUÇ � É�Ë �[Í 
 Í � Ë�Ì�Í>Ô�× � Ë � � ��ÎUÎUÎ�Ï
� �  � Ç � É�Ë�Æ��  � �UÆ�Ë!Ðt×tÍ�Ð ��ÎtÍ �[Í 
 Í	�tÎ^Ò`Ô

� ��� Ç 
 � Ë 
 Í 
 ×UÎtÍ � ����Ç 
 � Ë 
 Í 
 ��ÎtÍ
� 
����Ë �[Í �t×�Í � ��Î�Í
� �  � Ç � É�Ë!Ðt×tÍ ��×tÍ 
 ×tÍ	�tÎtÍ
� �  � Ç � É�Ë!Ð ��Í � ��Í 
 ��Í	�tÎ�Ï

� �  � Ç � É�Ë � 
  
 � � � � Ë!Ðt×�Í0Ð ��ÎtÍ �[Í 
 Í �tÎ^Ò`Ô
� ��� Ç 
 � Ë �[Í �t×UÎtÍ � ����Ç 
 � Ë �®Í � ��ÎtÍ
� 
����Ë 
 Í 
 ×�Í 
 ��Î�Í
� Ö �t×tÍ �°Ö � ��Í

 Ö 
 × � 
 ��Í
� �  � Ç � É�Ë!Ðt×tÍ ��×tÍ 
 ×tÍ	�tÎtÍ
� �  � Ç � É�Ë!Ð ��Í � ��Í 
 ��Í	�tÎ�Ï

! ��v��riql`�0m`�Yp�l��!²�oqx2���r�zoq�����rprv�okm$p�iqj>�U�>x2��j#m$prikj�prj�u0m$��okm�m`�Y�0�}iqn`±>prj >�Á�âJI:A[j�iqmzikj��r�
v�ikjUm`oqprj�l[����n`m$����n��!²����rokj�oqm`prikj0i ��m$����ok��i��k�Hm`��vÛ�Yj�pr�#�Y��������m[oq�rl`izoq����n`��l`l`��lPikm$����n���n`iq�U�
����x2l�l`��v!��oqlzm`����D a I AL^_: D�FrD�i��}j���m{�}iqn`±Ul�oqj�����prukprm`oq��l$prukj�oq��µ�i���� 7HiqmRiqj��r�>��iU��lzm$���hHs�w�oq����n$ikokv!���n`i��Upr���Po�v�iqj�v�prl`�f��n$okx2���}iqn`±���iqn}xiU�����r�rp�jYuPv�prn`v���prm`l�y��Yn`���Uprik��l$�r�0��ikj��
p�j5o0xikn`�fok�U�{��iUv�x2oqj�j���n!|!������mHprmHoq��l$i0��n`i��Upr����lHoq����prm`priqj�ok�rprm{�z����j�v�m$p�iqj�ok�rprm{������v�ok��l$�
n`���rokm$prikj�l$��pr��l���okl�ik����ikl$����m`iP��oq�r����l���oqn`�[n$��okl$ikj�����ok��ik�Ym�� F �Upr����j�v���m`�Yokm�m`��prl�ok����n$ikoqvÛ�
v�okj5���R�Yn`okv�m`prv�ok�t��oklHuqpr�k��j �q��iqn}�!²�oqx2���r���Um`����xi#�Y���r��prj�u�v�oqj5�����!²���v��Ym`���>oqm}m$����n`oqm`�
i��[ok��ik��m�o0�U��j���n$���>v�prn$v���prmHv�ikx��iqj���jUm`lH����nHl$��v�ikjY�>ikj5o = C Kkâkâqâ���ikn`±Ul$m`okm$prikjt�

% ��&���&�� ��.14�*�+
,.�-0J2 ��4'+�7 � +�2
	 
E,/4 ,
P�Ym`prikj�l�okn$��v�ikjUm`n$okv�m$lH�H��ikl$�P��oq���Y�Hp�l�v�iqj#m$prj�uk��jUm�����ikj0m`�Y�R��oq�r���Hi���l$ikx2�H�Yj�����n$���Uprj�u
okl`l$��m����H�Y�Px2iql`m�v�iqx2x2iqj�m{�#���Pi ��iq��m`priqj0okn`�Hm$��ikl$�Piqj0v�ikx��okjU��l`��oqn`��l�� 9 = J hrh'`�? A F ` Iukpr�k��lHm$���z��iq�r����nHm`�Y�zn`pruk�Um�m`i0���Y�2o � ²����5jU��x0����nHi���l`��oqn`��lfokmHo � ²���� :�< :�M�= FrD : ? M F =�:��jUm`pr��o0v���n`m`oqprj>x2oqm`��n$p�m{�E# �!²���prn`okm$prikj���okm$����h�iqj#�q��n`l$���r�k��o ?BK-A/`�?BA F ` I2ukpr�k��lHm`���z�Yik�r����nm`����n`pruk�Um0m$i�l`���r�Poqm2o � ²���� ��n`prv����H�H���-ik��m$p�iqj�p�m$l`�����zx2o���������ik��uq�Um0ikn0l`iq�r�t� 6 ikn
�!²�okx2�Y��� ��v�ikj�l$pr����nPo0v�ok�r�tik��m$prikj2v�ikl`m$prj�u��J@qâkâ��H��prv!�5ukpr�k��lHm$����n`pruk�UmHm$i0����n`v!��oql`�5Á4âqâ
l`��oqn`��lfokm ���kâ~����nHl`��oqn`���Hprm`��prj0l$ikx2�f����n`priU�2i���m`prx2� �k�H��prlHv�ok�r��ik��m$prikj2v�okj2����l`iq���okm
m`���0v��Yn`n`��j#m�x2oqn`±q��mP��n$prv�����ikn��!²���n`v�p�l$���8oqmzo5v�ikl$mzi�� ���kâqâkâ´� 7Ni�� p��}m$���0��n`prv��0i ��m$���
l`��oqn`��p�l � Kkâ´��m`����j-m`���ziq��m`priqj+xo������z�!²���n$v�prl`����m`iik��m$okprj2o0�Yn`i � mPi����UÁ�â�����nfl`��oqn`� �
m`ok±Uprj�uzm$���P�Yn`prv��Pi ��m`����iq��m`prikj�prjUm`izoqv�v�ik�Yj#m���m`���fj���m�ukoqp�j0prl��qÃkâqâU�'9N��m`��n�m`�Y�Pl`����v�p � ���
����n$pri#�·��m$����v�ok�r��ik��m$prikjt��p��}j�iqmP�!²���n$v�prl`���·������v�ikx��l��}iqn`m`�Y����l`l�� 6 pruk��n$���0l$��i��Hl ? J a `��
e F JYG M JVcsD��H�Yp�v!�>oqn`�zol`prx2�Y���fx2iU������i��[m`�Y��n$���rokm`priqj�l`��pr�5����m{�}����j�m`���~��ok�r���zi �®ov�ok�r�ik��m$p�iqj0okj��m`���fl`��oqn`�f��n`prv���� C ���r��iq��m`prikjYl}��o��q�Hl`prx2pr�rokn���prokuqn`okxl��'7Hiqm`��m`�Yokm(�z����j�ikm$��l
m`���zv�ikl`mHi �[m`����ik�Ym`prikjokj��	�2m$�����!²���n`v�p�l$���Yn`prv����
P�Ym`prikj�l�v�oqj8���+v�ikx0��prj�����prj�oqn`��prm`n$okn$���}o��Ul�m`i5��iqn`x oqn`m$p � v�prok� � jYokj�v�proq�Hp�jYl`m`n$�U�

x2��jUm`l����H��prlHoq���ri��HlHiqj���m`i2m$okpr�rikn�n`prl`±5oqj��5n`��m$��n`j�prj2µ��!²�p��Y���~�}o��Ul�� 6 iknH�³²´oqx2���r����m$���
� K-ALA@:�M � a l`m$n`okm$��uk�0prj � uk��n$����v�ikj�l$p�l$m`lHi �������Uprj�u�m{�}i�v�ok�r�rl��qikj��fokm�oz�ri��}��ndl`m`n$pr±k�P�Yn`prv��
�0okj��0iqj��Hokm�oz��pruk�Y��n[��n$p�v���
�okj��0l$���r��prj�u~m{�}izv�ok�r�rl[okm[m$���Pxpr�����r�[l`m$n`pr±k�f��n`prv�� � �#�H��prl
x2ok±q��l�o0��n`i � mPp���m$���zl$��okn$�zl`m$o��#lHoqn`iq��j��5m`���~x2pr�����r�Hl`m$n`pr±k�~��n`prv���okjY�+�rprx2prm$l[m`���~��iql`l
p¯��m`���~x2i��k��x2��jUm�prlH��oqn`uq���



� �

Payoff Payoff Payoff

Stock
Price

Stock
Price

Stock
Price

Buy a Call Sell a Call Butterfly

c

x

c

x
x y z

m 9�n D-'�� � r��f�
Z�I����T� ���V����@�#

�H���H��iq�r��i��Hprj�uH�Yn`��l$��jUm`okm$prikj5prl[�����Hm$i � ok� > Ã K/KBA{�k��oql`���p�j0�Yp�ld�}iqn`±���l`prj�u�hHs�w�y'�+|³�
�H��prlPx2oqm`��n$prok��ok������okn$���>prj >rÁ ��� A{��oqj��5m`���zl$����l$���U����jUm`�r�5prx2���r��x��jUm`��� f��9 C l`�Ul$m`��x
p�l0�Y��l`v�n$pr����� p�j >rÁ4ÃkÃBA{���H����n$�>okn$�+l$���k��n`ok�fx2oqp�j�n`��okl`iqj�l2�H�U�8hHs�w��[okj���hHs�w�y�+|�p�j
��okn$m`prv����rokn��#oqn`�fl`��prm`oq���r�H��iqn[n`��okl`iqj�prj�u�ok��ik��m[iq��m`priqj0m`n`oq��prj�u��Um`�Y��n`�fokn`�fv�ikx���r�!²0m`n`oq�U�
p�jYu2l`m$n`oqm`��uqp���lR�Yl`�����H��prv!�+oqn`����l`�Yok�r�r�0��iqn`x0���rokm$���2oqlPn$���r��l �tm`�Y��n`��prlPo2v�ikx0��prj�oqm`ikn$prok�
okl`����v�mHm$i�m$���P�Yn`ik�Y����x¹oql[m`�Y��n`��okn$�PxokjU���}o��Ul�i��tv�ikx0��prj�prj�u�iq��m`prikjYl �kozv�ikx0��prj�oqm`prikj
i��}l$�#x0��ik�rprv�okj��-j#�Yx2��n$p�v~v�ikx����m`oqm`prikj5prlPprjU�kiq�r�k��� ��m`����n`�0okn$�z�����r���Y���k���riq������x2oqm`�U�
��x2oqm`prv�ok����ok�r��oqm`prikj5x2iU������lHoqj���v�ikj�l$m`n$okprjUm`l�ikj>m$���0n`����oqm`prikjYl`��pr��lfp�jU�qik�r�k���5prj�ik��m$p�iqj
��n`prv�prj�uY��okj�� � j�oq�r���q�qµ��!²�pr���r� �³�H��okm �ßp����zm{�U���zoqj�ok�r�Ul`prl�prlHn`���U��prn`���t�
9¹l$prx2���r��x2oqm`����xokm$p�v�ok�tx2iU������i�����ok�r��prj�u0ik�Ym`prikj�l��tokj���ikm$����n � j�oqj�v�prok��prj�l`m$n`��x��jUm`l
l`��v!�Aokl2l$m`iUv!±Ul2okjY�=��iqj���l���prl0�Hprm`���rprj���oqn2��pr��v����Hp�l$�>����j�v�m$p�iqj�l��Hst��mm`���-����o��U�Ul`pr���
����j�v�m$prikji�5okjY�2m`�Y�zn`oqx2������jYv�m`prikj�!�������� � j����>oql���ik�r�ri��Hl��

�ty �tÀ��#|[à � â p¯�
� � �
Á7ikm`�Y��n`�Hprl`� �U¿ � !Uy �tÀ��#|dà � â p�� � � �

��� � ikm$����n`�Hprl$�

�H������o��ki �2����jYv�m`prikj ��ikn�v�oq����okjY�2����mHiq��m`priqj�l[v�oqj+jYi�� ��������l$v�n`pr�����>�U�0m`���N��ik�r�ri��Hprj�u
x2okm$n`p�²0��n`iU����v�mP�H��prv!�5v�n`��oqm`��l�o��rp�jY��oknH��pr��v����Hprl`�����Yj�v�m`priqjt�

? J a `�� à > � ��À�����À�!/��À�!J�'A �	�

� �ty1�:��À³º�|
�ty1� � À³º�|
!Uy � � À³º�|
!Uy � � À³º�|

���
�H����n`��º-p�lm`���-l`��oqn`�>��n$prv����/� � prl2��p�m$����nm`���>l$m`n$p�±q�>��n$p�v���iqn2âU�}oqj��.� � okjY� ! � oqn`�
x0���rm`pr���rpr��n`l�i���m$���>����o��#�Ul$p��Y�>okj�� n`okx�C����j�v�m$prikj�l��}�{j=m$���>��ik�r�ri��Hp�jYu>��n`iqukn$okx>�[m$���
��okn`proq���r��l Ñ�Í �[Í � n`��l`����v�m`pr�q���r�8����jYikm`�m`���l`m$i#v!±���n$prv����[m`�Y�2�!²���n$v�prl`�5��n`prv��okj���m$���



� �

p�jUm$��n`��l$m�n`okm$���
� Ë��[Í	�[Í ��Î^Ò`Ô �@Ù �[Í��AÖ=ÌdÏ
� Ë��[Í	�[Í ��Î^Ò`Ô �@ÕUÖ �[Í �=Ö)×�Ï
�Ë��[Í	�[Í ��Î^Ò`Ô �@Ù �[Í��AÖ=ÌdÏ
�Ë��[Í	�[Í ��Î^Ò`Ô �@ÕUÖ �[Í �=Ö �@Ô ��Ï
� 
 � Ç �tË�� � � ��Í��qÇ � Ê  Ñ � � � Í>Ñ�Í ��Í��[Í � Í �[Í��[Í�� 
 ��Ê � � Î^Ò`Ô
Æ � ���[Ë��qÇ � Ê  Ñ � � � Í5Ñ � ����ÎtÍ
� 
kÉ 
�Ë�� � � ��Í5Ñ�Í ��Í��[Í � Í �®Í	�®Í	��×tÍ�� ��Í	
�×tÍ�
 ��Í � ×tÍ � ��Î�Í
� Ë��t×tÍ>Ñ�Í���×UÎtÍ � Ë�� ��Í>Ñ�Í�� ��ÎtÍ	�Ë��t×�Í5Ñ�Í��´Ý�ÎtÍ	�Ë�� ��Í5Ñ�Í���tÎtÍ
� 
8��Ê � � ÖAÑ � ��� � Ë�
t× � �t× ��
 � � � � � � × � �´Ý � � � � ���tÎ�Ï

�H���2��oqn`oqx2��m$��n`l���iknzm$���2��pr��v����Hprl`�����j�v�m`prikj�l~v�okjC����!²���n`��l$l`����l$�#x0��ik�rprv�oq���r�p�j�m$���
��ik�r�ri��Hprj�uzm`oq���r��l���prx���r��x2��jUm$���0l`prx2�Y����oklPhHs�wÅ��okv�m$l��

Æ � ���®Ë��UÇ �[Í+Ô�×UÎ�Ï
Æ � ���®Ë�Æ � � � Í�×UÎ�Ï
� 
qÉ 
�Ë�Æ�É�Ê ��� Í5Ñ�Í ��Í��[Í � Í �[Í��[Í>Ì�Í>Ì�Í�Ñ � � Í>Ì�Í>Ô�×�Í-Ì�Î�Ï
� 
qÉ 
�Ë � 
 � � Í5Ñ�Í ��Í��®Í � Í �[Í��[Í>Ì�Í �[Í � � � Í>Ì�Í>Ì�Í�Ô�×UÎ�Ï
� 
qÉ 
�Ë � Ç�É[Í+Ñ�Í ��Í��[Í � Í �[Í��[Í�Ì�Í �®Í	� � � Ô �[Í>Ì�Í�×tÍ�Ô�×UÎ�Ï
� 
qÉ 
�Ë���Ê � �®Í5Ñ�Í ��Í��®Í � Í �[Í��[Í>Ì�Í�Ì�Í�� � � Í>Ì�Í>Ì�Í�Ì�Î�Ï

�H��prl���n$ikuqn`okx ��ikn$x2lzm$���2��oql`prl���iqnz����ok�r��oqm`prj�u>iq��m`priqj�v�ikx0��prj�oqm`prikjYl����H��� ��ik�r�ri��Hprj�u
��prn`��v�mf�U����n`�5����oq�r��okm$��lHm`����l$ok�r��i���o0v�ok�r�tik��m$prikj2m$��okmH�³²´�Yp�n$��l�F IBO A�^B: O1c ` I :�a � �q�

� Ô	�
 � � Ö � Í �@Ö � Ì�Í � Ö)×�Ï Ì � Í>Ñ=Ö �UÌ�Í
� 
 � Ç �tË � 
 � � Í-Æ�� � � Í>Ñ�Í �
 � � Í Í � Í �[Í Í�� 
 �´Ê � � Î�Ï

ukpr�Up�jYu0m`����okj�l$�}��n�� � 
 ��Ê � � ÖAÔ���Ï � �Y� �5ikn$��uq��j���n$ok�[�U����n$pr��l�x2ok±q����l`��i��}m$����ok��pr�rprm{�
m`i0n`��okl`iqj>�Hprm`�p�jY���U��ok�rprm`pr��l�� ! �Rv�okj5okl$±0��iqn}�H��oqmHl`��oqn`�z�Yn`prv��z��iU��lHm$���z��oq���Y�P�!²�v������
�U�

� Ô�� 
8��Ê � � Õ � Í �=Ö � Í �@Ö � Ì�Í � Ö ×�Ï`Ì � Í-Ñ=Ö �UÌ�Í
� 
 � Ç �tË � 
 � � Í-Æ�� � � Í>Ñ�Í ��Í Í � Í �[Í Í�� 
 �´Ê � � Î�Ï

�H���zokjYl`����nHv�ikjYl`m`n$okprjUm`lfn`��m$��n`j���� � ��pr�r�r��l`m$n`okm$��lHm`�Y�R�Yp���v����Hprl`�zjYokm`�Yn`�zi ��m`�Y�zx2iU�������
� 
8��Ê � � Ö � Ï � � Í5Ñ°Ù � Ì��
� 
8��Ê � � Ö � � Ï � � Ô°Ñ�Í � ÌAÙ#Ö Ñ�Í-Ñ°ÙUÖ � ÌdÏ � � Ï

�5ikn$�Pv�iqx2���r�!²zv�iqx0��prj�okm$p�iqj�l�v�okj0���Pv�iqj�l`m$n`��v�m$���5�U�zv�ikx��iql`prj�u�m`�Y��x^ik��m�i���m$���H��oql`�
� j�okjYv�prok��p�jYl`m`n$��x2��j#m$l}oqj��2�rprj�±Uprj�u�m`����x m`iquk��m$����n��Hp�m$�2v�iqj�l`m$n`oqp�jUm$l�� 6 ikn[�!²�oqx2���r���km$���

� � ü�øk����ö¯þ$ú 
�øk"{óR� øk"�þ�� %�ö �4"t �%�ö¯÷`"·ö¯þtù¯"`þ�þt� øk�!óP��øk"�þ øk�!%{"t �%�ö¯÷`"��� � ÿz" 
�ö ù ù "kþ�"�� ���4���}þ�"{ k�!%{����"tõ�ö ô#" %ß" ó���þ�"`��þt�����³ókþ1
�"{%�÷$�!ókþ�� %{�!ö ó���þqö óR� øk"���"k�� 7"k�$�



� &

��ik�r�ri��Hprj�uzprl}o0v�ikx0��prj�oqm`prikj�i��[m{��i�v�oq�r��lHoqj��2m{��i0����m$l��
� Ô � ÖAÌdÏ�×�Í	� 
 ��Ê � � Ö�� 
 �´Ê � � × � � 
 ��Ê � � � � � 
 ��Ê � � Ý � � 
 ��Ê � � �[Í

�t× Ö@×�Ì�Í��·×CÖ �UÌ�Í � 
 � Ç �tË � Ç´É[Í�Æ�� � � Í>Ñ�Í Í��t×tÍ � Í���×�Í Í�� 
 ��Ê � � ×UÎtÍ
� �°Ö@× � Í�� � Ö ��Ì�Í � 
 � Ç �tË � Ç´É[Í �#Ç �[Í>Ñ�Í Í�� ��Í � Í�� ��Í Í�� 
8��Ê � � ��ÎtÍ
�UÝ°Ö@× � Í��YÝ Ö �UÌ�Í � 
 � Ç �tË � 
 � � Í �UÇ �[Í>Ñ�Í �UÝ�Í Í � Í���Ý�Í Í�� 
 ��Ê � � Ý�ÎtÍ
� � Ö@× � Í�� �AÖ �UÌ�Í � 
 � Ç �tË � 
 � � Í5Æ � � � Í>Ñ�Í � �®Í Í � Í � �[Í Í�� 
 ��Ê � � �tÎ�Ï

�H���>okjYl`����n0ik��m$okprj�����pr�r�r��l`m$n`okm$��l0��i�� v�ikx0��prj�oqm`prikj�l~i��Riq��m`priqj�l0v�okj����>m`oqpr��iqn`���Cm`i
��n`iU����v���o�v���l$m`ikx �rprj���oknH�Yp���v����Hprl`�z�Yo��ki��5���Yj�v�m`priqjt�

� 
8��Ê � � Ö � Ï � Í5Ñ°Ù �UÌ��
� 
8��Ê � � Ö � � Ï � Ô°Ñ�Í �UÌAÙUÖ=Ñ�Í�Ñ=Ù���Ì��
� 
8��Ê � � ÖAÔ�× ��Ï`Ý�Í ��Ì=ÙUÖAÑ�Í>Ñ°Ù �#Ì��
� 
8��Ê � � ÖAÑ=Ô � ��Ï`Ý�Í �UÌAÙUÖ=Ñ�Í�Ñ=Ù � Ì��
� 
8��Ê � � Ö � Ï � Í � Ì°ÙUÖ=ÑdÏ

�H����oq��i��q��prl�¡!��l`m5oC��n`pr�!�0i��k��n$�Up����åi���m$����v�ikn`��pr����okl5������prj��=m`�Y���}iqn`±�prj�>rÁ ���BA{�
9Px2iqj�ukl$m�m$���Hprx2��ikn`m$okjUmtokl$����v�m`l[m$��okm�oqn`�Hikxprm`m`���Roqn`�Hv�iqj�l`pr����n`okm$prikj�i���iq��m`prikj~��n`prv�prj�u
x2iU�����rl���oqj��0����m$okpr�rl�i ��prx���r��x0��jUm`prj�uHm$���H����v�prl$p�iqj�l$������ikn$m[l`�Ul`m$��x�f��9 C >rÁ4ÃkÃBA{� 9Pldp�j
m`���fv�prn`v���prm�x2iU�����r�rprj�uPoq�����rprv�okm$prikj�����l`v�n`pr�����+oq��i��q���Um`���fok����oqj#m$okuq��l�i�����l$p�jYu�hHs�w�y�+|
����n`�~okn`�~m`��oqmHm`������n$ikukn$okx prl}v�iqj�v�prl`�~okj��5m`�YokmHm`�Y�R�U����n`�5�rokj�uq��okuq�Pprl}�³²´�Yn`��l$l`pr�k���

% ��&��
&E��9 �	��*�0J2
	�� 9=2 , *�+�4'+ 7
�{mRprlfj�okm$��n`oq��oqj��>v�iqx2xikj0m`ix2iU������m`prx2��oqlPokj-okn`prm$��x2��m$prvR�Yikx2oqprjt��okj��-p�jY���������}�
��i0m`��prlHprj2���k��n$�#�Yo��2�rp������ ;P������jY��prj�u0����ikj5m`���~ok�����rprv�oqm`prikjt�qo0��prl`v�n$��m`�zn$����n$��l`��jUm$okm`priqj
y�l`�YvÛ��oql�m$���2prjUm`��uq��n`l!|�iknzo�v�iqj#m$prj#�Yik��lzn$����n$��l`��jUm$okm`priqj@y�l$��v!�8okl�m`�Y�2n`��ok�rlÛ|~x2o��>���
ok����n$ik��n$prokm`� ��okj�����okn$�Up�jYu0okx2iq��jUm`lfi��}m$����oqn`prm`�Yx2��m$p�v~l`prukj�oqm`��n$��oqn`�0j�����������y ��ikn��!²U�
okx2�Y��� ������x2pruk�UmP�Yl`�0ikjY���5m$���0ikn$����n`prj�uY��ikn~��l`�0iqj��r�>o5l`��v�v���l`l$ikn�����jYv�m`prikj�|!�t�{j�m`��prl
��n`pr�!���Yp�l$v���l$l`prikj=���>oql`l`�Yx2�5m`��oqm0m`prx2�prl2�rprj���okn$�r��ikn`�Y��n`���·��oq�rm`��iq��uk��m`�Yp�l0prlj�ikm0o
��j�pr�k��n$l`oq���r�0oqv�v�����m$����vÛ�Yikprv�� > @JI:A{�
����x2��ikn`oq�t�rikukprv > @JI:A�p�lHi ��m`��j>��l`����oqlPo0�rokj�uq��okuq�f��iknH�!²���n$��l`l$prj�u5m`prx2�!�{n`����oqm`���5v�iqjU�

v�����m$l��H����x2��ikn$ok����iqukprv2oq����l0m$i�l$m`okjY��okn$� � n`l$m{�{ikn$����n2�riqukprv2l$��v!� v�ikj�l$m`n`�Yv�m`l5okl0¿ m �´½
y�x2��okj�prj�uY��n$ik��uq���r�k� �³p�j�m`�Y�Hj��!²�m[m`prx�}prj�l$m`okjUm��8G � |!��� �  �-�#º~y�x��okjYp�jYu �!prj����k��n`�~����m`�Yn`�
m`prx2�zprj�l$m`oqj#m��#|³��oqj���º�¾�¼9m�½ ��¼zm�y�x��okjYp�jYu �!prj>l`iqx2������m`��n$��m$prx2��prj�l`m$okjUm��U|!�t�H���0�rokjU�
uk��oquk������x2���riku >rÁ1A}��okl�����l`prukj�������okl$����ikj�o GHikn$jU�{��pr±q�zl`���Yl`��m�i��}m$��x2��ikn$ok���rikuqp�v~p�j
�H��prvÛ�-m`���zx��okjYp�jYu�i ������j�v�m$p�iqj5l`�Ux0��iq�rl}��iU��l�j�iqmH��okn$�2�Hprm`�>m$prx2�������YmHm`����x2��oqj�prj�u
i��P��n$����prv�okm$�2l$�#x0��ik�rl���iU��l��[�{mz�}oqlzl`�Yi��Hj�p�j > ���BA�m$��okmzm$���2iq����n`okm$prikj�oq�[������o��Up�iqnzi��
����x2���riku�v�iq���r�+����x2prx0prvÛ±q���0�U�5o2hHs�w��rokjYuk��oquk���Up�o�m`�Y�z��iq�r��i��Hprj�u~j�okm$��n`oq��m`n$okj�l$�ro��
m`prikjt�t���q��n`�-��n`���Yp�v�okm`��n`��v���pr�k��l~okj�iqm`����n�oqn`uk�Yx2��jUm���n$����n$��l`��jUm$p�jYu>m`prx2� ���H����j·��oqmPm$p�x�
½���¿ m �´½RprlPn$����n`��l`��jUm`���8�U�½?��àA½�ÂØÁ���oqj��>m$���z����m`��n$�2y ��ikn � �  �-�#º okj���º�¾�¼zm�½ ��¼9m�|zprl
n`����n$��l`��j#m$���=�U�-½?��@½����{j��rokm$��nz��ikn$± > I#âBA{���dn���ikl`±�o-��oklz�Yn`��l$��jUm`����o5x2iqn`����i�����n{�����
m`��x��iqn`ok�t�riqukprvP�rokjYuk��oquk�P�H�Yp�v!�ok�rl`i0v�oqj5�����Upr���}���+oql���oqj��5p�x���r��x2��j#m$���0m`�Yn`ik�Yuk�t��o
hHs�wC�rokj�uq��okuq���
H��m`��j��}���Hprl`�zm$i�x2okjYp��Y���rokm`��m`����m`prx���Yokn`oqx2��m$��n�xikn$�[��prn`��v�m`�r�zm`�Yokjzprl���iql`l$p��Y���dp�j

v�ikjU�k��j#m$prikj�oq��m`��x��iqn`oq�#�riqukprv�� 6 ikn��!²�okx���r�����}�Hxo��P�Hprl`�0m$iz�!²���n$��l`l�����n$okm`priqj�l[okl������r�
oklHm`prx��l�� ! ��v�oqj+�Yi�m$��prlHp¯�[����p�jYv��r�����zÂ@prj5m`����l$p�uqj�okm$��n`��i �®iq��nH��iqx2okprj�x2iU�����r�rprj�u
I � ÿz"[��þ�þ"�ýP"�� øk������ö ýP"�ö¯þ�ýP��õ�"{ù ù¯"`õ* 70H��øk"�ö ó���""�"{%{þ`�



�:�

m`prx2�����H��prl2prl2�Yl`���@prj�ok���Y��prv�oqm`prikjYl2m`iCl`v!�����Y���rp�jYu��Hokxikj�u�ikm$����n`l��Pokl��prl`v��Yl`l`���@p�j
l`��v�m$prikj8Á:�U�
�H���0��l`�i��Hl`prx2�Y���~v�ikj�l$m`n$okprjUmR�Yikx2oqprj�lPm$i+xiU������m`prx2����oqlR������jC�!²����rikn$�����!²�m`��j´�

l`pr�k���r��prj�m$���Pv�iqjUm`�!²�m[i ��m$��x2��ikn$ok����oqm`oq��okl$��l��U�{j0m`��prl�l`prm$��okm$p�iqjt�koqj0p�m$��x i ���Yokm`o~x2pruk�Um
p�jYv�ikn$��iqn`okm$��m$���zm$p�x�PprjUm`��n$��ok�·��iknf�H��prvÛ�5prmHprlP��oq��pr�t� C p�x���r�P��iqx2oqp�jYl[��o��k�~������j�v�iqjU�
l`pr����n$���>����v�ok�Yl`��i���i��q��n{�{n`pr��prj�u~n`���U��prn`��x2��jUm`l���ikn��#�Yp�v!±okj��m`��n$x2prj�okm$prj�uz�!²���v��Ym`prikj5i��
�#�Y��n`pr��l���oqlR�Yp�l$v���l$l`����prj>l$��v�m`priqj �U� 6 �Yn`m`�Y��n`xikn`� ��i ��m`��j�m$����n$��l`m$n`prv�m$p�iqj�prlPx2oq���zm$��okm
ikj��r�>iqj��2iqnRm{��i>oqn`uk�Yx2��jUm`l�prj�o>m`���Y���0oqn`�0m$p�x�!�{��ok�r�����t���Hprm`��m`�Y�0ikm`�Y��n�oqn`uq��x2��jUm$l
m`ok±Uprj�u�v�ikjYl`m`oqjUm0��ok�r����l�� >rÁ �BAPl$��n`�q���Ul0�}iqn`±�prj8m$��prl�oqn`��o��Yl`prj�u�okj8prjUm`��uk��n0xi#�Y���[i��
m`prx2���

£��t¤ ;R©�C ���¦#?�§�©�¨� ? ����
 ?�¨k¬ � ��¨�© � � 
 C =
hHs�wAi��t��n$l�oqj���oql`��n`��oq�rp	��okm`priqj�i ����jU��x��n`oqm`prikj�ok�ruqikn`prm$��x2l���iqn�m`���l`ik�r�Uprj�u2i ��v�ikx0�
��prj�okm$ikn`proq����n$ik���r��xl�� ��pr�k��j>����v�prl$p�iqj>��okn$prok���r��l�� ��À�Ä4Ä�Ä!À �_,t��ikjY�z��l`��lzo2hHs�w��Yn`ikuqn`oqx
l`v!����xo0i���m$������iqn`x

ÆkÊ � ���tË��t×�Í ÏUÏUÏ Í �	��Î^Ò`Ô
� Ê �tÆ�É  
 � ��É�ÆtË��t×tÍ�ÏUÏUÏ Í ����ÎtÍ
� �UÇUÈ �  
qÉ��tË �t×tÍ�ÏUÏUÏ Í ���·Î�Ï

m`izprx2�Y����x2��jUmto �!v�iqj�l`m$n`oqp�j´�ßoqj��U�{uk��j���n`okm$� �z��jU��x��n`oqm`prikj�l`m$n`oqm`��uq�2y�ok�rl`i�v�oq���r����prx2���rprv�prm
��jU��x2��n$okm$p�iqj�|!��okl�ik����ikl$���zm`ifj�okpr�q����j#�Yx2��n$okm`�³�ßoqj��U�{m`��l$m�l$m`n$okm`��uk�q�4m`ifv���n$m`okpr�qm`����l`��oqn`v!�
l`��oqv���� ! �fn`�!����nHm`i�m`������oql`prv�m`�!²�m�>rÁ4â���A{��v!��oq��m`��nPÃ´�k��iknd����n`m$����nHprjUm`n$i#�Y��v�m`iqn`�x2okm$��n`proq�
m`i0m`�Yp�lPhHs�wCok����n$ikoqvÛ�·�
�H���Poq��i��q�Pl`v!����x2ozprl���l`���5m$izn`���Yn`��l$��jUmPm`�Y�Rl$��m�i���oq�r��l`iq���Ym`prikj�l�m`i~m`����v�iqj�l`m$n`okprjUm`l��
H��m`��jAikj�������l$prn`��l>oqj `�? A F c�J h l`iq�r��m`prikj okv�v�iqn`��prj�u�m$i8l`iqx2�>v�n`prm`��n$pro��Hl`o���m`�Y��l$ik�r�U�m`prikj ����À4Ä�Ä�ÄÛÀ �g,�m`i ����À4Ä�Ä4Ä!À �-,�m`��oqmPx2prj�prxp6����lHl$ikx�zukpr�k��j5����j�v�m`prikjk��¾kº³½�y � �4À�Ä4Ä�Ä`À �_,Y|³�
�H���2l$p�x���r��l`m�l$m`n`oqm`��uq��m`i>iq��m`oqprj�m$��prl�l$ik�r��m`priqj�prlzl$p�x���r�5m`i>iq��m`oqp�j�okjY��vÛ�Y��v!±���okv!�
okj��>���k��n$�+l$ik�r��m$p�iqj2i � ÆkÊ � ��� � 9Pj-��okl$�2prx2��n$i��k��x��jUm[prlHik��m$okprj����5�U�2oq��ukx��jUm`prj�uzm$���
l`��oqn`v!���Hprm`�>o � M JVI =�^ O�JyI e O � `VK I e l`m`n$okm$��uk�q� �[n$p��³µ��k�tm$����v�ikl`m�i �}m`��������l`m�l`iq�r��m`prikj5��j´�v�ik��jUm$��n`���Al`i���okn0prl0l`m$ikn`���=okj���m$���5v�ikjUm`prjU��prj�u�l`��oqn`v!�Ap�l0v�ikj�l$m`n`oqprj�����m`i � jY�=ikj��r�
j����=l$ik�r��m`priqj�l�i�������m`m$��nHv�ikl$m�� �5ikn$�Hv�ikjYv�n`��m$���r�k��hHs�w�l`�Ul`m$��x2ldm{�#�Yp�v�ok�r�r�z��n`i��Upr���H��n$����p��
v�okm$��lPl$��v!�+oql È � � � È � 
 �tË�ÆkÊ � ���tË��t×�ÍCÏUÏUÏ Í ���dÍ �#ÊYÆ�ÉtÎtÍ����#Æ�É �UÊYÆ�ÉtÎ y�okj��5l$p�xpr��oqn`�r�
È 
 � � È � 
 �tË�ÏUÏ#Ï�Î |��H����n$� ÆkÊ � � �tË��t×tÍ=ÏUÏUÏ Í ���dÍ �#ÊYÆ�ÉtÎ l`��n$�k��l�m`i�ik�Ym`okprj�ikj��Hl$ik�r��m$p�iqj
okl��!²����rokprj����Cok��i��k�����Hprm`�8v�ikl`m �UÊYÆ�É ��okj�� ���UÆ�É �#ÊYÆ�É prl�o�jU��x0����nzn$����n`��l`��jUm`prj�u�m$���
v�ikl$mHi���m`�Y�P����l`mHl$ik�r��m`priqj���ik��jY�0l`i~��okn���y��{j�prm`prok�r�r�k��m$��prl[jU��x0����n[v�okj����oqj#��l`�´¶2v�pr��jUm`�r�
��oqn`uq�}jU��x0����n��¯|·�{m�prl�okl`l$��x2���z����n$�Hm`��oqm�m$������n`iUv����Y��n`� Æ Ê � ���tË �t×tÍ ÏUÏ#Ï�Í ���}Í �UÊYÆ�ÉtÎ
x2okprjUm`oqprj�ltoz�ri��}��n���ik�Yj��z��ikn�oz��okn$prok���r� �UÊYÆ�É ���H��prv!��p�ldv�ikx����m`����oql�m$���H��ok�r����l�i ��m$���
����v�prl`priqj���oqn`prok���r��ltoqn`������m$��n`xp�jY���t���H��� È � � � È � 
 � ��n$iUv�������n$�Hm`����j���l$l`��jUm$p�oq�r����������o��q��l
okl[o�n`������oqm`���prj#�qiUv�okm$p�iqjzi��tm`�Y�Hukikoq� � Ô �#ÊYÆ�É°Ù����#Æ�É �UÊYÆ�É[Í-ÆkÊ � ���tË��t×�Í ÏUÏUÏ Í ���}Í
�#ÊYÆ�ÉtÎ �k�{j2uq��j���n$ok���#m$���Pv!��iqprv��Pi ��o�l$��prm`ok�Y���Hv�ikl`md����jYv�m`prikj0v�okj2���P�Yp¯¶2v����rm�� 6 prj�oq�r���q���}�
n`�!����nRm$���zn$��ok����nPm`i0m$���zm$�!²�m >rÁ4â��BA[y�l`��v�m`prikj I�� �U��Á4|®��iqnHx2ikn$�Po0����m`okpr�r���5�!²����rokjYokm`priqj2i��
��i��°�Yn`okjYvÛ�´�ßoqj��U�{��iq��j��5prlH��l`���5prj>hHs�wCl`�Ul$m`��xl��
�H���Pv�iqj�l`m$n`oqp�jUm[�Yikx2oqprjRoqm[��oqj��0prl��Yp�l$v�n`��m`��okj��0m{�U��prv�oq�r��� � jYp�m$��y�l$p�jYv��Pm$���H��jU��x2��n{�

okm`priqj�x0��l`m�v�i��q��n�oq�r�[v�okjY��pr��okm$�0��ok�r����l���iknzm$���2l$���U����j�v���� � À�Ä�Ä4Ä!À � , |!��okj���m$����n`�³��ikn$�
v�ikj�l$m`n$okprjUm2l`iq�r�#prj�u-p�l0oq�rx2ikl$mzok�r��o��Ul 7Pw��{��oqn`�t���H��prl0p�jCm`��n$j�n`��l$m`n`prv�m$l5p�x���r��x2��j#m$o��
m`prikj�l0m$i�m$���2�Yl`�>i �P��okn$m`prok��l`iq���q��n`l��}m$��okm�prl��[j�iqm�oq����v�iqj�l`m$n`okprjUm`l0�Hpr�r�����v�ikj�l$pr����n`���
okv�m$p��q��� =H��v�ok�r��m`��oqmP��oqn`m`proq��l$ik�r�k��n`lPoqn`������i��}���k��n���n$���U��prn`����m`i����v�iqj�l`��n$��okm$p��q��prj>m$���



���

l`��j�l$�2m$��okmz�H�Y��j����q��nz��j�l$okm$p�l � ok�Yp��rprm{�5prlRn$����ikn`m$���t��m`���0m$��l`m$���8v�ikj�l$m`n`oqprj#m$lzokn$��prj��Y�����
��j�l`oqm`prl � ok���r���
�{j+uq��j���n$ok����m$������n`prxokn`���!¶2v�pr��jYv��5p�l$l`����lPokn$���
" GHi��=v�iqx2���r��m$��p�l�m`�Y�zv�ikjYl`m`n$okprjUmHl`iq���q��n$;~�{j2uq��j���n$ok����m$����n$�zprlHm`n`oq����i ������m{�}����j
m`���z�roqn`uk��nHv�ikl$mRi ��ox2ikn$�Pv�iqx2���r��m$��l`ik�r�q��nHokj��-m`���zl$x2oq���r��n�l`��okn`v!�>l$��okv���m$��okm
l`��v!�>o�l`iq���q��nHv�oqj+uqpr�k��n`prl`��m$i��

" ! ��okm�v�iqj�l`m$n`okprjUm`l�m`i���l$�+m$i�xiU������m`���5��n$ik���r��x ; 9 l`����v�prok�Hv�oql`�5i���m`��prl�prl{�
l`���v�ikj�v���n`j�l0m$���0��l$�2i�� M�:�eVK I e JyI A v�ikj�l$m`n`oqprj#m$l��[m$��okmzprl���v�ikjYl`m`n$okprjUm`l�m`��oqmz��ij�ikmfvÛ�Yokj�uq�zm`����x2��okj�prj�u�i��[m`�Y��v�iqj�l`m$n`oqp�jUmfl`m`iqn`���t�{j>uq��j���n$ok���tn`���Y��j���oqj#m�v�iqjU�
l`m`n$okprjUm`lf�Hp��r�tl$��i��A��i��Hj>o2hHs�w�l`�Ul$m`��x¸�Hp�m$�5o0v�ikx���r��m`��l`iq�r�k��n�� ! p�m$�5��okn$m`prok�
l`ik�r�q��n`l����Yi��}���q��n��tn$������j��YokjUm�v�ikj�l$m`n$okprjUm`l�x2o��0�����Yl`�!���Y��m$i2m$����l$ik�r�k��nPprj>v�oql`�
m`�������U��pr��ok�r��jUmHprjU��iqn`xokm`priqj�prj2m$���zv�iqj�l`m$n`oqp�jUmHl$m`ikn$�zprl}jYikmHokv�m`pr�k���

" �{j8�H��prv!��ikn$����n���i����0v!��iUikl$�+m$���2�Y��v�prl`prikjC��okn$p�oq���r��lf��ikn���jU��x��n`oqm`prikj ; 9Pj��
l`��iq���r�+l$��v!�5ikn`�Y��nP�������Uj�okxp�v�ok�r�r�z����m$��n`xp�jY��� ;

" �{j8�H��prv!�8iqn`����n0�Yi>�}�5��jU��x��n`oqm`�m`�����ok�r����l~��ikn�o�ukpr�k��j��Y��v�prl`prikjC��okn$p�oq���r�=;
9Pj��5l`�Yik���r�5l`��v!�5ikn$����nf���z�Y�#jYokx2prv�oq�r��������m`��n$x2prj���� ;

�{j>m`��prlfl`��v�m$prikjt�����z�Hpr�r�tik��m$�rp�jY�zo0jU��x0����nPi��}hHs�w�ok���Y��prv�oqm`prikjYlHp�j-l`����v�p � v�v�ikx0��prj�o �
m`ikn$prok�t��n$ik���r��x oqn`��oql����{j+��okv!�5l`����l$��v�m$p�iqj>�����ri�������j��r��l`lHiqm`����n`�Hprl`�zl$����v�p � ���t�t���Rl$��ok�r�
okl`l$��x2��m$��okmHm$������j�����n$�r�#prj�u0v�ikj�l$m`n`oqprj#mHl$�Ul`m`��xåp�l���oql`���>iqj5m`����prjUm`��uq��n`l��

% �
&'%�&)(�8-.�.14'+�7 ��.$* � �
�H���H��iq�r��i��Hprj�uf����l$v�n`pr����lPozm{��i��{��prx2��j�l`prikjYok�Uv���m$m`prj�u�l`m`iUv!±0��n$ik���r��x^����n`m$okprj�prj�u�m`i����Yn{�
j�prm`��n$�+xokjU�U��oqv�m`�Yn`prj�u��toqj8��oqn`�r��ok���Y��prv�oqm`prikj�i��RhGN�`w > ���BA{� ! �0oqn`�2uqpr�k��jCo�l$o��Hp�jYu
x2okv!��prj����H��prv!�5v���m$lRo0��ikoqn`�>i �[�}iUiU�5p�jUm$i0o0j#�Yx0����nHi �[��p�����n$��jUm�l`p �����>l$�����r�k��l��t�H���
x2okv!��prj��Hprl[oq���r�Hm`izv���m}prj0l$���k��n$ok�tv�iqj � uq��n`oqm`prikj�l��#��okv!�2i ���H��prvÛ�����m$��n`xp�jY��l[m`�Y�PjU��x0�
����ndi��t��okv!��±#prj��~i��tl`�������`��oqj���l$ikx�[okxik��jUmti����}iUiU����okl$m`���·�#st��m�m$����n`�f���HÞÓ��p�����n$��jUm
±#prj��YlPi���l`�����r�q��l��tokjY���<�Yp¯�t��n$��jUmRv�ikj � uq��n`oqm`prikjYl���st��m�ä �]� � ��Á��%�� �)��Á�� � �°Þ��
����j�iqm`��m`����jU��x0����nHi��[l`�������q��l � v���mPprj>v�iqj � uq��n`oqm`prikj �$�·s·��m�� �!�®Á��%��� �)������j�iqm`�
m`�����}oql`m$okuk��prj>v�iqj � uk�Yn`okm$prikj �`��st��m�� � ��Á����6�@Þ ����jYikm`��m`�Y��jU��x0����nPi �[l`�����r�q��l��
n`���U��prn`���t���H�Y�0��n`iq���r��x j�i��)v�okj����0l`m$okm$���8oql � j���prj�u5m`���0v�ikj � uq��n`oqm`prikjYlzl`��v!��m$��okm
m`���zn$���U��prn`���-j#�Yx0����n�i���l`�������q��lPoqn`��ik�Ym`okprj����+oqj��5m`������okl$m`okuq��x2prj�prx0p �����t�
�{j >#���BA{��m`����n$���}��n`�)K�±Uprj���l5i ��l`�������q��l����kÃ�v�ikj � uq��n`oqm`prikjYl��Hokj�� m`����jU��x0����n0i��

��iqokn`�YlHm`i0���Rv���mH�}oql � ²����5okm�I����H��i0l`iq���Ym`prikj�l�����n`��m`�Y��j>��n$��l`��jUm$���t�t�H��prv!�2���RjYi��
��okn$ok����n$okl$���
st��m � �Û��Á�� � � �qÃU������j�iqm`�Hm`�Y�}jU��x0����n�i ����iqokn`�Yl�v���m�okv�v�iqn`��prj�u�m$iPv�iqj � uk�Yn`okm$prikj��$�

�H�#�Yl�� ��Â�Ä�Ä�Ä Â � ( �Pà I��q�H���Pn$���U��prn`��x��jUm`l�ikj0m`�Y�RjU��x0����n�i���l$�����r�k��lHokn`�H�³²´�Yn`��l$l`���
�#pro�m`���5v�iqj�l`m$n`oqp�jUm$l � �	�zä
��� � Â)Ä4Ä�ÄkÂ � ( � �~ä ( �
� � ����ikn5Á � � � Þ����H�Y�+iq�k¡!��v�m$pr�k�
����j�v�m$prikjt��m`i����}xprj�prx0p	�����t��prl � � ������ÂÄ�Ä4ÄrÂ � ( � ��� ( �����H����l`m$n`okpruq�#m ��ikn$�}oqn`�z�Yn`ikuqn`oqxn`����n$��l`��j#m$okm$p�iqj8i �}ok�r��m`��prl�prl�ukpr�k��j-�����ri������H�Y� � �UÇUÈ �  
qÉ�� ��n$i#v�������n$�2��oqlRm$���0n`oqj�uk�
. Á�À�ÃUÀ �UÀ�I�/´��7Hiqm`��m`��oqm ÆkÊ � ��� prl�n`�Yj�n$������okm`�����r��prj�m`����l`��oqn`v!����iqn�m$����l`ik�r��m$prikj�i����ri�����l`m
�#ÊYÆ�É �

ÆkÊ � ���tË�� � ÍØÏUÏUÏ Í � ( � Í �UÊYÆ�ÉtÎ^Ò`Ô
� � � ÏUÏ#Ï � � ( � Ö��[Í
� � � Ñ � � � �SÏ#ÏUÏ � � ( � � Ñ ( �
� � ÕUÖ � � Í
� � � Ñ � � � �SÏ#ÏUÏ � � ( � � Ñ ( �
� � ÕUÖ � � Í



� �

ÏUÏUÏ
� � � Ñ � � # �SÏ#ÏUÏ � � ( � � Ñ ( �
� # ÕUÖ � # Í
�UÊYÆ�É°Ö � � � � � � ÏUÏUÏ � � ( � � � ( � Í� �UÇUÈ �  
qÉ��tË � � Í@ÏUÏUÏ Í � ( � Î�Ï

�H����l`��v�iqj��>l$ik�r��m`priqj2��l$��lHm`���~l`����v�prok��hGN�`w8v�ikj�l$m`n`oqprj#m � � ��È � ��É �U����l`v�n`pr�����>ok��i��k�fp�j
l`��v�m$prikj �U�¯ÃU��=H��v�oq�r�}m$��okm � � ��È � ��É�Ë��[Í � � Æ�É[Í � Î �!²���n$��l`l$��l2m$��okm�m`�Y� ����� ���r��x��jUmzi��
� � Æ�É p�l � ���{j�m`�Yp�l�l`��v�ikj��Cok���Yn`ikoqv!��m`i�m`���0��n$ik���r��x-��m`�Y�2��okn$prok���r��l � � ��Á ����� I��
����j�iqm`��m`���fv�ikj � uk��n$okm$p�iqj�l[v!��iql`��jt���H�U��l�Á�� � � � �kÃ´�#st��m3j �]� � �tÁ�� � � IY��Á�� � � KU�
����j�iqm`�5m`���jU��x0����nzi��Hl`�������q��l � prj�v�ikj � uk��n$okm`priqjD�`�[st��m  �¾kº³½ � �HÁ �(��� I�������j�iqm`�
m`���>��okl$m`oquk�5prj8v�iqj � uk�Yn`okm$prikj�� � �[�H�U��l0m`�Y�>n`���U��prn$���=l`�Y���r�k��lokn`�5iq��m`oqp�jY�����#��m$���
v�ikj�l$m`n$okprjUm`lsj ��� � ÂØÄ4Ä�Ä�Â j G � � � � � �H����n`��Á � � � KU��oqj���m`�Y�2m`iqm`oq�[v�ikl$mzprlzl`prx���r�
 �¾kº!½ ��Â=Ä�Ä�Ä4Âb �¾kº³½ G ��{j>��n`iqukn$okx �����ri�����m$���zv�iqj�l`m$n`okprjUm`l � �6� � ��� � � � � G l$��n`�q��m$i0���rprx2prj�okm$�Pv�iqjU�l`pr����n$okm`priqj2i���l`�Ux2x��m`n$prv�ok�Ul`iq�r��m`prikjYl��U�H���f��ik�r�ri��Hprj�uPuqn`ik�Y�2i���Ã I � � ��È � ��É v�ikj�l$m`n`oqprj#m$l
l`��n$�k�Pm$izv�iqx2����m$�}m$���/j �]� � ��oqn`prok�Y����l�prj�m`��n$x2l[i ��m$���zy�ukpr�k��j�|�ä � � � ��ok�r����l[okj��0m$����y�v�ikx0�
����m`����| � ����ok�r����l����H���j��!²�m0ukn$ik���Ci��6I � � ��È � ��É v�iqj�l`m$n`oqp�jUm$l�v�iqx2���Ym`��l�m`���i �¾kº³½ �
��okn`proq���r��l�p�j�m`��n`x2l�i �}m`���5y�ukpr�k��j�|�� ����okn`proq���r��l��t�H��� � �#ÇUÈ �  
kÉ�� ��n$i#v�������n$�2��oqlRm$���
n`okjYuk� . Á À³Ã´À4Ä�Ä4Ä{À �kÃE/U� fj�v���okuqokprjt� Æ Ê � ��� prl�n`��j5n$������okm`�����r�2����n$��p�jm`����l$��okn$vÛ���iqn}m$���
��i�����l$m �#ÊYÆ�É �

ÆkÊ � ���tË�� � ÍØÏUÏUÏ Í � G Í �UÊYÆ�ÉtÎ^Ò`Ô
� � ÙUÖ � � Í � � ÙUÖ � � Í � � ÙUÖ � G Í� � ��È � ��É�Ë�� � Í�� Ñ ��� � Í@ÏUÏUÏ Í>Ñ ( �
� ��� Í	� ��� � ÎtÍ 	 yÛÁ�� � � Kq|
� � ��È � ��É�Ë�� � Í�� Ñ �
� � Í@ÏUÏUÏ Í>Ñ ( �
� ��� Í	� �
� � ÎtÍ
� � ��È � ��É�Ë�� � Í�� Ñ � � � Í@ÏUÏUÏ Í>Ñ ( �
� ��� Í	� � � � ÎtÍ
� � ��È � ��É�Ë�� G Í�� Ñ G � � Í@ÏUÏUÏ Í>Ñ ( �
� ��� Í	� G � � ÎtÍ
� � ��È � ��É�Ë�� � Í�� � � ÍAÏUÏUÏ � ( � � Í �UÊYÆ�É � ÎtÍ
� � ��È � ��É�Ë�� � Í�� � � ÍAÏUÏUÏ � ( � � Í �UÊYÆ�É � ÎtÍ
� � ��È � ��É�Ë�� � Í�� � � ÍAÏUÏUÏ � ( � � Í �UÊYÆ�É � ÎtÍ� � ��È � ��É�Ë�� G Í�� � � ÍAÏUÏUÏ � ( � � Í �UÊYÆ�É G ÎtÍ
� ��� � � � ��� � � � � � � � � G � � ÕUÖ � � Í 	 yÛÁ�� � � Kk|
�UÊYÆ�É°Ö �#ÊYÆ�É � � �UÊYÆ�É � � �UÊYÆ�É � ���UÊ�Æ�É G Í� �UÇUÈ �  
qÉ��tË � � Í � � Í � � Í � G Î�Ï

�H���[l`��v�ikj�����n$ikukn$okxA��okl�ok����oqjUm`okuq��lti��k��n�m`�Y� � n`l$m�� 9P�Yokn`m·��n`iqx°oHl$x2oq���r��n�l`��okn`v!��l`��oqv��
y�ok�Y��n`i�²�prx2oqm`���r�8Á�â (prj8v�iqx2��oqn`prl`iqj��Hp�m$�°Á�â@G � |!�[prm���okl0oq���r�2m$i�o��qikpr����j�v�iq��jUm`��n$prj�u
l`�Ux2x��m`n$p�v�ok�tl`iq�r��m`prikjYl��t�H���zm$p�xprj�uklHuqp��q��j5prj)>#���BA[l`��i�������m`��oqmPm$����l$��v�iqj����Yn`ikuqn`oqx
n`okj�x0��v!����oql`m$��n��k�H�Yp�l�v�iqx2��oqn`prl`iqjz�!²���x���rp � ��l�m$���}oq��i��q��x2��j#m$prikj���� ��okv�m�m$��okm�m`�Y�}��o��
o0��n`iq���r��x prl�x2iU�����r�r���v�okj5ukn$��okm$�r�0o��t��v�mP�³¶2v�pr��j�v��q�

% �
&���&	�R� ���9�
 8�9J+ � 4'+�7
! �Pv�iqj�l`pr����nHo�l`prx���rp � �����q��n`l$prikj2i ��m`������n$ik���r��xÓi���n`��l`m`n$prv�m`prikj5l$p�m$��x2ok�Y��prj�uzy(= C �>|³�
�[n$p��³µ��k�qo ;�7:9 l$���U����j�v��Pprl�o � j�prm`��l`m`n$prj�u�i��k��n�m`�Y�H����m`m`��n`l . �zÀ� �À�&�À�j /´��okj���o�n`��l$m`n$p�v³�
m`prikj���j ���Ux�[��okn$m`prm`priqj�l�o ;�7 9Cl`���U����jYv��PprjUm`ifv���n`m$okprj~��n`oqukx2��j#m$l����H���}�Yn`ik�Y����x prl�m$����j
m`i�n`��v�ikj�l$m`n`�Yv�m}m$����ikn`pruqp�jYok� ;�7:98l`���#�Y��j�v��N��n`iqx@m`���d��n`oqukx��jUm`ltokjY��iqm`����n�prjU��iqn`xokm`priqj
ik��m$okprj����>m$��n`iq��uk�5�!²�����n`prx��jUm`l��t�{j5�H��oqmH��iq���ri��Hl��#���zv�iqj�l`pr����n�oqj+oq��l`m$n`oqv�m`prikj-i��[m`��prl
��n`iq���r��x �H��prv!�>����ok�rl�ikj��r�2�Hprm$�>m`���0�r��jYukm`�YlPi��d��n`oqukx2��j#m$l���p�jYl`m`��ok��i��}m$���z��n`okuqx2��jUm$l
m`����xl`���r�q��l��



���

h�ikj�l$p��Y��n�m$���2�Yl`�2i �Pm{�}i-��j ���Ux2��l��[st��mzm$��� � n`l`m���j ���#x�2��oqn`m$p�m$prikj�m`��� ;>7:9 l`�³�
�#�Y��j�v��HprjUm`i����4À�Ä4Ä�Ä!À�� � oqj��zm`�Y�[l`��v�ikj���prj#m$iQ���4À�Ä4Ä�Ä!À����>�'7Hi�����oPl$p�x0�Y��m$okj���ik��lt��l$�[i��
m`���fm{�}iz��j ���Ux2��l�ok�rl$iz��n`iU���Yv���lHoz��oqn`m$p�m$prikj9( � À�Ä4Ä�Ä`À�(��@v�ikn$n`��l$��iqj���prj�u�m`izv�iqx0��prj�prj�u
m`���z�Yn`���Uprik��lHm{��i0��oqn`m`prm$p�iqj�l����H�Yokm�p�l��

[ �12 � � ���tÄ�Ä4Ä�����à ( ��Ä4Ä�Ä\( � okjY�9[�� 2 � � ����Ä4Ä�Ä\� �[à.( ��Ä�Ä4Ä\( � ÀPoqj��2v�iqjU�k��n$l`���r�q�
[ � 2 ����y ( ��Ä�Ä4Ä\( � à ����Ä4Ä�Ä1���`|~S�y ( ��Ä�Ä�Ä@( � à.����Ä�Ä4Ä\� �Û| �

st��m � � ����j�iqm`�Hm$���}�r��jYukm`��i��
� � ��l$prx2pr�rokn`�r����iqn�� � oqj�� � � � s·��m��� � ����j�iqm`�Hm`�Y�}l$����l`���#�Y��j�v��
y � � À�Ä�Ä4Ä!À � � |!�[Á�����@Þ�� C prx2pr�rokn$�¯����� � j�� �� � oqj�� �� � �t�H������n`iq���r��x oqm���okj��-j�i��@v�okj
����l`m$okm`���°oql��Hukpr�k��j=m`��� c KBh A FrD :�A D�+�°à . � � À4Ä�Ä4Ä!À � � /U� +��à . � � À�Ä4Ä�Ä!À�� � /�oqj�� +�@à
. � � À�Ä4Ä�Ä!À ��� /´��v�ikj�l$m`n`�Yv�m0m`��� D : � K': I =�: D��� � à y � � À4Ä�Ä�ÄÛÀ � � |³� �� � à¸y � � À4Ä�Ä�Ä`À�� � |�okj��
��	�@àAy � � À�Ä4Ä�Ä!À ���R|³�
P�YnP��oql`prv�ok�rukiqn`prm`��xÓuk��j���n`okm$��l � � À � � À�Ä�Ä4ÄUprj+iqn`����nPokjY�+�³²´m$��j���lfm`���~��okn$m`prm`prikjYl���ikn

�� oqj�� ����l`prj�u�m`������ik�r�ri��Hprj�u>prjU��okn`proqj#m~��n`iq����n$m{���H��prvÛ� v�okj����>ik��m$okprj����C��n$ikx m$���
��n`iq���r��x �Y� � j�prm`priqj2ok��i��k� � F prm`�Y��n

" � � prlHok�rprukj����2�Hprm`�����!��m`�YokmHprl�� ����ÂÜÄ4Ä�Ä4Â � � à ����ÂÜÄ4Ä�Ä4Â	���!��iqn
" � � prl[oq��pruqj������Hp�m$�9� � y�����mdj�ikm[�Hprm$� ���$� G � |®m`��oqm[prl��� �UÂ>Ä�Ä�Ä Â�� � à.�3�´Â-Ä�Ä4Ä{ÂR� � �

�{j�m$�����Yn`ikuqn`oqx �����ri����tm`����x2oqp�j��n`iUv�������n`� ÆkÊ � ��� m`oq±k��l�oqlRprj��Y��mPm$��n`�����rprl`m`l�n$����n`�³�
l`��jUm`prj�u +��À + �Hoqj�� +�2prj2m$��� � n`l$mPm`�Yn`���zoqn`uq��x2��jUm$l���okjY�2ik�Ym`����m$lPprj2m$���zn$��x2oqp�jYp�jYuRm$��n`���
okn`uq��x2��j#m$l�� F jU��x��n`oqm`prikjCprl0��ikj��-�#�Cv!��iUikl`prj�uY�[okm0��oqv!�=n`��v���n`l$p��q��l$m`��� i��zm`��� �Æ�È
��n`iUv����Y��n`����ikj��0i ��m{��i>v�oql`��l�x2��j#m$prikj�����ok��i��k� ��GH��jYv��2m$���2m{��i5n`���r��l~��ikn �Æ�È � 7Hiqm`�
m`��oqmRm$����m`��n$����xpr�����r��okn`uq��x2��j#m$lPi � �Æ�È x2oqp�jUm$okprj�l�m`�����r��j�ukm$�>i���m`����l`���Yl`���U����jYv���l
��ik��jY�2l`i���okn��UokjY�2prj2oq����v�oq���rl�����prm`����n�� � ��
°Ö � � � � Ù � � � � iqn�� � � �°Ö � � � � Ù � � ��

��ik�r��l �[m`�����n`iUv����Y��n`� � � ÊUÊYÆ�� � � � É � 
 �5v!��iUikl$��l2m$��� � n`l`m���n`okuqx2��jUm���okj��Cx2oq±k��lzm$���� n`l$mRv�ok�r��m$i �Æ�È �Hprm$�+m$��prlPprjU��okn$p�oqjUmH��ik�r��prj�uY� 6 prj�oq�r���q�Um`������n`iUv�������n`� � � ÊUÊYÆ�� �Y���r��m`��l
l`ikx�H���r��x2��j#m®��n`iqx¹m$���Puqpr�k��j0�rprl`m�okj��0n$��m`�Yn`j�lHm$���Pn$��l`���rm$okjUmH�rp�l$m�� 7Nikm$�Pm`�Yokm�ikj��fx2ikn$�
n`���r����iqn �Æ4È prlHj�����������prj5v�okl$��m$��� 9@oqj�� �C��n$okuqx2��jUm`lH�Yi0ok�rprukj2oqjU�#�H�Y��n`�z�³²´v�����m�okm
m`���z�³²´m$n`��x����j���l �����R�Yo��k��ikxp�m$m`���m`��prlH��ikl$l`pr��pr�rp�m{�~��iqnHl`prx2���rprv�prm{�q�

ÆkÊ � ���tË�
[Í �[Í �}Í �
 �� 
�� � � 
 � 
 � Í � � �� 
�� � � 
 � � � Í ��� �� 
�� � � 
 � � � ÎØÒ`Ô
� � ÊUÊYÆ�� � � � É � 
 � Ë�
®Í �[Í �}Í�
 �� 
	�[Í�� �� 
��®Í � �� 
	�[Í�
 ��Í�� ��Í � ��Î�Í
�Æ�È[Ë�
 ��Í�� ��Í � ��Í�
 �� 
��[Í�� �  
��[Í � �� 
��[Í�� 
 � 
[Í�� 
 � �®Í�� 
 � ��Î�Ï

�Æ�È®Ë�
[Í��[Í �}Í � � ��
[Í � � � �[Í � � � �}Í�� 
 � 
[Í�� 
 � �[Í�� 
 � ��Î^Ò`Ô
��È � É ��Ë�
tÎtÍ �4È � É ��Ë��tÎtÍ ��È � É ��Ë��·ÎtÍ
� 
 � 
°Ö � � Í�� 
 � �°Ö � � Í � 
 � � Ö � � Ï

�Æ�È®Ë�
[Í��[Í �}Í � � ��
[Í � � � �[Í � � � �}Í �
 � � � 
 � 
 � Í�� 
 � �[Í ��� � � � 
 � � � Î Ò`Ô
� � ��
°Ö � � � �}Í � � ��
°Ù � � � �
� � ÙUÖ � � � �°Ô � � ��
[Í�
 � ÕUÖ � � Í
� � ÊUÊYÆ��tË�� � Í �}Í � ��ÎtÍ
� � ÊUÊYÆ��tË�
 � Í�
[Í�
 ��ÎtÍ
�Æ�È[Ë�
 ��Í��[Í � ��Í � � ��
 ��
 � Í � � � �®Í � � � � � � � Í�� 
 � 
®Í�� 
 � �[Í�� 
 � ��Î�Ï

�Æ�È®Ë�
[Í��[Í �}Í � � ��
[Í � � � �[Í � � � �}Í�� 
 � 
[Í � ��� � � 
 � � � Í ��� � � � 
 � � � Î Ò`Ô
� � � �°Ö � � � �}Í � � � �°Ù � � ��


I�� ���³%Pþ�ö ýH �ù ö¯÷ ö¯�'0 
�"z��þ�þ"�ýP"R� øk��� 
�"�ók"���"{%Høk����"P�³ù ù®� ø�%{"`"f k�!%{��ö¯� ö¯�!ókþ[�!ù ö�³ók"`õ0"`ò�÷`"  k�}���P� øk"
 #"8³ö ó�ó�ö ó'��³ókõP���t� øk"�"{ókõU�



� �

� � ÙUÖ � � ��
°Ô � � � �[Í����°ÕUÖ � � Í
� � ÊUÊYÆ��tË�� � Í �}Í � ��ÎtÍ
� � ÊUÊYÆ��tË�����Í �[Í�� ��ÎtÍ
�Æ�È[Ë�
®Í	� ��Í � ��Í � � ��
®Í � � � � � ����Í � � � � � � � Í�� 
 � 
®Í�� 
 � �[Í�� 
 � ��Î�Ï

�H��prl�oq�����rprv�okm$prikj�i���hHs�w>prl�������m`i � oq� > Ã/K IU� Ã K��BA�okjY��prm�prl�prx2��ikn$m`okjUmtm$iPj�iqm`��m`��oqm�m$���
ok��i��k�P�Yn`ikuqn`oqx prl[ozv�iqj�l`pr����n`ok�Y���fl`prx2�Y��p � v�okm`priqjzi�� � oq� � l[��n$ikukn$okx-� 9 x2o4¡!iqn�ikx2prl$l`prikj
p�l�m`�Y�+v�ikj�l$p��Y��n`oqm`prikjCi��P��n$n`ikn$l0prj8m`�Y�0��n$okukx��jUmz�r��j�uqm`��ly�����v�oq��l`�>m$����l$�+�r��jYukm`�Yl�oqn`�
ik��m$okprj����5��n`ikxå�³²´����n$p�x��jUm`oqm`prikj�|³� 9 xo4¡!iknH��ikprjUmHprj � oq� � lHok����n$ikoqvÛ�-p�lfm`��oqmPprmPuqpr�k��l
o�n$ik����l$m0okj��C��j�p���iqn`x m$n`��oqm`x2��j#m�i��Pm$���5�!²�����n`prx2��jUm$ok�H��n$n`ikn$l0prj�����n$��jUm0p�jCm`���5��oqm`o
okl2v�ikx2�Yokn`��� �Hprm$� xokjU��i��zm$���>ok�Y��n`iqokv!����l5prj�m`���>�rprm`��n`okm$��n`� � 6 ��n$m`����n$x2iqn`����> Ã K�� A
l`��i��Hl���i��Am`���~l`prx2���r�fm{�}i��j ���Ux2����n$ik���r��xåv�okj5�����!²�m`��j�������m`io0j#�Yx0����nHi �[ikm`�Y��n
��n`iq���r��x ��oqn`prokm$p�iqj�l����[��v�ok��l$��o�x2ok��l$ik�r��m`priqj=prlR¡!��l$m5o l$��m>i ��okj�l$�}��n+v�ikj�l$m`n`oqprj#m$l
n`��m$��n`j����=�U��m`���ok�rukiqn`prm`��x-�tp�m~p�l���oql`��m`i�v�iqx0��prj���m$��prl��Hprm$�8ikm$����n�x2oq��l���v�ikx��okn$�
x2ok�Yl����q��n`p����5xok��l�����m$v����H��prl�±Up�jY�>i��[µ��!²�p��Yp��rprm{�2prl�prx2��ikn$m`okjUm�okl�m`�Y��v�iqx2���Ym`okm$prikj�oq�
��n`iq���r��x i �#¡!��l$mHv�ikx����m`prj�u~o�v�iqj�l`prl$m`��jUmHx2oq�0prl}prjUm`n$okv�m$ok���r��okj������j�v��z�H����j5����oq�rp�jYu
�Hp�m$��okjU��l`����l$m`oqj#m$prok��okx2iq��jUmPi �P��okm$o>�}iq���r���Yo��k�0m`i-m`ok±q�0prj#m$i>okv�v�ik��jUm���okm$o5��n$ikx
x2okjU����okn$p���m`pr��lHi���x2oq����prj�u��!²�����n`prx2��jUm$lHokl��}���r�toqlHikm`�Y��nHprjU��ikn$x2oqm`prikj�l`����v�p � vzm$i�m$���
x2ik�r��v����r�Pprj5�#�Y��l`m$p�iqjt�

% �
&��
&	� � ��9f��8"	 4'+�7
�{j m$��prl0v��rokl$l2i�����n`iq���r��x2l������5okn$�>ukpr�k��j8o�jU��x0����n�i �Rm$okl`±Ul��}okjY�8��ikn���okv!�=m$okl`±��[o
m`okl$±>����n$okm$p�iqjt� F okv!��m$okl$±+oq�rl`i2n$���U��prn`��l�iqm`����n�n$��l`iq��n`v���l�m$i2��������n{��ikn`x���t��okj��>m$����n$�
okn`�5v�iqj�l`m$n`oqp�jUm$l0ikj8�Yn`��v�������j�v���l>i��Pm$okl`±�����n ��ikn$x2okjYv����[okjY�8ikjCn`��l$ik��n$v��>��l$okuq���[�H���
��n`iq���r��x prl}m$i�l$v!���������r�zm$���Pm$okl$±#lHl$i�m$��okm�m`�Y�Rn$��l`iq��n`v���lPoqn`��x2iql`m[�!¶2v�p���j#m$�r�0��l`����y ��ikn
�!²�okx2�Y��� ������n ��ikn$x m$����m`oql`±UlHl`i0m$��okmHoq���toqn`����iqj��zokl�l`iUiqj+oqlH��iql`l$p��Y����|!�
h�ikj�l$p��Y��n}jYi�� o~��okl$p�v �f` � O1D ^_`�? l$vÛ�Y�������rprj�uz��n$ik���r��x^prj0�H��prv!�0prl}uqp��q��j0ozjU��x0����n�¼

i��[x2oqvÛ�Yp�jY��l�� � l$���U����j�v���lzi��[m`oql`±Ul���m`����m`oql`±����n`oqm`prikjYlPokjY�+m$����x2okv!��prj��fokl$l`prukj����>m`i
��okv!��m`oql`±��t�H���0��n$��v�������j�v��5v�ikjYl`m`n$okprjUm`l�okn$��m$��okm�m$���0m`oql`±Ul�p�j���oqvÛ��l`���#�Y��j�v��-y�v�oq���r���
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m`prikj �U� I��¯Ãfi�� >rÁ4â��BA�oqj��2l$��v�m$p�iqj+Ã~i�� >#�/@BA{�Uikj0�H��prv!�2m$��prl}�Yn`��l$��jUm`okm$prikj2prl���okl$���t�U���Yn`m`�Y��n
��prl`v���l$l�m$���0��n$ik���r��x¸okj�����i�� �Yokn`m$prv����roknf����oqm`��n$��l�i��PhGH�`w v�okj����0��l`�³������� 9PjYikm`�Y��n
hGH�`w^oq����n`iqokv!�t�[���Ym0m`��prl2m$prx2�0m`i�o�l$����v�p � v>okjY� �Yn`okv�m`prv�ok�fl`v!�����Y���rp�jYu���n`iq���r��x prl
n`����ikn$m`���Cp�j > �qâ:A{�t�{j > ÃBA{�tm`���~��iUv���l~p�l�iqj>o5j����)����oqm`��n$��i �NhGN�`w=oqj����Yi��@p�m�v�oqj����
��l`���5m$izik��m$okprj�okj0ik�Ym`prx2oq�kl`iq�r��m`prikj0m$izoz��oqn`m$p�v����roknHÁ4â[¡³ik��l[oqj��>Á4â x2okv!��prj�����n$ik���r��x-�
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> Ã KkâBA���ikn�ozxikn$�}v�iqx2���r��m$�}�Yp�l$v���l$l`prikj0i ��m`���PhHs�w�ok����n$ikoqvÛ�0m$izm`�Y�Puk��j���n`oq��l$v!���������rprj�u
��n`iq���r��x>�
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Basic coordinates - 1

Explicit vs. implicit methods for (modal and) temporal logics

In implicit methods the accessibility relation is built-in into the
structure of the tableau

This is the case with tableau methods for linear and branching
time point temporal logics

Explicit methods keep track of the accessibility relation by
means of some sort of external device

This is the case with tableau methods for interval temporal
logics where structured labels are associated with nodes to
constrain the corresponding formula, or set of formulae, to hold
only at the domain element(s) identified by the label
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Basic coordinates - 2

Declarative vs. incremental methods

Declarative methods first generate all possible sets of
subformulae of a given formula and then they eliminate some
(possibly all) of them

Declarative methods are generally easier to understand

Incremental methods generate only ‘meaningful’ sets of
subformulae

Incremental methods are generally more efficient
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Tableau systems for LTL and fragments/variants - 1

An exponential time declarative method to check LTL formulae
has been developed by Wolper

P. Wolper, The tableau method for temporal logic: An overview, Logique
et Analyse 28 (1985) 119–136

and later extended by Lichtenstein and Pnueli to Past LTL
(PLTL)

O. Lichtenstein, A. Pnueli, Propositional temporal logic: Decidability and
completeness, Logic Journal of the IGPL 8(1) (2000) 55–85
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Tableau systems for LTL and fragments/variants - 2

A PSPACE incremental method for PLTL has been proposed by
Kesten et al.

Y. Kesten, Z. Manna, H. McGuire, A. Pnueli, A decision algorithm for full
propositional temporal logic, in: Proc. of the 5th International
Conference on Computer Aided Verification, 1993, pp. 97–109

A labeled tableau system for the LTL-fragment LTL[F] has been
proposed by Schmitt and Goubault-Larrecq

P. Schmitt, J. Goubault-Larrecq, A tableau system for linear-time
temporal logic, in: E. Brinksma (Ed.), Proc. of the 3rd Workshop on
Tools and Algorithms for the Construction and Analysis of Systems, Vol.
1217 of LNCS, Springer, 1997, pp. 130–144
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Tableau systems for LTL and fragments/variants - 3

A tableau method for PLTL over bounded models has been
developed by Cerrito and Cialdea-Mayer

S. Cerrito, M. Cialdea-Mayer, Bounded model search in linear temporal
logic and its application to planning, in: Proc. of the International
Conference TABLEAUX 1998, Vol. 1397 of LNAI, Springer, 1998, pp.
124–140

Later Cerrito et al. generalized the method to first-order PLTL

S. Cerrito, M. Cialdea-Mayer, S. Praud, First-order linear temporal logic
over finite time structures, in: H. Ganzinger, D. McAllester, A. Voronkov
(Eds.), Proc. of the 6th International Conference on Logic for
Programming, Artificial Intelligence and Reasoning, Vol. 1705 of LNAI,
Springer, 1999, pp. 62–76.
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About complexity

The satisfiability problem for LTL / PLTL is PSPACE-complete

A. Sistla, E. Clarke, The complexity of propositional linear time temporal
logics, Journal of the ACM 32 (3) (1985) 733–749

while that LTL[F] and for PLTL over bounded models of
polynomial length is NP-complete

S. Cerrito, M. Cialdea-Mayer, Bounded model search in linear temporal
logic and its application to planning, in: Proc. of the International
Conference TABLEAUX 1998, Vol. 1397 of LNAI, Springer, 1998, pp.
124–140

A. Sistla, E. Clarke, The complexity of propositional linear time temporal
logics, Journal of the ACM 32 (3) (1985) 733–749
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Tableau systems for CTL

An implicit tableau method to check the satisfiability of CTL
formulae, that generalizes Wolper’s method for LTL, has been
proposed by Emerson and Halpern

E. Emerson, J. Halpern, Decision procedures and expressiveness in the
temporal logic of branching time, Journal of Computer and System
Sciences 30 (1) (1985) 1–24

The satisfiability problem for CTL is known to be
EXPTIME-complete. There exists an optimal incremental
version of Emerson and Halpern’s decision procedure
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A tableau-based decision procedure for LTL

In the following, we describe in detail a tableau-based decision
procedure for LTL

For the sake of clarity, among the various existing tableau
systems for LTL, we selected Manna and Pnueli’s implicit
declarative one

Z. Manna, A. Pnueli, Temporal Verification of Reactive Systems: Safety,
Springer, 1995
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Expansion rules and closure

Expansion rules
Gp ≈ p ∧ XGp
Fp ≈ p ∨ XFp
pUq ≈ q ∨ (p ∧ X (pUq))

Closure Φϕ of a formula ϕ

Φϕ is the smallest set of formulae satisfying:
ϕ ∈ Φϕ

for every p ∈ Φϕ and subformula q of p, q ∈ Φϕ

for every p ∈ Φϕ, ¬p ∈ Φϕ (¬¬p ≡ p)
for every ψ ∈ {Gp,Fp,pUq}, if ψ ∈ Φϕ, then Xψ ∈ Φϕ
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Example of closure

ϕ : Gp ∧ F¬p

The closure is Φϕ = Φ+
ϕ ∪ Φ−ϕ , where

Φ+
ϕ = {ϕ,Gp,F¬p,XGp,XF¬p,p}

and

Φ−ϕ = {¬ϕ,¬Gp,¬F¬p,¬XGp,¬XF¬p,¬p}

We have that |Φϕ| ≤ 4 · |ϕ|

Gp → {Gp,XGp,¬Gp,¬XGp}
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Classification of formulae

α and β tables

α k(α)

p ∧ q p,q
Gp p,XGp

We have that an α-formula holds at position j iff all of
k(α)-formulae hold at j

β k1(β) k2(β)

p ∨ q p q
Fp p XFp
pUq q p,X (pUq)

We have that a β-formula holds at position j iff either the
k1(β)-formula holds at j or all k2(β)-formulae hold at j (or both)
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Atoms

Atom over ϕ (ϕ-atom)
A ϕ-atom is a subset A ⊆ Φϕ satisfying:

Rsat : the conjunction of all local formulae in A is satisfiable
R¬: for every p ∈ Φϕ, p ∈ A iff ¬p 6∈A (i.e., for every
p ∈ Φϕ, a ϕ-atom must contain either p or ¬p)
Rα: for every α-formula α ∈ Φϕ, α ∈ A iff k(α) ⊆ A (e.g.,
Gp ∈ A iff both p ∈ A and XGp ∈ A)
Rβ: for every β-formula β ∈ Φϕ, β ∈ A iff either k1(β) ∈ A
or k2(beta) ⊆ A (or both)

Example (ϕ : Gp ∧ F¬p)

A1 = {ϕ,Gp,F¬p,XGp,XF¬p,p} is an atom
A2 == {ϕ,Gp,F¬p,XGp,¬XF¬p,¬p} is not (Rα is violated)
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Intended meaning of atoms

Atoms are used to represent maximal mutually satisfiable sets
of formulae

Definition
A set of formulae S ⊆ Φϕ is mutually satisfiable if there exist a
model σ and a position j ≥ 0 such that every formula p ∈ S
holds at position j

Proposition
For any set of mutually satisfiable formulae S ⊆ Φϕ there exists
a ϕ-atom A such that S ⊆ A

The opposite does not hold: it may happen that S ⊆ Φϕ and
there exists a ϕ-atom A such that S ⊆ A, but S is not mutually
satisfiable (e.g., Xp ∧ X¬p)
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Basic (or elementary) formulae

Definition
Basic formulae are propositions or formulae of the form Xp

Property of basic formulae
The presence or absence of basic formulae in an atom A
determine the presence or absence of all other closure
formulae in A

Example (ϕ : Gp ∧ F¬p)

Suppose that XGp ∈ A and XF¬p ∈ A, while p 6∈A.
From p 6∈A, it follows that ¬p ∈ A
From p 6∈A and XGp ∈ A, it follows that ¬Gp ∈ A
From ¬p ∈ A and XF¬p ∈ A, it follows that F¬p ∈ A
From Gp 6∈A and F¬p ∈ A, it follows that ¬ϕ ∈ A
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Tableau

Given a formula ϕ, construct a direct graph Tϕ such that

Nodes and edges of Tϕ
The nodes of Tϕ are the atoms of ϕ and there exists an edge
from an atom A to an atom B if for every Xp ∈ Φϕ, Xp ∈ A iff
p ∈ B

Tableau
Tϕ is the tableau of ϕ

Example (ϕ : Gp ∧ F¬p)
The tableau Tϕ of ϕ = Gp ∧ F¬p is depicted in the next slide
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A2 :

{
¬p,¬XGp, XF¬p

¬Gp, F¬p,¬ϕ

}

A0 :

{
¬p,¬XGp,¬XF¬p

¬Gp, F¬p,¬ϕ

}

A4 :

{
¬p, XGp,¬XF¬p

¬Gp, F¬p,¬ϕ

}

A6 :

{
¬p, XGp, XF¬p

¬Gp, F¬p,¬ϕ

}

A3 :

{
p,¬XGp, XF¬p

¬Gp, F¬p,¬ϕ

}

A1 :

{
p,¬XGp,¬XF¬p

¬Gp,¬F¬p,¬ϕ

}

A5 :

{
p, XGp,¬XF¬p

Gp,¬F¬p,¬ϕ

}

A7 :

{
p, XGp, XF¬p

Gp, F¬p,ϕ

}
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Models and tableau paths - 1

Definition (induced path)
Given a model σ of ϕ, the infinite path πσ : A0,A1, . . . in Tϕ is
induced by σ if for every position j ≥ 0 and every p ∈ Φϕ,
(σ, j)  p iff p ∈ Aj (in particular, ϕ ∈ A0)

Proposition
Given a formula ϕ and a tableau Tϕ for it, for every model
σ : s0, s1, . . . of ϕ there exists an infinite path πσ : A0,A1, . . . in
Tϕ such that πσ is induced by σ.
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Models and tableau paths - 2

Sketch of the proof

Let σ : s0, s1, . . . be a model. For every j ≥ 0, let Aj be the subset of Φφ that
contains all formulas p ∈ Φφ such that (σ, j) |= p. For every j ≥ 0, we have
that (i) Aj satisfies all the requirements of an atom and (ii) the pair (Aj ,Aj+1)
satisfies the condition on edges. Hence, πσ : A0,A1, . . . is an infinite path in
Tϕ induced by σ.

An immediate consequence

Since σ is a model of φ, we have that (σ, 0) |= φ and thus φ ∈ A0

The opposite does not hold: not every infinite path in Tϕ is
induced by some model σ
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A (counter)example

The infinite path Aω7 , where A7 = {p,XGp,XF¬p,Gp,F¬p, ϕ},
is not induced by any model:

every formula q ∈ A7 should hold at all positions j , but there
exists no model σ such that F¬p holds at position 0 and p
holds at all positions j ≥ 0.

For what kind of paths does the opposite hold?
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Promises and promising formulae

Promise
A formula ψ ∈ Φϕ is said to promise a formula r if ψ has one of
the following forms:

Fr pUr ¬G¬r

Property 1

If (σ, j)  ψ, then (σ, k)  r , for some k ≥ j

Property 2
The model σ contains infinitely many positions j ≥ 0 such that

(σ, j)  ¬ψ or (σ, j)  r
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Fulfilling atoms and paths

Fulfilling atom

An atom A fulfills a formula ψ, that promises r , if ¬ψ ∈ A or
r ∈ A

Fulfilling path

A path π = A0,A1, . . . in Tϕ is fulfilling if for every promising
formula ψ ∈ Φϕ, π contains infinitely many atoms Aj which fulfill
ψ (that is, either ¬ψ ∈ Aj or r ∈ Aj or both)

An example
The path Aω7 is not fulfilling, because F¬p ∈ Φϕ promises ¬p,
but ¬p 6∈A7 and ¬F¬p 6∈A7
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Additional examples

The path Aω2 is fulfilling, because F¬p ∈ Φϕ promises ¬p, the
path visits A2 infinitely many times, and both F¬p and ¬p
belong to A2

The path (A2 · A3)ω is fulfilling, because F¬p ∈ Φϕ promises
¬p, ¬p ∈ A2, and the path visits A2 infinitely many times

The path A4 · Aω5 is fulfilling, because F¬p ∈ Φϕ promises ¬p,
the path visits A5 infinitely many times, ¬p does not belong to
A5, but ¬F¬p(= Gp) belongs to A5
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From models to fulfilling paths

Proposition (models induce fulfilling paths)

If πσ = A0,A1, . . . is a path induced by a model σ, then πσ is
fulfilling

Proof

Let ψ ∈ Φφ be a formula that promises r . By the definition of model, σ
contains infinitely many positions j such that (σ, j) |= ¬ψ or (σ, j) |= r . By the
correspondence between models and induced paths, for each of these
positions j , ¬ψ ∈ Aj or r ∈ Aj .
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From fulfilling paths to models - 1

Proposition (fulfilling paths induce models)

If π = A0,A1, . . . is a fulfilling path in Tϕ, then there exists a
model σ inducing π, that is, π = πσ and for every ψ ∈ Φϕ and
every j ≥ 0, (σ, j)  ψ iff ψ ∈ Aj

Proof

The proof is by induction on the structure of ψ ∈ Φϕ.

Base case. For all j ≥ 0, we require the state sj of σ to agree with Aj on the
interpretation of propositions in Φϕ, that is, sj [p] = true iff p ∈ Aj . The case of
propositions is thus trivial.

Inductive case. The case of Boolean connectives is straightforward. Let
consider the case of X and F .

Let ψ = Xp. We have that (σ, j)  Xp iff (definition of X ) (σ, j + 1)  p iff
(inductive hypothesis) p ∈ Aj+1 iff (definition on the edges of the tableau)
Xp ∈ Aj
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From fulfilling paths to models - 2

Proof

Let ψ = Fr .

We first prove that Fr ∈ Aj implies (σ, j)  Fr . Assume that Fr ∈ Aj . Since π is
fulfilling, it contains infinitely many positions k beyond j such that Ak fulfills Fr .
Let k ≥ j the smallest k ≥ j fulfilling Fr . If k = j , then, since Fr in Aj , r ∈ Aj as
well. If k > j , then Ak−1 does not fulfill Fr , that is, it contains both Fr and ¬r .
By Rβ for Fr , XFr ∈ Ak−1 and thus Fr ∈ Ak . The only way Ak can fulfill Fr is to
have r ∈ Ak . It follows that there always exists k ≥ j such that r ∈ Ak . By the
inductive hypothesis, (σ, k)  r , which, by definition of Fr , implies (σ, j)  Fr .

We prove now that (σ, j)  Fr implies Fr ∈ Aj . Assume that (σ, j)  Fr and
Fr 6∈ Aj . From ¬Fr ∈ Aj , it follows that {¬r ,¬Fr} ⊆ Ak for all k ≥ j . By the
inductive hypothesis, this implies that (σ, k)  ¬r for all k ≥ j (which
contradicts (σ, j)  Fr ).
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Satisfiability and fulfilling paths

Main proposition
A formula ϕ is satisfiable iff the tableau Tϕ contains a fulfilling
path π = A0,A1, . . . such that ϕ ∈ A0

Proof

The direction from right to left follows from the last lemma (from fulfilling
paths to models).

The direction from left to right follows from the previous lemma (from models
to fulfilling paths) .
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Applications

Is ϕ : Gp ∧ F¬p satisfiable?
ϕ is satisfiable if Tϕ contains a fulfilling path π = B0,B1, . . . with
ϕ ∈ B0

A7 is the only atom containing ϕ (ϕ-atom)
Aω7 is the only infinite path starting at A7

Since Aω7 is not fulfilling, ϕ is not satisfiable

Is ¬ϕ : ¬Gp ∨ ¬F¬p satisfiable?
¬ϕ is satisfiable if T¬ϕ (= Tϕ) contains a fulfilling path
π = B0,B1, . . . with ¬ϕ ∈ B0

Since Aω5 is a fulfilling path and A5 contains ¬ϕ, ¬ϕ is satisfiable
(model 〈p : >〉ω)
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Strongly connected subgraphs

How do we check the existence of fulfilling paths starting at a
ϕ-atom?

Definition (strongly connected subgraph)

A subgraph S ⊆ Tϕ is a strongly connected subgraph (SCS) if
for every pair of distinct atoms A,B ∈ S, there exists a path
from A to B which only passes through atoms of S

Definition (fulfilling SCS)

A non-transient SCS S is fulfilling if every formula ψ ∈ Φϕ that
promises r is fulfilled by some atom A ∈ S (either ¬ψ ∈ A or
r ∈ A or both), where a transient SCS is an SCS consisting of a
single node not connected to itself
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A2 :

{
¬p,¬XGp, XF¬p

¬Gp, F¬p,¬ϕ

}

A0 :

{
¬p,¬XGp,¬XF¬p

¬Gp, F¬p,¬ϕ

}

A4 :

{
¬p, XGp,¬XF¬p

¬Gp, F¬p,¬ϕ

}

A6 :

{
¬p, XGp, XF¬p

¬Gp, F¬p,¬ϕ

}

A3 :

{
p,¬XGp, XF¬p

¬Gp, F¬p,¬ϕ

}

A1 :

{
p,¬XGp,¬XF¬p

¬Gp,¬F¬p,¬ϕ

}

A5 :

{
p, XGp,¬XF¬p

Gp,¬F¬p,¬ϕ

}

A7 :

{
p, XGp, XF¬p

Gp, F¬p,ϕ

}
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Examples

Positive examples
The two SCSs
{A2,A3}
{A5}
are fulfilling SCSs.

Negative examples

The two SCSs
{A1}
{A7}
are not fulfilling.
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SCS and satisfiability

Definition (ϕ-reachable SCS)
An SCS is ϕ-reachable if there exists a finite path B0,B1, . . . ,Bk
such that ϕ ∈ B0 and Bk ∈ S

Proposition
The tableau Tϕ contains a fulfilling path starting at a ϕ-atom iff
Tϕ contains a ϕ-reachable fulfilling SCS

Corollary
A formula ϕ is satisfiable iff Tϕ contains a ϕ-reachable fulfilling
SCS
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An example

Is ¬ϕ : ¬Gp ∨ ¬F¬p satisfiable?

The SCS S = {A2,A3} is (¬ϕ)-reachable fulfilling SCS because

(A2,A3)ω: A2,A3,A2,A3, . . .

and

¬ϕ ∈ S

Hence, ¬ϕ is satisfiable ((model (〈p : ⊥〉〈p : >〉)ω)
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One step more: maximal SCS

Definition (MSCS)
An SCS is maximal (MSCS) if it is not contained in any larger
SCS (notice that there exist at most |Tϕ| MSCSs)

Example

{A2} and {A3} are not MSCS, while {A2,A3} is an MSCS

Proposition
A formula ϕ is satisfiable iff the tableau Tϕ contains a
ϕ-reachable fulfilling MSCS (as a matter of fact, we can
preliminarily remove all atoms which are not reachable from a
ϕ-atom)
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Example 1

Is ϕ : Gp ∧ F¬p satisfiable?
If we remove all atoms which are not reachable from a ϕ-atom,
the resulting pruned graph (tableau) only includes A7
connected to itself

The only MSCS is {A7}; since it is not fulfilling, it immediately
follows that ϕ is not satisfiable
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A2 :

{
¬p,¬XGp, XF¬p

¬Gp, F¬p,¬ϕ

}

A0 :

{
¬p,¬XGp,¬XF¬p

¬Gp, F¬p,¬ϕ

}

A4 :

{
¬p, XGp,¬XF¬p

¬Gp, F¬p,¬ϕ

}

A6 :

{
¬p, XGp, XF¬p

¬Gp, F¬p,¬ϕ

}

A3 :

{
p,¬XGp, XF¬p

¬Gp, F¬p,¬ϕ

}

A1 :

{
p,¬XGp,¬XF¬p

¬Gp,¬F¬p,¬ϕ

}

A5 :

{
p, XGp,¬XF¬p

Gp,¬F¬p,¬ϕ

}

A7 :

{
p, XGp, XF¬p

Gp, F¬p,ϕ

}
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Example 2

Is ¬ϕ : ¬Gp ∨ ¬F¬p satisfiable?
The removal of all atoms which are not reachable from a
(¬ϕ)-atom has not effect in this case: the pruned graph
(tableau) coincides with the original one.

The MSCSs are {A0}, {A1}, {A2,A3}, {A4}, {A5}, {A6}, and
{A7}

MSCSs {A0}, {A4}, and {A6} are transient and MSCSs {A1}
and {A7} are not fulfilling. However, since both {A2,A3} and
{A5} are fulfilling, it follows that ¬ϕ is satisfiable
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Further pruning the tableau

Definition (terminal MSCS)
An MSCS S is terminal if there are no edges leading from
atoms of S to atoms outside S

Examples

{A7} and {A5} are terminal MSCSs, while {A6} and {A2,A3}
are not

Pruning criteria

After constructing Tϕ,
remove any MSCS which is not reachable from a ϕ-atom
remove any terminal MSCS which is not fulfilling
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How can we check the validity of ϕ?

To check the validity of a formula ϕ, we can apply the proposed
algorithm to ¬ϕ.

Possible outcomes:
If the algorithm reports success, ¬ϕ is satisfiable and thus
ϕ is not valid (the produced model σ is a counterexample
to the validity of ϕ)
If the algorithm reports failure, ¬ϕ is unsatisfiable and thus
ϕ is valid
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Abstract

We report on the implementation and experimental analysis of an incremental multi-pass tableau-based
procedure à la Wolper for testing satisfiability in the linear time temporal logic LTL. We describe the
implementation and discuss the performance of the tool on several series of pattern formulae, as well as on
some random test sets, and compare its performance with an implementation of Schwendimann’s one-pass
tableaux by Widmann and Goré on several representative series of pattern formulae, including eventualities
and safety patterns. Our experiments have established that Schwendimann’s algorithm consistently, and
sometimes dramatically, outperforms the Wolper-style tableaux, despite the fact that the theoretical worst-
case upper-bound of Schwendimann’s algorithm, 2EXPTIME, is worse than that of Wolper’s algorithm,
which is EXPTIME. This shows, once again, that theoretically established worst-case complexity results do
not always reflect truly the practical efficiency, at least when comparing decision procedures.
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1 Introduction

The multiple-pass incremental tableau-based decision procedure for the proposi-
tional linear-time logic LTL was first presented in print in [17]; the procedure
builds on the ideas originally developed by Pratt for the propositional dynamic
logic PDL in [11]. An analogous procedure was developed, at about the same time,
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for the branching-time temporal logic UB by Ben-Ari, Manna, and Pnueli [2]. Sub-
sequently, a number of other decision procedures based on the incremental tableau
technology were developed, including our recent work [5,8] on the multi-agent epis-
temic logics with common and distributed knowledge, on temporal-epistemic logics
[6,7], and the logics of strategic ability [4].

The one-pass tableau procedure was first developed for LTL by Schwendimann
in [13,14] and recently applied to CTL by Abate, Goré, and Widmann in [1].

It is well-known that the worst-case complexity for LTL is PSPACE [16]. Unless
applying on-the-fly pruning, however, the incremental tableau works in EXPTIME,
while the worst-case complexity of Schwendimann’s method is 2EXPTIME.

In this paper we report on the implementation and preliminary experimental
analysis of an incremental tableau-based procedure à la Wolper for LTL. The im-
plementation is available online at http://msit.wits.ac.za/ltltableau. We de-
scribe the implementation and discuss the performance of the tool on several series
of pattern formulae, as well as on some random test sets, and compare its perfor-
mance with the implementation of Schwendimann’s one-pass tableau by Widmann
and Goré on several typical series of pattern formulae. Our experiments have shown
that Schwendimann’s algorithm consistently, and sometimes dramatically, outper-
forms the multiple-pass incremental algorithm, despite the theoretical advantage of
the latter. Schwendimann’s algorithm even succeeds on some apparently difficult
cases, on which reportedly (see [15], p.9-10) most automata-based tools fail to pro-
duce corresponding automata in a reasonable time and our multiple-pass tableaux-
based tool fails to establish non-validity, too. We note that neither of the two
implementations compared herein is aided by any special optimization techniques;
thus, we essentially compare the two algorithms in their “pure” form.

It is well-known, e.g., from research on description logics, that practice does
not always comply with theory, viz., that sometimes algorithms for theoretically
computationally hard problems can solve most of the practically significant problems
efficiently, especially when augmented with optimization techniques. Apparently,
we face a similar phenomenon in the case of LTL as well, confirming that theoretical
worst-case complexity results should be taken with a grain of salt when determining
the practical utility of algorithms.

This paper, being a system description, only reports on the experimental perfor-
mance comparison between the two tableau methods mentioned above. An in-depth
theoretical analysis of the results will be presented in a follow-up work.

2 Preliminaries on the incremental multiple-pass
tableaux for LTL

In this section, we briefly sketch out the incremental tableau procedure for LTL
whose implementation is reported in this paper. We assume that the reader is
familiar with the syntax and semantics of LTL (otherwise, see e.g., [17] or [3]).

In a nutshell, the incremental tableau procedure for testing an LTL-formula
θ for satisfiability attempts to construct a graph T θ, called a tableau, representing
sufficiently many Hintikka structures for θ in the sense that if any Hintikka structure
satisfies θ, then there is at least one represented by T θ that satisfies that formula.
A Hintikka structure for θ is, essentially, a finite partial representation of a model
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for θ. It is not hard to prove that an LTL formula is satisfiable in a model iff it is
satisfiable in a Hintikka structure (for details see, e.g., [6]). Thus, an LTL-formula
θ is satisfiable iff the procedure for θ succeeds.

The tableau procedure consists of two major phases: construction, and elimina-
tion, the latter, in turn, consisting of pre-state elimination, and state elimination.

During the construction phase, a directed graph Pθ—referred to as the pretableau
for θ—is produced. Its set of nodes properly contains the set of nodes of the
tableau T θ that the procedure is ultimately trying to build. Nodes of Pθ are
sets of LTL-formulae, some of which—referred to as states— represent states of
a Hintikka structure (and, therefore, states of a model), while others—referred to
as pre-states—fulfill a technical role, in particular of helping to keep Pθ finite.

During the pre-state elimination phase, a smaller graph T θ0 is created out of
Pθ—referred to as the initial tableau for θ—by eliminating all the pre-states from
Pθ, as they have already fulfilled their role, and redirecting the edges.

Lastly, during the state elimination phase, all, if any, states of T θ0 are removed
that cannot be satisfied in a Hintikka structure, for one of the following reasons:
either they are patently inconsistent, i.e., contain a complementary pair of formulae
ψ,¬ψ, or contain unrealizable eventualities (i.e., formulae of the form ϕUψ such that
no state containing ψ can be reached along the states containing ϕ from the state
in question), or do not have any successors (which is against the LTL-semantics),
e.g, because all their successors may have been eliminated earlier.

Note, that the removal of “bad” states may have to be repeated many times
until a stable configuration is reached, hence the term “multiple-pass” tableau.

The result of the overall procedure is a (possibly empty) subgraph T θ of T θ0 ,
referred to as the final tableau for θ. Then, if there is some state ∆ in T θ containing
θ, the procedure pronounces θ satisfiable; otherwise, θ is declared unsatisfiable.

The completeness proof shows how to build a Hintikka structure, and thus, a
model, out of a non-empty final tableau, while the soundness proof shows that the
final tableau for any unsatisfiable formula will always be empty.

We will describe briefly the three stages mentioned above in the next section,
while describing the implementation. Before that, we need to introduce some stan-
dard terminology and notation that will be used later on.

The tables below list the types of LTL formulae classified as α’s (conjunctions)
and β’s (disjunctions), together with their respective conjuncts and disjuncts.

α α1 α2 β β1 β2

¬¬ϕ ϕ ϕ ¬(ϕ ∧ ψ) ¬ϕ ¬ψ

ϕ ∧ ψ ϕ ψ ϕ ∨ ψ ϕ ψ

¬(ϕ ∨ ψ) ¬ϕ ¬ψ (ϕUψ) ψ ϕ ∧ X (ϕUψ)

¬Xϕ X¬ϕ X¬ϕ ¬(ϕUψ) ¬ψ ∧ ¬ϕ ¬ψ ∧ ¬X (ϕUψ)

Gϕ ϕ XGϕ ¬Gϕ ¬ϕ ¬XGϕ

All the other formulae (propositional parameters and constants, as well as the
formulae of the form Xϕ) are called primitive. Unlike the case of α- and β-formulae,
their truth at a state of a model cannot be reduced to the truth of simpler formulae
at the same state. A set of LTL-formulae Σ is said to be downwards-saturated if,
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first, α ∈ Σ implies that both α1 ∈ Σ and α2 ∈ Σ, and second, if β ∈ Σ implies
that either β1 ∈ Σ or β2 ∈ Σ. A set of formulae ∆ is a maximal downward saturated
extension of the set Γ if, first, ∆ is downward-saturated, and second, there is no
downward-saturated ∆′ such that Γ ⊆ ∆′ ⊂ ∆.

3 Description of the implementation

3.1 Syntax

The algorithm takes as input the formula to be tested (represented by a string),
and returns the string ’satisfiable’ if the formula is found to be satisfiable or,
otherwise, ’not satisfiable’. The implementation supports all the usual Boolean
and temporal connectives. These are A for ∧, O for ∨, I for→, N for ¬, U for ‘Until’,
F for ‘Sometime in the future’, G for ‘Always in the future’, and X for ‘Nexttime’.
The formulae are inductively defined as follows:

(i) Every propositional variable, encoded here by lower-case Latin letter followed
by a decimal, such as a12, is a formula.

(ii) If ϕ is a formula then Nϕ, Xϕ, Fϕ and Gϕ are formulae.
(iii) If ϕ and ψ are formulae then (ϕ A ψ), (ϕ O ψ), (ϕ I ψ) and (ϕ U ψ)

are formulae.

3.2 Data Structures

The tableau is a directed graph, made up of states and pre-states. The generic term
node will be used to refer to either states or pre-states when it is not important to
distinguish between the two. The graph is implemented as a list of nodes. Each
node is a record that contains the following fields:

id: A unique integer identifier for the node.
parents: A list of integers containing the ids of the parents of the node.
children: A list of integers containing the ids of the children of the node.
type: A string that specifies what type the node is. Possible values are pre, proto
and state.
formulae: A list of strings that contains all the formulae that are true at the given
node.
marked: A Boolean flag used for checking eventualities.
succMarked: A Boolean flag showing whether successor nodes are marked.

3.2.1 Construction Phase
As already explained, the construction phase produces a graph containing two kinds
of node , states and pre-states. Technically, states, unlike pre-states, are required to
be downward-saturated (see above). The graph also contains two kinds of edge. One
kind of edge connects pre-states to states, and is denoted here by the double arrow
⇒. The other kind of edge connects states to pre-states, and is denoted here by
the single arrow −→ (protostates mentioned above are part of the implementation,
but do not feature in a high-level description of the procedure; essentially, they
are “states in the making”). The construction procedure for a formula θ begins
with creating a single pre-state {θ}. Afterwards, the procedure alternates between
creating states from pre-states using rule SR stated below, and pre-states from
states using rule PR stated below, until we reach saturation.
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SR Given a pre-state Γ such that SR has not been applied to Γ before, do the
following:

(i) add all maximal downward-saturated extensions of Γ that are not patently
inconsistent to the pretableau as states;

(ii) for each of the newly added states ∆, if ∆ does not contain formulae of the
form Xϕ, add X> to it; call the result ∆′;

(iii) for each so created ∆′, put Γ⇒ ∆′;
(iv) if, however, the part of the pretableau constructed so far already contains ∆′,

do not create a new copy of ∆′, but simply put Γ⇒ ∆′.

PR Given a state ∆ such that PR has not been applied to ∆ before, do the
following:

(i) add to the pretableau the set of the form Γ = {ϕ | Xϕ ∈ ∆} as pre-state,
provided it is not patently inconsistent;

(ii) for each so created Γ, put ∆ −→ Γ;
(iii) if, however, the pretableau already contains Γ, do not create a new copy of Γ,

but simply put ∆ −→ Γ.

In the implementation, the construction algorithm starts off by creating the
initial node of the tableau. This is the pre-state labelled with the input formula.
The two construction rules are then applied continuously until no new nodes are
added. The two construction methods, corresponding to the rules described above,
are called alphaBetaRules and nextTimeRule. The alphaBetaRules method creates
states from pre-states (the intermediate results are called proto-states) by a process
of downward saturation and the nextTime method creates pre-states from states.

3.2.2 Elimination Phase
The elimination phase begins by removing all the pre-states and all the ⇒ edges
from the pre-tableau, and accordingly redirecting −→ edges. The result is called
the initial tableau. After that, we start eliminating “bad” states. Recall that these
are states that are inconsistent, states that contain unfulfilled eventualities, and
states that have no successors. The removal of prestates and inconsistent states
is trivial. A naive way of checking whether eventualities have been fulfilled may
cause the algorithm to run for extremely long time, so a more efficient ranking
procedure, called removeEventualities is used to detect unfulfilled eventualities. It
begins by finding all eventualities in the tableau and storing them in a list. For
each eventuality in the list the algorithm does the following:

(i) For every state, set marked to false.

(ii) Find all states that fulfill that eventuality and set their marked property to
true.

(iii) Mark all states whose successors are marked.

(iv) Repeat step (iii) until no more states can be marked.

(v) Remove all states that contain the eventuality and have not been marked.

The removeNonSuccessors procedure looks for states with no successors and
removes them. The removeEventualities and removeNonSuccessors procedures are
applied repeatedly until no more states can be removed from the tableau. The result
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is the final tableau structure.
The last step is to check if the final tableau is open or closed. To do this we

check if the tableau contains any of its initial states. These are states that contain
the input formula. If the tableau is found to be open then the algorithm returns
‘satisfiable’ otherwise it returns ‘not satisfiable’.

3.3 The Tableau Algorithm

The main tableau algorithm, as described above, is shown in figure 1 below.

Test(formula) {
tableau = constructPretableau(formula)
tableau = removepre-states(tableau)
tableau = removeInconsistent(tableau)

while(True) {
current = tableau;
tableau = removeEventualities(tableau)
tableau = removeNonSuccessors(tableau)

if(current == tableau){
break

}
}
return isOpen(tableau)

}

Fig. 1. The incremental tableau algorithm for testing satisfiability of LTL formulae

4 Testing and analysis

4.1 Correctness testing

A large set of random formulae was generated for the empirical testing of the cor-
rectness of the implementation. These were tested on our as well as other available
tools, in particular, on R. Goré and F. Widmann’s implementation of Schwendi-
mann’s one-pass tableau, also chosen for the performance comparison. After re-
moving bugs in earlier versions, both tools returned consistent results on all tests.
A comparison of the running times is presented in the rest of the paper. All tests
were conducted on an Intel Xeon 8-core architecture with 8 GB RAM and the Mac
OS X v10.5 operating system. Our tool was coded up in the Python programming
language, while R. Goré and F. Widmann’s tool was coded up in the OCaml lan-
guage 4 . Memory usage by both tools was carefully monitored during all tests to
ensure that it does not run out. That would cause the computer to start using
virtual memory and greatly increase the running times. Virtual memory was not
used in any of the tests reported below.

4 A precise ratio between the performace speeds of the two languages is impossible to determine, as such a
ratio depends on a particual computational task, but it is known that Ocaml can be up to 100 faster than
Python, and that should be taken into account when comparing the runtimes of the two implementations.
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Another way to test the correctness of the implementation was to generate and
test large sets of formulae that we knew to be satisfiable, and formulae we knew to
be not satisfiable. In particular, we have used sets of such formulae generated by M.
Montali [10], and one of them detected a bug in an earlier version of the program.

4.2 Pattern Series

The first set of tests conducted were on pattern series. The patterns we used were
taken from the paper of Rozier and Vardi [12], used there to test the performance
of automata based tools for testing satisfiability of LTL formulae.

The diagrams in this section present the running times of the two tableau tools
on the different patterns, to which we will refer hereafter as ‘Wolper’s tableau’ and
‘Schwendimann’s tableau’, because both implementations faithfully represent the
respective algorithms, without any special features that may slow down or speed
up the performance in specific cases.

For running times of automata-based tools on the patterns presented below,
the reader is referred to Rozier and Vardi [12]. Later on, we briefly discuss the
performance comparisons between the automata-based tools and the tableau tool
presented here.

The first pattern is the E-formulae pattern, being a conjunction of eventualities,
of the form Fp1 ∧ Fp2 ∧ . . . ∧ Fpn. The pattern was tested on input sizes varying
from n = 1 to n = 10. The running times are given on the graph in figure 2.
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Fig. 2. Running time of E formulae

Wolper’s tableau is not able to verify E formulae of more than 10 conjuncts
within a reasonable time. As the input grows beyond n = 7, we see an exponentially
sharp increase in running time. This increase is caused by the procedure that checks
whether eventualities are realised. For example when n = 10 the program generates
over 120 000 nodes in the tableau and 10 eventualities have to be checked. On the
other hand, the running time of Schwendimann’s tableau grows linearly because
there is no separate procedure for checking eventualities.

The next pattern tested was the S-formulae pattern, of the form of Gp1∧Gp2∧
. . . ∧ Gpn. There are no eventualities in this formula pattern, so we should expect
much better results, compared to the E-formulae patter. Indeed, the graph in figure
3 confirms this expectation.

The running time of Wolper’s tableau is dominated by the procedure of remov-
ing pre-states, which is a costly procedure especially in highly connected graphs.
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Fig. 3. Running time of S formulae

However, the difference between the running times of the two algorithms is only a
constant factor.

The next two patterns involve nested Until operators. The first of them, the
U1-formulae pattern, is nesting in the first argument: (((p1 U p2) U p3) U . . . pn).
The running times of both algorithms are shown in figure 4.
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Fig. 4. Running time of U1 formulae

Again, Wolper’s tableau only manages to verify formulae with a very low n value.
That is because, for a formula of size n, there are n eventualities to be checked.
Also for n = 7 the program generates over 68 000 nodes. Again, Schwendimann’s
tableaux show vastly better behaviour here.

The U2-formulae pattern has nesting on the second argument of Until, of the
form (p1 U (p2 U (p3 U . . . pn)). Formulae of this pattern contain n eventualities,
too, but Wolper’s tableau generates very few states compared to the U1-formulae
pattern. That is why the algorithm manages to verify much larger input formulae.
The running times are shown in figure 5. Schwendimann’s tableaux perform better
again, but as can be seen from the graph, its running time curve grows at a similar
rate to that for Wolper’s algorithm.

The last pattern sets are the so called C-formulae patterns. They are made up of
subformulae of the form GFpi. The pattern C1 is a disjunction of such subformulae,
and C2 is a conjunction of such subformulae. The running times of the algorithms
on C1-formulae are shown in figure 6.

Wolper’s tableau manages to verify reasonably-sized formulae of the C1-formulae
pattern because very few nodes are generated. The small number of states allows
the procedure to check all n eventualities in a reasonable time. The running time
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Fig. 6. Running time of C1 formulae

of Schwendimann’s tableau grows at a similar rate but again with a much lower
constant factor.

The C2 pattern is a conjunction of the form GFp1 ∧ GFp2 ∧ . . . ∧ GFpn. The
running time of the algorithm on C2 formulae is shown in figure 7.
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Fig. 7. Running time of C2 formulae

The running time of Wolper’s tableau increases sharply after n = 7 because the
program begins to generate exponentially many nodes. The need to check whether
a lot of eventualities are fulfilled, together with the high number of states, results
in poor performance. Schwendimann’s tableaux, where there is no elimination pro-
cedure, run in linear time for this formula pattern, too.

Other pattern series used to compare Wolper’s tableau to Schwendimann’s
tableau were generated by M. Montalli [10]. These patterns use two parameters
n, d, shown on the abscissa of the graphs on Fig. 8 and 9, where the running
times for both tools are plotted. The first parameter is the number of propositional
variables and the second is the depth of nesting of specific temporal patterns. For
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instance, in one of the series the formula F(a1 ∧ XF(a1 ∧ XFa1)) has parameters
(1, 2), meaning that it contains 1 variable and the pattern XF has a nesting depth
2.

For a description of the other patterns and further details on them, see [9].

Schwendimann Wolper
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Fig. 8. Running time of Montali’s satisfiable formulae
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Fig. 9. Running time of Montali’s unsatisfiable formulae

4.3 Random formulae

A random formula generator was used to generate random test formulae of different
sizes. The parameters used were: n – the number of propositional variables, and
d – the nesting depth for operators. Wolper’s tableau manages to verify formulae
with low nesting depth in a very reasonable time. When the depth is increased to
5 and beyond, the algorithm begins to struggle. As we can see from the graph in
figure 10, which shows random formulae of two variables and nesting depth of 5,
certain formulae go well beyond the 0.5 second mark. These are all the spikes in
the graph, some of which reach times of over 100 seconds. For random formulae of
more than 6 propositional variables and nesting depth over 5, Wolper’s tableau has
running times of over 1000 seconds while Schwendimann’s procedure is consistently
fast.

4.4 Performance comparisons with automata-based tools

In their paper, Rozier and Vardi tested both explicit and symbolic automata-based
tools for LTL satisfiability checking. The implementation of Wolper’s tableau com-
pares well with the explicit tools, but is not as efficient as the symbolic ones. On
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(((XFp1 U NGp1) I Gp1) A (G(Xp2 U (p2 U p1)) I FN(p2 A p2)))(((X F p1 U ~ G p1) => G p1) & (G (X p2 U (p2 U p1)) => F ~ (p2 & p2)))satisfiable satisfiable 0.000213861 0.14812994

F(Gp2 U p1) F (G p2 U p1) satisfiable satisfiable 8.20E-05 0.003631115

X(G((p2 I p2) I p1) U (((p2 U p2) U (p1 U p2)) A GXp2))X (G ((p2 => p2) => p1) U (((p2 U p2) U (p1 U p2)) & G X p2))satisfiable satisfiable 9.70E-05 0.115647793

F(N(p1 U Fp1) U (XXp1 O ((p2 U p1) U (p1 A p1))))F (~ (p1 U F p1) U (X X p1 | ((p2 U p1) U (p1 & p1))))satisfiable satisfiable 9.30E-05 0.132890224

NFN(Np1 O (p2 O p2))~ F ~ (~ p1 | (p2 | p2))satisfiable satisfiable 6.70E-05 0.002616882

F((NXp1 I X(p2 I p2)) A (((p2 U p2) I Np1) I F(p1 I p1)))F ((~ X p1 => X (p2 => p2)) & (((p2 U p2) => ~ p1) => F (p1 => p1)))satisfiable satisfiable 8.39E-05 0.028306961

NG(((p1 O p2) A Fp2) O (Xp1 U (p2 A p2)))~ G (((p1 | p2) & F p2) | (X p1 U (p2 & p2)))satisfiable satisfiable 8.51E-05 0.03602314

(Gp2 I ((((p2 I p2) I Xp1) I ((p2 U p2) I (p1 A p2))) A F((p2 U p1) I Gp2)))(G p2 => ((((p2 => p2) => X p1) => ((p2 U p2) => (p1 & p2))) & F ((p2 U p1) => G p2)))satisfiable satisfiable 0.000101089 0.087075949

((((Gp1 U (p2 U p2)) U (p2 U (p1 I p2))) U ((Fp1 I Gp1) A X(p2 U p1))) I XFX(p1 A p1))((((G p1 U (p2 U p2)) U (p2 U (p1 => p2))) U ((F p1 => G p1) & X (p2 U p1))) => X F X (p1 & p1))satisfiable satisfiable 0.000133991 20.81928396

XG((Np1 U Xp2) A NXp2)X G ((~ p1 U X p2) & ~ X p2)not satisfiable not satisfiable 7.30E-05 0.018257856

GG(p1 A p1) G G (p1 & p1) satisfiable satisfiable 7.10E-05 0.001525879

FFN(p2 U (p1 A p2))F F ~ (p2 U (p1 & p2))satisfiable satisfiable 7.30E-05 0.017376184

(p1 U FX((p1 A p2) A p2))(p1 U F X ((p1 & p2) & p2))satisfiable satisfiable 6.70E-05 0.002501965

X(GNXp2 A NGFp2)X (G ~ X p2 & ~ G F p2)satisfiable satisfiable 7.39E-05 0.008975983

(NGp2 A (G(Gp2 A Np2) A N(Fp2 I (p2 U p1))))(~ G p2 & (G (G p2 & ~ p2) & ~ (F p2 => (p2 U p1))))not satisfiable not satisfiable 7.61E-05 0.01571703

NN(((p2 U p2) U Gp1) A NGp1)~ ~ (((p2 U p2) U G p1) & ~ G p1)satisfiable satisfiable 7.92E-05 0.055893898

N(((Gp1 U (p2 U p2)) I ((p2 O p2) A p1)) U (((p1 O p2) A (p1 A p1)) I N(p1 U p2)))~ (((G p1 U (p2 U p2)) => ((p2 | p2) & p1)) U (((p1 | p2) & (p1 & p1)) => ~ (p1 U p2)))satisfiable satisfiable 0.00010705 0.20932889

(((((p2 A p2) A (p2 I p1)) I GNp1) A Gp2) O G(((p1 O p1) U (p1 O p2)) U p1))(((((p2 & p2) & (p2 => p1)) => G ~ p1) & G p2) | G (((p1 | p1) U (p1 | p2)) U p1))satisfiable satisfiable 0.000105858 0.118060112

NNFG(p2 O p2) ~ ~ F G (p2 | p2)satisfiable satisfiable 6.70E-05 0.003443956

NG(((p1 A p1) I p1) O XGp2)~ G (((p1 & p1) => p1) | X G p2)not satisfiable not satisfiable 7.10E-05 0.003120899

((G((p1 I p1) O Gp1) O p2) I (NG(p1 A p1) I X(p1 O p2)))((G ((p1 => p1) | G p1) | p2) => (~ G (p1 & p1) => X (p1 | p2)))satisfiable satisfiable 8.89E-05 0.01342988

N(NXXp1 A (((p2 A p2) U (p1 O p2)) U ((p2 U p2) U (p2 O p1))))~ (~ X X p1 & (((p2 & p2) U (p1 | p2)) U ((p2 U p2) U (p2 | p1))))satisfiable satisfiable 0.000108004 0.884272099

GGF(p1 I (p2 U p1))G G F (p1 => (p2 U p1))satisfiable satisfiable 8.30E-05 0.024461985

(((((p2 I p2) O (p2 A p2)) A (Xp1 I Xp2)) U ((Xp1 U (p2 U p2)) I (Np1 A p1))) U (p2 U FN(p1 U p2)))(((((p2 => p2) | (p2 & p2)) & (X p1 => X p2)) U ((X p1 U (p2 U p2)) => (~ p1 & p1))) U (p2 U F ~ (p1 U p2)))satisfiable satisfiable 0.000120163 107.0881948

G(GN(p1 A p2) I GG(p1 U p2))G (G ~ (p1 & p2) => G G (p1 U p2))satisfiable satisfiable 9.11E-05 0.118175983

(X(F(p1 U p2) O GFp1) O (Fp1 A Gp2))(X (F (p1 U p2) | G F p1) | (F p1 & G p2))satisfiable satisfiable 8.82E-05 0.011106014

GG(N(p2 I p2) U (Gp2 O (p2 U p1)))G G (~ (p2 => p2) U (G p2 | (p2 U p1)))satisfiable satisfiable 9.61E-05 0.040266037

X((p2 A F(p2 I p2)) U p1)X ((p2 & F (p2 => p2)) U p1)satisfiable satisfiable 6.91E-05 0.016722202

((p1 I F(Gp2 U Gp1)) A p1)((p1 => F (G p2 U G p1)) & p1)satisfiable satisfiable 8.80E-05 0.00860405

((XX(p1 A p1) I (p2 I (Gp2 A Np1))) I NF(Xp1 U Fp2))((X X (p1 & p1) => (p2 => (G p2 & ~ p1))) => ~ F (X p1 U F p2))satisfiable satisfiable 0.000102997 0.029315948

(p2 O (XN(p1 U p1) A F((p2 A p2) U (p2 I p2))))(p2 | (X ~ (p1 U p1) & F ((p2 & p2) U (p2 => p2))))satisfiable satisfiable 7.80E-05 0.029928923

(p2 A FXGGp2) (p2 & F X G G p2)satisfiable satisfiable 7.51E-05 0.002067089

X(XX(p1 A p2) O (G(p1 O p2) I G(p1 U p2)))X (X X (p1 & p2) | (G (p1 | p2) => G (p1 U p2)))satisfiable satisfiable 8.92E-05 0.009766817

((XN(p2 O p1) U (F(p2 U p1) O F(p1 O p1))) A (((Gp1 I (p1 U p2)) A (Fp2 O Fp1)) A p2))((X ~ (p2 | p1) U (F (p2 U p1) | F (p1 | p1))) & (((G p1 => (p1 U p2)) & (F p2 | F p1)) & p2))satisfiable satisfiable 0.000119925 0.85871315

((((Np1 I (p1 O p1)) O ((p2 U p1) A Fp2)) U G((p2 A p1) O (p2 O p2))) A (G(Fp1 A (p2 O p2)) I F((p2 A p2) A (p1 I p2))))((((~ p1 => (p1 | p1)) | ((p2 U p1) & F p2)) U G ((p2 & p1) | (p2 | p2))) & (G (F p1 & (p2 | p2)) => F ((p2 & p2) & (p1 => p2))))satisfiable satisfiable 0.00018096 3.387264013

F(XXp2 A (FGp2 A p2))F (X X p2 & (F G p2 & p2))satisfiable satisfiable 7.70E-05 0.005181074

((FX(p2 U p2) O FXp1) U X(F(p1 I p1) U p2))((F X (p2 U p2) | F X p1) U X (F (p1 => p1) U p2))satisfiable satisfiable 8.99E-05 1.362099886
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Fig. 10. Running time of random formulae

the other hand, Schwendimann’s tableaux have proved to be much more efficient on
some formulae patterns.

4.5 Summary of results

The purpose of doing the experimental analysis reported in this paper was twofold:
to verify the correctness of the implementation, and to test the performance. The
results of the performance testing can be used to determine the suitability of this
tool for industrial use, at least for specific formulae patterns.

The correctness was successfully verified with practical certainty, as the last
version of the implementation of Wolper’s tableau returned correct answers for all
the formulae that were tested on it. Also the individual sub-procedures of the
tableau were tested independently to ensure their correctness.

As for performance, for formula patterns with no eventualities to be checked,
the running times of Wolper’s tableau and Schwendimann’s tableaux grow at the
same rate, typically the growth of the running time of Schwendimann’s tableau
having much lower constant factors. However, for the formula patterns described
above that cause generation of many nodes and there are many eventualities, the
running time of Wolper’s tableau grows exponentially on the input size, whereas
Schwendimann’s remains linear.

5 Concluding remarks and future work

In future work we intend to analyze and compare theoretically the incremental
multiple-pass, and the one-pass tableau methods and to provide a theoretical ex-
planation of the superior performance of the latter, while identifying the scope of
that superior performance and indicating the cases where the multi-pass tableaux
perform better. We are also going to investigate optimization techniques of both
methods, the ultimate intention being that of designing a “hybrid” procedure using
the most optimal features of the both tableau procedures considered in this paper
as well as optimization techniques.
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